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Preface 

Six parallel Business Process Management workshops were held on September 5th, 
2005, in conjunction with the Third International Conference on Business Process 
Management (BPM 2005) in Nancy, France. This was the first time BPM had associ-
ated workshops, and the workshop program was a great success. 

The topics of the workshops ranged from fundamental process modeling primitives 
to the recently emerged field of Web service choreography and orchestration, repre-
sented in the “Workshop on Business Processes and Services” and the “Workshop on 
Web Service Choreography and Orchestration;” a topic which intersects the research 
fields of business process management and Web services. Another strong focus was 
on business process design and business process intelligence, emerging areas that 
have gained increasing importance in supporting business process reengineering to 
derive superior process designs. These topics were covered in the respective work-
shops. 

A widely discussed topic in several sessions was business process interoperability 
in the workshop on “Enterprise and Networked Enterprises Interoperability.” Finally, 
the last workshop in these proceedings called “Business Process Reference Models” 
aimed at discussing  different views on reference models in order to come to a com-
mon understanding of the terms involved. 

We would like to thank the workshop organizers for their efforts in the workshop 
preparation, the organization of the review process, the exciting workshop programs 
and their management onsite and for their cooperation in the post-publication process.  

Further, we thank all the authors for their submissions to the workshops, the Pro-
gram Committees for their hard work during a brief reviewing period, the invited 
speakers and presenters for their very interesting presentations and the audience for 
their interest, questions and discussions. 
 

 
Christoph Bussler 

Armin Haller 
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Preface 
(BPS 2005) 

Service-oriented computing (SOC) is emerging as a promising paradigm for in-
tegrating software applications within and across organizational boundaries.  In this 
paradigm, independently developed and operated applications are exposed as (Web) 
services  which are then interconnected using a stack of Web-based standards 
including SOAP, WSDL, UDDI, WS-Security, etc. While the technology for 
developing basic services and interconnecting them on a point-to-point basis has 
attained a certain level of maturity and adoption, there are still many open challenges 
when it comes to managing interactions with complex services or managing 
interactions involving large numbers of services. 

There exist strong links between business process management (BPM) and SOC. 
On the one hand, BPM may rely on SOC as a paradigm for managing resources 
(especially software ones), describing process steps, or capturing the interactions 
between a process and its environment. On the other hand, a service may serve as an 
entry point to an underlying business process, thereby inducing an inherent relation 
between the service model and the process model. Also, services may engage in 
interactions with other services in the context of collaborative business processes. 

The First International Workshop on Business Processes and Services (BPS 2005) 
was organized with the aim of bringing together researchers and practitioners in the 
areas of BPM and SOC in order to further the fundamental understanding of the 
relations between business processes and services. The workshop’s call for papers 
attracted nine submissions, of which the Program Committee selected four as full 
papers. In addition, two speakers presented their latest research and perspectives at 
the workshop: Wil van der Aalst on the topic of interaction patterns  (organized 
jointly with the Workshop on Web Services Choreography and Orchestration for 
BPM), and Daniela Grigori on the topic of service  protocol adaptation. Finally, a 
panel discussion on intelligent processes and services for the adaptive enterprise was 
held in conjunction with the Workshop on Business Process Intelligence. The panel 
was moderated by Malu Castellanos (HP Labs) and was composed of Wil van der 
Aalst (Eindhoven University of Technology), Boualem Benatallah (University of 
New South Wales), Frank Leymann (Stuttgart University), and Manfred Reichert 
(University of Twente). 

The workshop was held during the preamble to the Third International Conference 
on Business Process Management (BPM 2005). We thank the o cers and organizers 
of BPM 2005 for their support, as well as the members of the BPS 2005 Program 
Committee for their help in coming up with an exciting program. 
 
September 2005                                                                                   Marlon Dumas 

Schahram Dustdar 
Frank Leymann 
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Guided Interaction: A Language and Method for
Incremental Revelation of Software Interfaces

for Ad Hoc Interaction

Phillipa Oaks and Arthur H.M. ter Hofstede

School of Information Systems - Faculty of Information Technology,
Queensland University of Technology,

GPO Box 2434, Brisbane, QLD 4001, Australia
{p.oaks, a.terhofstede}@qut.edu.au

Abstract. At present, most of the interest in web services is focussed on
pre-planned B2B interaction. Clients interact with services using advance
knowledge of the the data and sequence requirements of the service and
pre-programmed calls to their interfaces. This type of interaction cannot
be used for ad hoc interaction between services and their clients such as
mobile devices moving in and around rich dynamic environments because
they may not have the necessary knowledge in advance.

For unplanned ad hoc interaction an interaction mechanism is required
that does not require clients to have advance knowledge of programmatic
service interfaces and interaction sequences. The mechanism must ensure
clients with different resources and diverse competencies can successfully
interact with newly discovered services by providing assistance such as
disambiguation of terminology, alternative types of inputs, and context
sensitive error reporting when necessary.

This paper introduces a service interaction mechanism called guided
interaction. Guided interaction is designed to enable clients without prior
knowledge of programmatic interfaces to be assisted to a successful out-
come. The mechanism is grounded in core computing primitives and
based on a dialogue model. Guided interaction has two parts, the first
part is a language for the exchange of information between services and
their clients. The second part is a language for services to create interac-
tion plans that allow them to gather the data they require from clients in
a flexible way with the provision of assistance when necessary. An inter-
preter uses the plan to generate and interpret messages in the exchange
language and to manage the path of the dialogue.

1 Introduction

Ad hoc is defined in Wordnet1 as “unplanned” or “without apparent forethought
or prompting or planning”. In an ad hoc interaction environment, a software
client could find, using for example a discovery mechanism, a software service

1 wordnet.princeton.edu/

C. Bussler et al. (Eds.): BPM 2005 Workshops, LNCS 3812, pp. 3–17, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



4 P. Oaks and A.H.M. ter Hofstede

that provides the capability [1] it (the client) requires. Depending on the mech-
anism used to find services, the client may have little or no knowledge about
the inputs the service requires, the dependencies between the data inputs, or
the order of invocation of its operations, or the type and formatting information
associated with these inputs.

Automated ad hoc interaction between web-based applications is a desirable
goal. Applications that can automatically locate and interact with software ser-
vices without a priori knowledge of their interfaces will be able to achieve many
tasks that are beyond human resources at present. The Internet and the world
wide web have now made many different types of information accessible on de-
mand. The numbers of providers and the types of information available mean
that the current interaction mechanisms based on prior or discovered knowl-
edge about software interfaces and pre-programmed one-on-one interactions with
those interfaces will not scale up to provide the potential benefits of ubiquitous
web accessibility. The increasingly large number of software services2 means that
their use needs to be automated to the largest possible extent in order to fully
profit from the promise and potential of ubiquitous service access.

Ad hoc interaction is very different from the present situation where software
applications interact in a planned manner via interfaces. A software interface
provides a static view of the operation signatures provided by a software service.
Operation signatures detail the names of the operations and their input and
output data types.

A partial solution to enable ad hoc interaction is the idea of “standard in-
terfaces”3. In this solution all providers of a particular function use the same
interface4. The solution relies on a common agreement between heterogeneous
service providers on the best interface for a particular operation in a particular
domain.

The problem is that that standard interfaces limit ad hoc interaction in two
ways. Firstly, it is the responsibility of the client application’s programmer to
know or find out in advance how to call the operations supplied by the interface.
Secondly, it locks providers into performing the task in a single way. If the same
task can be performed with the same inputs but formatted in a different manner
or with a different set of input data the provider must supply (non-standard)
interface operations for each of these variants.

Another possible approach to ad hoc interaction is the use of techniques to
obtain information about the operation signatures of software services at run-
time such as dynamic CORBA and Java reflection. These techniques are used
by client programs to gather information at runtime such as the names of oper-

2 When accessible over Web-based standards, such software services are usually known
as “Web services”.

3 www.learnxmlws.com/book/chapters/chapter11.htm
4 Many common software development environments help the developer in this task

by reading the service interface and automatically generating the code necessary to
interact with the service. However, these tools are only usable if the interface of the
service is available when the client application is developed.
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ations and the data types the operations expect as input and return as output.
One of the difficulties of doing this on a large scale is that the information that
is available at runtime via reflection is syntactic rather than semantic. Client
programs would need to interpret this derived syntactic information and cre-
ate semantically correct request objects or messages to send to the provider at
runtime. This interpretation effort places a large computational burden on the
client at runtime which is only possible because the developer has programmed
the client software with the necessary discovery, interpretation and message gen-
eration logic.

In reality the number of service providers, the number of possible operations
and the different contexts in which those operations will be performed means
both of these approaches will not scale to solve the problems of ad hoc interac-
tion in the heterogeneous web services environment. These approaches do not
have the flexibility required for ad hoc interaction such as the ability to allow
alternative or equivalent inputs, the ability to provide help in the form of disam-
biguation of terminology at runtime with context sensitive error reporting and
some form of dialogue control for services and their clients.

The next section (2) introduces Guided interaction interaction as a scalable
and flexible solution to the problems of ad hoc interaction between web services.
Guided interaction allows the use of alternative inputs, the provision of help
and context sensitive error reporting and dialogue control for both the services
and their clients. Section 3 introduces a shared language for interaction. Section
4 introduces the means of generating and interpreting messages using the lan-
guage and gives an illustrative example of how guided interaction can be used
to direct ad hoc interactions between heterogeneous services. Section 5 reviews
some related work and the paper concludes with section 6.

2 Guided Interaction

Guided interaction is an abstraction mechanism that hides the details of web
service interfaces by providing level of indirection between clients and the web
service itself. A guide is a type of mediator or facade which presents a “user
friendly” interface to a back end service. Clients may be other services, software
agents or people. A guide, representing a service provider can tell clients what the
capabilities of the service are, and proactively seek the input data the service
needs. Guided interaction is based on a shared language for the exchange of
information and dialogue control.

The guide is responsible for asking client applications what they want the
service to do and for requesting the input data the service needs. This is a
reversal of the current paradigm which makes the client application responsible
for knowing or finding out what the software service can do, either by interpreting
static interfaces or using advanced techniques like reflection.

Guides could be implemented as an alternative means of accessing one or
more of the capabilities delivered by a single provider. It is not necessary that
these capabilities are implemented as web services described by Web Services
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Description Language (WSDL)5 documents. For example, guided interaction
could provide access to legacy applications without the overhead of conversion to
WSDL. Guides could also be implemented by independent third party mediators
or brokers to provide access to any publicly accessible interfaces.

Web services communicate by exchanging messages. The language provided by
guided interaction introduced in the next section is based upon well understood
computer interaction and data exchange mechanisms. However, an interaction
language is not sufficient on its own, there must also be a way of interpreting,
managing, and generating messages in the language [2]. A language to create
plans that guide a dialogue manager to interpret and generate messages and to
manage conversations is described in section 4.

3 Interaction Language

Guided interaction provides a means for two software entities to interact with
one another without prior agreements in place regarding the exact syntax and
semantics of the messages they can exchange with one another.

Clients do not have to know in advance a service’s operation signatures or the
order of operations before asking the provider to perform a capability. However,
the client should have access to appropriate data before engaging with the ser-
vice. For example, before engaging a bank service a client will have information
relevant to banking such as account numbers and transaction amounts. Clients
can request further information about specific items as they are guided through
the data input process. Dynamic disambiguation of terminology is an important
feature of guided interaction. A means of facilitating shared understanding of
the syntax and semantics of the terms used by the service provider is essential
for loosely coupled ad hoc interaction.

In free form natural language dialogues the interpretation of the type, pur-
pose and content of messages is a complex process. There are several ways the
complexity of the interpretation process can be reduced to mitigate the cogni-
tive load on participants [3]. Each of these techniques is employed in guided
interaction.

– Change from free form dialogue (where anyone can say anything) to directed
dialogue where control is given to one of the participants. The controller
determines the type and sequence of messages which can be sent. The other
party cannot interrupt or give more information than requested.

– Explicitly state the intent of a message.
– Explicitly state the purpose or type of a message.
– Define the set of allowable responses for each message.

In addition to containing its intent, performative and application dependent
content each message contains contextual information. The context dependent
information includes conversation or process ids for correlation supplied by each

5 http://www.w3.org/2002/ws/desc/
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party in the dialogue. Messages also contain a message ids and references to
previous messages if appropriate. The identities of the sender and receiver of the
message are also part of the contextual information.

A suggested message format is described in the message schema shown in fig-
ure 1. The actual structure of a message is flexible especially when implemented
in XML, because in XML the elements can be accessed by name rather than
position.

The other elements contained in the message, Intent, Performative and Con-
tent, are introduced in the next sections.

<?xml version="1.0"?>
<xsd:schema xmlns:xsd="http://www.w3.org/2001/XMLSchema"
            targetNamespace="http://www.guided.org"
            xmlns="http://www.guided.org">
 <xsd:annotation>
  <xsd:documentation>
   Message schema
  </xsd:documentation>
 </xsd:annotation>

<xsd:simpleType name="ConversationId"><xsd:restriction base="xsd:anyURI"/></xsd:simpleType>
<xsd:simpleType name="ProcessId"><xsd:restriction base="xsd:anyURI"/></xsd:simpleType>
<xsd:simpleType name="MessageId"><xsd:restriction base="xsd:anyURI"/></xsd:simpleType>
<xsd:simpleType name="ParticipantId"><xsd:restriction base="xsd:anyURI"/></xsd:simpleType>
<xsd:simpleType name="Content"><xsd:restriction base="xsd:string"/></xsd:simpleType>
<xsd:simpleType name="Intent"><xsd:restriction base="xsd:string">
    <xsd:enumeration value="Ask"/>
    <xsd:enumeration value="Tell"/></xsd:restriction></xsd:simpleType>
<xsd:simpleType name="Performative"><xsd:restriction base="xsd:string">
    <xsd:enumeration value="Result"/>
    <xsd:enumeration value="Input"/>
    <xsd:enumeration value="Pick"/>
    <xsd:enumeration value="Select"/>
    <xsd:enumeration value="Help"/>
    <xsd:enumeration value="Error"/>
    <xsd:enumeration value="Refuse"/>
    <xsd:enumeration value="Status"/>
    <xsd:enumeration value="Pause"/>
    <xsd:enumeration value="Resume"/>
    <xsd:enumeration value="Restart"/>
    <xsd:enumeration value="Cancel"/></xsd:restriction></xsd:simpleType>

<xsd:element name="Message">
  <xsd:complexType>
    <xsd:all>
      <xsd:element name="cid" type="ConversationId"/>
      <xsd:element name="mid" type="MessageId"/>
      <xsd:element name="mref" type="MessageId"/>
      <xsd:element name="sender" type="ParticipantId"/>
      <xsd:element name="receiver" type="ParticipantId"/>
      <xsd:element name="intent" type="Intent"/>
      <xsd:element name="perf" type="Performative"/>
      <xsd:element name="content" type="Content"/>
    </xsd:all>
  </xsd:complexType>
</xsd:element>
</xsd:schema>

Fig. 1. XML Schema for Messages
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3.1 Intent

In computer interaction there are only two reasons for communicating: to ask
questions and to tell answers. This is true for any software interface from com-
mand lines to windows and APIs. A client, be they human or software can only
ask for information or actions, and tell information or the result of actions, and
a provider (human or software) can only ask for information or actions and tell
information or results. This is also true in linguistics where only three types of
sentences are used in a technical context, interrogative, imperative and declara-
tive. Interrogative and imperative sentences request either information or actions
and declarative sentences tell information or the result of actions.

This leads to the definition of the Intent of a message, Ask or Tell. At this
level it is not distinguished whether a request is for information or actions. A
conversation is the exchange of Ask and Tell messages with two constraints:

C 1 For each Ask message there is only one corresponding Tell message in re-
sponse.

C 2 A Tell message can only be sent in response to an Ask message.

An explicit statement of the Intent of a message allows both parties to un-
derstand their exact responsibilities in regard to the message. The use of only
two intentions, mirrors the commonly used and well understood “Get” and “Set”
operations of APIs and the “Get”, “Put” and “Post” operations in the REST ar-
chitecture [4]. From an implementation perspective, both the client and provider
require a very simple interface with only two operations, one for receiving Ask
messages and the other for receiving Tell messages.

3.2 Performative

The purpose or type of the message is described by a Performative. The perfor-
mative acts like a prompt, it indicates what kind of information is being sought
or what kind of response is required. There are three well understood ways com-
puter programs can get the information they require. They can ask the user
(human or software) client to input one or more parameter values. They can
ask the user to pick from a list of acceptable values or they can ask the user to
select an operation from a menu, where each operation represents a capability
the program can deliver.

A small set of performatives is defined based on software communication pro-
tocols and human computer dialogues. These performatives reflect core informa-
tion gathering abstractions and dialogue management or control mechanisms.

– The functionality of a service is requested and delivered by the performa-
tives Result, Input, Pick, Select and Help.

– The service management performative Status, provides information about
the state of the dialogue at runtime.
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– The dialogue control performatives are Pause, Resume, Restart and Can-
cel.

– The performatives Error and Refuse provide alternative responses.

The performative Result starts a conversation. It is sent by a client to the
service to request the capability named in the content of the message. The in-
tention behind the use of the word “Result” rather than “Do”, “Perform” or
“Start” is, a dialogue is initiated by a client requesting the service to perform its
advertised capability and to tell the result. So, a message containing Ask, Re-
sult, “ConvertCurrency” should be read as “Ask (for the) Result (of performing
the) ConvertCurrency (capability)”. Although this may seem a little awkward
it is necessary to ensure every performative has exactly the same name for the
request and its response.

The performative Input requests input data for a single item (parameter)
similar in function to a text box or form item. As it is unrealistic to assume two
heterogeneous services will use exactly the same terminology and data structures,
the focus is on describing what kind of content is required and the data type the
service expects rather than the value of content (as done by VXML grammars).

Clients have to match the provider’s request for input with the data they
hold. If the client does not understand the terms used in the request they can
ask for Help from the guide. This means a service’s internal parameter defini-
tions should include a set of alternative parameter names and data types which
are equivalent in this context. This will allow the provider to offer alternative
information to the client. A more sophisticated provider may offer the client
pointers to other services to convert or reformat data into a usable form or it
may make use of these services directly.

The performative Pick asks the client to select from a list of acceptable values
such as (AUD, GBP, USD, ERD, NZD) for currency codes. Its function is similar
to a list box in Windows.

Select offers a menu of choices representing the capabilities of the provider.
Select can be used to offer more finely grained capabilities than those described in
a service advertisement e.g. from “ConvertCurrency” to “ConvertUSDtoGBP”
or “ConvertUSDtoAny”.

Select could also assist with the provision of a generic interface to a service
provider. For example, if a client sends a message with Ask Result “Menu” to
determine which capabilities a service can provide the provider could respond
with an Ask Select “...” message containing a list of its capabilities.

Informally, the difference between Tell Error and Refuse is an error is re-
turned if the service (or client) tried but cannot generate a correct response.
Refuse means the service (or client) will not provide the required response such
as in the case of privacy or security concerns. The distinction depends on the
context of the participants.

The dialogue management performatives Pause, Resume, Restart and
Cancel have the effect indicated by their names. Both participants (client and
provider) can use these performatives. If, for example the provider sends an Ask
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Pause message to the client, the client does whatever is necessary and sends a
Tell Pause (or Error or Refuse) message in reply. When the provider is ready to
resume, it sends an Ask Resume message to the client and the client responds
with Tell Resume (or Error or Refuse).

The Status performative interrogates the state of the dialogue rather than
the back end processing of the capability. Although this is an incomplete view
of the service, it does enable reporting on whether the provider is waiting for
input from the client, or processing the last response, or has passed the client
input to the back end processor.

An important feature of this set of performatives is that they are context and
content independent. This allows them to be used for the collection of input
data for services in any domain.

There is one constraint that applies to all performatives except Error and
Refuse. For each Ask performative message there are only three valid responses:

C 3 Tell (the same) performative or Tell Error or Tell Refuse.

The advantage of constraining the allowable responses is the dialogue is pre-
dictable and manageable.

There are three constraints on the types of messages that can be sent by
providers or clients.

C 4 Service providers cannot Ask for a Result from clients, i.e. a service cannot
ask its client to perform a capability while it is performing a capability for
that client. It could however, in the context of a new conversation request
a capability from another service, which may be its current client.

C 5 Providers and clients cannot Ask for an Error or Refuse. These performatives
are reserved for Telling the unsuccessful results of Ask requests.

C 6 Clients cannot Ask for Input, Pick or Select from the service provider. If
the client requires more information it can Ask for Help.

These six constraints combined with the specified values for Intent and Perfor-
matives give the complete semantics of the dialogue language.

3.3 Content

In so far as possible the dialogue language and interaction mechanism are inde-
pendent of the actual content of messages. Thus guided interaction is a generic
dialogue model that is not tied to specific types of services or domains. Im-
plementations could use XML for the content of messages, with the structure
described with an XML schema.

A simple structure comprising a parameter name and data type can be used
for the input performative. Several of the other performatives lend themselves
to further structuring. For example a help request could contain the parameter
name and data type and the reason help is being sought e.g. not understood or
not recognized.



Guided Interaction: A Language and Method for Incremental Revelation 11

4 Interaction Plans

Guided interaction does not specify the order of messages instead an interaction
plan, created by the software service provider, details the inputs the software
service requires to perform one of its capabilities. The guide uses the interaction
plan to present a “user friendly” interface to the underlying software service.

The interaction plan allows the incremental revelation of the data elements
a software service requires from its clients. These “incremental interfaces” are
generated at runtime and they allow the software service provider to take re-
sponsibility for “asking” the client application for the information it needs in
order for the software service to perform one of its capabilities.

Incremental interfaces ensure the path of the dialogue between the client and
the provider is based on the availability of input information within the client.
The provider can assist the client to match requests for input to the clients’
own internal data holdings by using parameter names (and alternative names if
necessary) grounded in vocabularies represented for example as “ontologies”. In
addition, the service provider can offer configuration, customization and naviga-
tion options to the client.

Inspired by existing “dialogue architectures”, the guide is structured around
the performance of three functions: interpretation of user input, conversationman-
agement and generation of output for the user [5]. This section is concerned with
the structures for the management of dialogues and the generation of messages.

An interaction plan represents a decomposition of the inputs required by
the service and it is constructed using instructions. An interaction plan is an
internal structure of the service provider, the client does not need, and does not
have, access to the plan. An interaction plan is instantiated when the service
provider receives and accepts an “Ask Result” message from a client asking
for the provision of a capability. This message starts the conversation. Each
instruction in an instantiated plan is identified by the clients conversation id
and a local conversation id. This allows many concurrent instantiations of the
same or different plans for the same or different client applications.

The primary purpose of an instruction is to describe the item a value should
be collected for. In figure 2 this is shown as the Instruction collects an Item
identified by an id. When an instruction is selected for processing, the dialogue
manager instantiates the appropriate item and generates a request message to
the client seeking an input value for the item. Processing of the instruction is
paused until a response is received from the client.

On receipt of an input value for the item it is evaluated using the boolean eval-
uate function. If the evaluation returns true, the instruction identified by next on
success is selected for processing and the input value is stored. If the evaluation
fails the instruction identified by next on failure is selected for processing.

The intuition behind only two choices (of which instruction to select next) is
that input from the client is either valid or invalid. In the case of valid input
the plan can proceed to the next step. In the case of invalid input there are
two alternatives, either the item is critical to the provision of the capability and
invalid input means the capability cannot be performed so a fatal error must be
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reported to the client. The other choice is to request input in a different way or
for a different item.

There are two cases where alternative requests could be used. The first is that
on failing to elicit a value for an item where the initial request used name and
data type of the value required, the alternative request offers a list of acceptable
values for the same item so the user can pick one of the values. The second
alternative, is to switch to a different input set. For example, a service that can
perform its capability with either a text file or a URL reference; if the client fails
to return a text file, the alternative is to switch to a request for a URL.

In this way, the course of the conversation is driven by what the service needs
to know, which in turn depends on the information the client has been able to
supply for previous items. The conversation path is driven by the remaining data
requirements rather than an external conversation protocol which defines which
messages can be sent in which order.

Every message in a dialogue between two parties (the service and its client)
could be recorded or logged. Logging allows participants to keep records of all
messages sent and received during a guided interaction. The advantages of log-
ging messages include non-repudiation and process improvement.

The use of instructions including three special instructions is detailed in the
context of an example in the next section.

Example. To illustrate instructions and the evaluation and choice mechanisms
a ConvertCurrency interaction plan is shown in figure 3. The figure shows a
tree representation of the plan. In this representation instructions are shown as
boxes with three layers. The first layer gives the instruction id. The second layer
identifies either; the item for which a value is being collected, or the reason for an

+id[1] : Identifier

Plan

-id[1] : Identifier

Capability

+delivers

1*

+evaluate(in parameterValue) : xs:boolean

+id[1] : Identifier
+clientsConvId[1] : ConversationIdentifier
+localConvId[1] : ConversationIdentifier

Instruction

0..*
+consists of1..*

+itemId[1] : Identifier

Item

+name[1] : xs:string
+value[1] : xs:string
+parameterNames[0..*] : xs:anyURI
+dataTypes[0..*] : xs:anyURI

Parameter

*
+contains1

*

+collects

1

+capability[1] : Capability
+returnToOnSuccess[1] : Instruction
+returnToOnFailure[1] : Instruction

Call

+submitTo[1] : Capability
+items[0..*] : Item

Finalize

-reason[1] : xs:string

Error

+nextOnSuccess

1

*

*

+nextOnFailure

1

Fig. 2. Instruction schema
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Success Failure

Success Failure

Success Failure

Success Failure

Success Failure

Success Failure

Success Failure

ConvertCurrency

s=F, f=4
69 (to)

3

s=2, f=E
73 (amount)

1

“No source”
INERROR

s=5, f=E
“PickFrom”(67)

CALL

s=F, f=6
69 (to)

5

s=F, f=E
71 (pick to)

4

73,65,69
“Convert”
FINALIZE

s=F, f=E
71 (pick to)

6

73,67,69
“Convert”
FINALIZE

“No target”
INERROR

73,65,71
“Convert”
FINALIZE

73,67,71
“Convert”
FINALIZE

“No target”
INERROR

“No amount”
INERROR

s=3, f=CALL
65 (from)

2

Fig. 3. A tree representation of a “ConvertCurrency” interaction plan

error, or the name of a sub-dialogue to call, or the name of the software service
to submit the collected values to. The third layer describes the next instruction
to use to when the evaluation of the user input is successful or when it fails.

The three special instructions: INERROR, FINALIZE and CALL are illus-
trated on the tree.

INERROR signals a fatal error from which the dialogue manager cannot re-
cover. The text shown forms the basis of the error message sent to the client
application before the conversation is terminated. There are several INERROR
instructions shown on figure 3.

A FINALIZE instruction indicates that the collection of inputs is complete
and the values collected for the listed items should be submitted to the specified
software service. The successful instruction following instruction number 3 in the
ConvertCurrency plan (figure 3) has a FINALIZE instruction where the values
in item ids 73,65 and 69 are submitted to the “Convert” software service.

A CALL instruction indicates that a subdialogue (representing another ca-
pability) is to be initiated. The failure alternative after instruction 2 is a call
to the “PickFrom” capability which collects item 67. The next instructions on
success (5) or failure (INERROR) after the call returns are also specified with
the CALL instruction.

The following paragraphs illustrate a complete path through the tree to the
FINALIZE node at the bottom of the tree in figure 3 where the items 73, 67 and
71 are submitted to the “Convert” service.

The plan starts with a request for an amount to convert from the client (item
73). When this is successful instruction 2 is selected for processing. Instruction 2
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asks for a source currency code from the client (item 65 - from). The client
cannot supply a value so the dialogue manager calls a sub-dialogue to gather
item (67 - pick from). The sub-dialogue uses item 67 to offer the client a list of
currency codes to pick a value for the source currency. When the client picks
a value it is evaluated and the called “pick from” capability terminates with a
FINALIZE if the value is valid or INERROR if not.

The subdialogue returns successfully to instruction 5 (specified in the call).
Instruction 5 requests the destination currency code (item 69 - to). As before if
the client cannot tell a value the dialogue manager uses the alternative parameter
(item 71 - pick to), which offers another pick list of currency codes to the client.
A valid destination currency value returned from the client finishes the capability
with the items 73, 67 and 71 submitted for processing.

Figure 3 shows that capability plans can be visualized as binary trees with
every branch of the tree terminating at a leaf node with a FINALIZE or an
INERROR instruction id. This means that sub-dialogues initiated with a CALL
instruction also terminate with either a FINALIZE or INERROR instruction
(rather than an explicit “return” instruction).

The reason for not using an explicit return instruction is that it permits the
modeling of all dialogues in the same way, i.e. not differentiating between main
and sub-dialogues. The advantage of this approach is that the provider can either
call the “PickFrom” capability plan from within another plan (as a sub-dialogue)
or expose the capability directly to the client.

To summarize, the items necessary for the performance of a capability are
gathered according to the order of instructions specified in the capability plan.
The plan has a binary tree structure with each leaf of the tree either a FINAL-
IZE or INERROR instruction. The plan allows the definition of alternative input
mechanisms for example request a single parameter value or offer a list for the
client to pick a value. Alternative input sets can also be defined, for example the
request could be for a flight number or the request could be for an airline and a
destination. A plan can “call” another plan as a subdialogue. An extended exam-
ple is given in the technical report at http://is.tm.tue.nl/staff/wvdaalst/
BPMcenter/reports/2005/BPM-05-12.pdf.

The client receiving a message from the service asking for input will check within
its list of parameters for a matching name and data type. If the client can match
the request with one of its parameter names, it will send a message containing the
parameter’s value as the content. If it cannot match the request to a parameter
name directly, it can send a request for help message to the provider, to get an
alternative name (or data type). This process can be repeated until a match is
found or the list of alternative names is exhausted. The failure to make a match
means the client must return an error message.

The client does not have to know in advance the order of information required
by the provider and it remains unaware of the internal processes used to select
each data item or the use of sub-dialogues to collect information.

A message may ask the client to select from a list of capability ids representing
the capabilities that the service can provide (i.e. a menu). In this case, it is
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assumed the client has a list of goals that it needs to satisfy or a list of capabilities
it requires. The client tries to make a match between the offered capabilities and
its list of goals. There may be constraints or priorities associated with the goals
which determine which one will be selected.

5 Related Work

Much of the work that has been done in the area of conversations for agents [6]
and lately web services [7, 8] is directed at specifying the order of messages in a
conversation. The argument for this is that if both sides are aware of the correct
sequence of messages they can participate correctly in the conversation.

A problem with this approach is how to define, share and agree on which
sequence or plan to use in an ad-hoc situation. Handling compliance checking,
including digressions for help and errors handling has not been properly speci-
fied to date, and there is an added overhead of the effort required to agree on
which protocol to use [9]. Furthermore, in an autonomous and heterogeneous
environment it is not feasible to specify the behaviour of entities that are not
within the ambit of your control.

Several of the large software companies have been looking at web service con-
versation mechanisms. IBM [10] describe conversations based on Conversation
Policies (CP), which describe messages, sequencing and timing. They provide a
good motivation for web service conversations including peer-to-peer, proactive,
dynamic, loosely coupled interaction, that is not clearly realized by the spec-
ification. Later work has used CPs to manage perceived deficiencies in BPEL
[11].

Web Services Conversation Language (WSCL) 1.06 is a contribution from
Hewlett Packard also described in [12]. WSCL models the conversation as the
third party in an interaction. A conversation controller keeps state of conver-
sation and changes state based on message types. The is a heavy reliance on
message types being correctly identified and containing correct data, (or vice-
versa). This means both parties must understand the message types and correct
data before interacting, and missing or incorrect information will terminate the
conversation. There is no mention of the problems introduced by alternative out-
puts, e.g. errors and the myriad of states these alternative paths can generate.

In [13] the idea of guiding clients using WSDL is proposed. In this proposal
clients are told by the service which of its operations can be called next. The
interactions are still performed in the context of the WSDL description, so no
guidance as to the types of inputs the service requires can be given. The path of
interaction is driven by the client deciding which operation to ask the service to
perform. This means the client has to choose which capability it needs to elicit
from the service at each stage.

Although SAP’s Guided Procedures7 use a similar name they are not related
to web service interaction. Guided procedures are pre-defined workflow templates
6 http://www.w3.org/TR/wscl10/
7 www.sapgenie.com/netweaver/CAF.htm
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which can be extended with context dependent process modifications by users.
These workflows are run in SAP’s NetWeaver8 tool.

6 Conclusion

Guided interaction allows clients to request services (guides) to perform their
advertised capability or function. It allows those services to request information
from the client, such as single data items, a pick from a list of data items,
or a selection from a menu of functions. Both clients and services can request
further information from one another to assist disambiguation. In addition the
interaction language provides the means for both parties to have a limited form
of dialogue control, and insight into the state of the dialogue.

The service provider via the guide uses an internal plan to generate messages
for the collection of input data. The plan is an internal structure and the client
does not have access to the plan. The focus of guided interaction is not on
specifying the order in which messages are sent, but on specifying the information
that is (still) required before the service provider can execute a back end process.
It is the nature and sequence of the data requirements specified in the plan and
the ability of the client to provide the data that determine the path of a dialogue
rather than a pre-defined conversation protocol.

There are several activities that guides can perform which are necessary in
the context of ad hoc heterogeneous service interaction. They can provide help
and disambiguation to mitigate data description mismatches. They can use al-
ternative input sets for clients that operate with different types of information.
They can use sub-dialogues to collect commonly recurring sets of data such as
credit card details or perform common tasks such as logging in. They can provide
context sensitive messages when fatal errors occur. In addition, guides can main-
tain multiple concurrent dialogues about the the same or different capabilities
making it scalable in the web environment.

Ad hoc interaction cannot be both effective and efficient in the way that
pre-programmed interactions with interfaces can. Guided interaction sacrifices
some efficiencies to allow software clients’ access to previously unknown services
without the overhead of runtime computational complexity. Clients with prior
knowledge of, or experience with, a service would not necessarily need to use
guided interaction.

There are several other advantages to using this mechanism for software ser-
vice to software application interaction. The first is that client applications do
not have to know the service’s interface in advance or interpret an interface such
as a WSDL document on-the-fly. Another advantage is that clients can interact
at runtime with any service that provides this mediation layer rather than being
tied to specific service implementations via hard coded calls to interfaces. The
advantage for the software service provider, is that they can offer flexible alter-
natives to clients and they are not constrained by static interface declarations.

8 www.sap.com/solutions/netweaver/index.epx
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Abstract. The growing number of web services advocates distributed
discovery infrastructures which are semantics-enabled and support qual-
ity of service (QoS). In this paper, we introduce a novel approach for
semantic discovery of web services in P2P-based registries taking into
account QoS characteristics. We distribute (semantic) service advertise-
ments among available registries such that it is possible to quickly iden-
tify the repositories containing the best probable matching services. Ad-
ditionally, we represent the information relevant for the discovery process
using Bloom filters and pre-computed matching information such that
search efforts are minimized when querying for services with a certain
functional/QoS profile. Query results can be ranked and users can pro-
vide feedbacks on the actual QoS provided by a service. To evaluate
the credibility of these user reports when predicting service quality, we
include a robust trust and reputation management mechanism.

1 Introduction

The increasing number of web services demands for an effective, scalable, and
reliable solution to look up and select the most appropriate services for the re-
quirements of the users. This is specifically complicated if numerous services
from various providers exist, all claiming to fulfill users’ needs. To solve these
problems, a system basically has to provide expressive semantic means for de-
scribing web services including functional and non-functional properties such as
quality of service (QoS), semantic search capabilities to search distributed reg-
istries for services with a certain functional and QoS profile, and mechanisms for
allowing users to provide feedbacks on the perceived QoS of a service that can
be evaluated by the system regarding their trustworthiness.

In this paper we present our approach to address these issues. It is based on
requirements from a real-world case study of virtual Internet service providers
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(VISP) in one of our projects1. In a nutshell, the idea behind the VISP busi-
ness model is that Internet Service Providers (ISPs) describe their services as
semantic web services, including QoS such as availability, acceptable response
time, throughput, etc., and a company interested in providing Internet access,
i.e., becoming a VISP, can look for its desired combination of services taking
into account its QoS and budgeting requirements, and combine them into a new
(virtual) product which can then be sold on the market. At the moment this
business model exists, but is done completely manually.

Since many ISPs can provide the basic services at different levels and with
various pricing models, dishonest providers could claim arbitrary QoS properties
to attract interested parties. The standard way to prevent this is to allow users of
the service to evaluate a service and provide feedbacks. However, the feedback
mechanism has to ensure that false ratings, for example, badmouthing about
a competitor’s service or pushing own rating level by fake reports or collusion
with other malicious parties, can be detected and dealt with. Consequently, a
good service discovery engine would have to take into account not only the
functional suitability of the services but also their prospective quality offered
to end-users regarding to the trustworthiness of both providers and consumer
reports. According to several empirical studies [15, 11], this issue of evaluating
the credibility of user reports is one of the essential problems to be solved in the
e-Business application area.

To achieve the high scalability, in our work we focus on developing a de-
centralized discovery approach and for improved efficiency we use a structured
overlay network as the decentralized service repository system. In the following
we assume that web services are being described semantically including QoS
properties, for example, using WSMO2, service descriptions can be stored in
distributed registries, and users can provide feedbacks on the experienced QoS.
Based on these realistic assumptions we will devise a framework for P2P-based
distributed service discovery with QoS support.

Regarding the semantic characterization of Web Services several properties
can be considered, of which the most obvious are the structural properties of
the service interface, i.e., the input and output parameters of a service. Another
important aspect, in particular for distinguishing services with equivalent func-
tional properties, relates to QoS characteristics. In our approach we intend to
support both aspects. As described above, for QoS it is of interest to compare the
announced with the actual service performance, for which we take a reputation-
based trust management approach. Other characteristics of Web Services, in
particular the process structure of the service invocation also have been consid-
ered, e.g., Emekci et al [14], but we consider these as less important, since they
are difficult to use in queries and unlikely to be the primary selection condition
in searches, and thus not critical in terms of indexing. However, we may expect
that the service interface will be usually used as a search condition with good se-
lectivity among a large number of web services. In order to support these queries

1 http://dip.semanticweb.org/
2 http://www.wmso.org/
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we have to index unordered key sets (corresponding to a service interface), where
the keys are usually taken from a (shared) domain ontology. To the best of our
knowledge, although the issue of indexing semantic data in structured overlay
networks has already been mentioned somewhere, e.g., [6, 12, 29], none of them
have taken into account the structural properties of web services while indexing
semantic service descriptions for the benefits of service discovery.

The major contribution of this paper is the proposal of a new distributed
service discovery framework which is expected to be scalable, efficient and reli-
able. With the use of structured peer-to-peer overlays as the service repository
network, the system is highly scalable in terms of the number of registries and ser-
vices. Our approach uses multiple unordered key sets as index terms for semantic
web service descriptions, thus make it possible to quickly identify the registries
containing most likely matched services according to user requests. The local
semantic service matchmaking at a specific registry can also be performed effi-
ciently thanks to the combination of the ontology numerical encoding scheme [8]
with the pre-computation of the matching levels between service advertisements
and possible user queries [28] to reduce the time-consuming reasoning steps. In
addition, our search algorithm exploits the generalization hierarchy of the un-
derlying ontology for approximate matching and will use QoS information to
rank the search results according to preferences of users. Our QoS-based service
selection and ranking algorithm also takes into account the issue of trust and
reputation management sufficiently, thereby returning only the most accurate
and relevant results w.r.t. user requirements.

2 Related Work

Our framework uses a novel ontology-based approach to distribute service ad-
vertisements appropriately among a P2P network of registries. This method is
different from that of METEOR-S [31] and HyperCup [25] as we do not base
it on a classification system expressed in service or registry ontologies. In these
approaches, the choosing of a specific registry to store and search for a service
advertisement depends on the type of the service, e.g., business registry is used
for storing information of business-related services. In fact, these proposals is
good in terms of organizing registries to benefit service management rather than
for the service discovery itself. Although publishing and updating service de-
scription information based on their categories is relatively simple, it would be
difficult for users to search for certain services without knowing details of this
classification, and it would be hard to come up with such a common service
or registry ontology. To some extent our approach is similar to WSPDS [17],
but our methods are specifically targeted at structured P2P overlay networks in
order to support more efficient service publishing and discovery. We use our P-
Grid P2P system [1] as the underlying infrastructure, which at the time of this
writing, is among the very few P2P systems which support maintenance and
updating of stored data. [26] indexes service description files (WSDL files) by a
set of keywords and uses a Hilbert-Space Filling Curve to map the n-dimensional
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service representation space to an one-dimensional indexing space and hash it
onto the underlying DHT-based storage system. However, the issue of charac-
terizing a semantic service description as a multi-key query in order to support
semantic discovery of services has not yet been mentioned in this work. As afore-
mentioned, Emekci et al [14] suggest to search services based on their execution
paths expressed as finite path automata which we consider less important since
this is difficult to use as primary selection condition in queries as user would
need to know and describe the execution flow of their required services.

Regarding QoS, although the traditional UDDI registry model3 does not refer
to quality of web services, many proposals have been devised to extended the
original model and describe web services’ QoS capabilities, e.g., QML, WSLA
and WSOL [13]. The issue of trust and reputation management in Internet-
based applications as well as in P2P systems has also been a well-studied prob-
lem [11, 15]. However, current QoS provisioning models have not sufficiently con-
sidered the problem of evaluating the credibility of reporting users. The existing
approaches either ignore this issue totally [3, 7, 16, 30] or employ simple methods
which are not robust against various cheating behaviors [14, 18]. Consequently,
the quality of ranking results of those systems will not be assured if there are dis-
honest users trying to boost the quality of their own services and badmouthing
about the others. [10] suggests augmenting service clients with QoS monitoring,
analysis and selection capabilities. This is a bit unrealistic as each service con-
sumer would have to take the heavy processing role of both a discovery and a
reputation system. Other solutions [20, 21, 23, 24] use mainly third-party service
brokers or specialized monitoring agents to collect performance of all available
services in registries, which would be expensive in reality.

An advanced feature of our architecture is that we perform the service discov-
ery, selection and ranking based on the matching level of service advertisements
to user queries both in terms of functionality and QoS as well as taking into
account trust and reputation adequately. Our QoS provisioning model is devel-
oped from [7, 16, 18] using concepts of integrating QoS into service description
by [24] and [30]. The trust and reputation management mechanism originally
combines and extends ideas of [2, 9, 19] and is the first solution to address the
most important issues sufficiently.

3 A Model for P2P-Based Web Service Discovery with
QoS Support

Fig. 1 shows the conceptual model of our distributed service discovery frame-
work.

Service advertisements with embedded QoS information are published in P2P-
based registries by various providers (1), and users can query for services with
certain functionalities and required QoS levels (2) using any registry peer as their
access point. The P2P-based registries then take care of routing the request to

3 http://uddi.org/pubs/uddi-v3.0.2-20041019.htm
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Fig. 1. Framework model

the peer(s) that can answer it (3). The results will be returned to the user (4)
and this user may invoke one of the found services (5). Additionally, users can
express feedbacks on the QoS they could obtain from a service to the registry
peers managing that service (6).

The evaluation of QoS reports by the registry peers has to account for mali-
cious reporting and collusive cheating of users (7) to get a correct view of the
QoS properties of a service. Additionally, we also allow trusted agents in the
model to provide QoS monitoring for certain services in the system (8). These
well-known trusted agents always produce credible QoS reports and are used
as trustworthy information sources to evaluate the behaviors of the other users.
In reality, companies managing the service searching engines can deploy special
applications themselves to obtain their own experience on QoS of some specific
web services. Alternatively, they can also hire third party companies to do these
QoS monitoring tasks for them. In contrast to other models [20, 21, 23, 24, 30] we
do not deploy these agents to collect performance data of all available services
in the registries. Instead, we only use a small number of them to monitor QoS
of some selected services because such special agents are usually costly to setup
and maintain.

Fig. 2 shows the internal architecture of a registry peer.
The communication module provides an information bus to connect the other

internal components; interacts with external parties, i.e., users, trusted agents,
and service providers, to get service advertisements, QoS data, and feedbacks;
and provides this information to the internal components. Additionally, it is the
registry peer’s interface to other peers (query forwarding, exchange of service
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Fig. 2. Registry Peer Structure

registrations and QoS data) and for the user to submit queries and receive re-
sults. The query processing module analyzes a semantic web service query into
user’s required functionality and the corresponding QoS demand of the needed
service and then forwards them to the matchmaker. The matchmaker compares
the functional requirements specified in a query with the available advertise-
ments from the service management module to select the best matching services
in terms of functionality. The list of these services is then sent to the QoS support
module, which performs the service selection and ranking, based on QoS infor-
mation provided in the service advertisements and QoS feedback data reported
by the users, so that the result contains the most relevant web services according
to user request. Providers are also able to query the evaluated QoS of their own
services and decide whether they should improve their services’ performance or
not.

4 Service Description, Registration, and Discovery

A semantic service description structure stored in a peer registry includes:

– a WSDL specification of the service.
– service functional semantics in terms of service inputs, outputs, pre-conditions,

post-conditions and effects, which is described by WSMO ontology concepts
using the techniques proposed by [27].

– optional QoS information with the promised QoS for the service.

During operation of the system this information will be matched against se-
mantic queries which consist of:

– functional requirements of user in terms of service inputs, outputs, pre-
conditions, post-conditions and effects, also expressed in WSMO concepts.



24 L.-H. Vu, M. Hauswirth, and K. Aberer

– optional user’s QoS requirements provided as a list of triples {qi, ni, vi},
where qi is the required QoS parameter, ni is the order of importance of qi

in the query (as user preference) and vi is the user’s minimal required value
for this attribute.

Quality properties of web services are described by concepts from a QoS
ontology and then embedded into the service description file using techniques
suggested by Ran [24] and WS-QoS [30]. In our work, the value of a quality
parameter of a web service is supposed to be normalized to a non-negative real-
valued number regarding service-specific and call-specific context information
where higher normalized values represent higher levels of service performance.
For instance, a web service with a normalized QoS parameter value for reliability
of 0.99 will be considered as more reliable to another one with a normalized
reliability value of 0.90. In this case the normalized reliability is measured as its
degree of being capable of maintaining the service and service quality over a time
period T . For experimental evaluations, we have developed a QoS ontology for
the VISP use-case using WSMO. This QoS ontology includes the most relevant
quality parameters for many applications, i.e., availability, reliability, execution
time, price, etc. We currently assume that users and providers share a common
ontology to describe various QoS concepts. However, this could be relaxed with
the help of many existing ontology mapping frameworks. The QoS provisioning
model is described in details in [32].

4.1 A Closer Look at Semantic Service Descriptions

In our architecture, a semantic service description, i.e., a service advertisement
or a service query, will be associated with a multi-key vector, which we call the
the characteristic vector of the service. Based on this vector service advertise-
ments are assigned to peer registries. Similarly, discovery of registries containing
services relevant to a user query is also based on the characteristic vector of the
query itself.

First, all ontological concepts representing inputs and outputs of a web service
advertisement/service request will be categorized into different Concept Groups
based on their semantic similarity. This similarity between two concepts is com-
puted based on the distance between them in the ontology graph and their num-
ber of common properties as proposed by previous work, e.g., [5]. Each group has
a root concept defined as the one with the highest level in the ontology graph,
i.e., the most general concept, among all member concepts.

A semantic service description, i.e., a service advertisement or a service query,
is then characterized by the concept groups to which the service’s inputs and
outputs belong. According to [8], ontological concepts can be mapped into nu-
merical key values in order to support semantic reasoning efficiently. Therefore,
we can utilize keys to represent concepts and a group of similar concepts can be
associated with a Bloom key built by applying k hash functions h1, h2, · · · , hk to
the key of each concept member, allowing us to quickly check the membership
of any concept to that group [4]. For each input Ii (or output Oi) of a service,
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we firstly find the concept group CGi that it belongs to. As the order of in-
puts/outputs of a service generally has no sense in determining its functionality,
we define a total ordering of various concept groups as in Definition 1 so that
service queries/advertisements with similar interfaces would have the same char-
acteristic vector regardless the differences in the order of their parameters. The
characteristic vector of this service description is then represented by the list of
corresponding Bloom keys of all CGis, sorted in the descending order of CGi.

Definition 1. A concept group CGx is considered as having higher order (>)
than another group CGy iff:

1. The level of CGx in the ontology graph is higher than the level of CGy or:
2. Both CGx and CGy have the same level and CGx is in the left of CGy in

the ontology graph.

The partitioning of ontological concepts is illustrated in Fig. 3 where Cj is
an ontological concept and CGi is a concept group. The task of fragmenting
the ontology graph is similar to that of relational and semi-structured data-
base systems, which could be performed semi-automatically by the system with
additional user support.

In Fig. 3, the root concepts of CG1, CG2, CG3, CG4, CG5 and CG6 are C2,
C3, C4, C5, C6 and C9, respectively. The total ordering of all concept groups
is CG1 > CG2 > CG3 > CG4 > CG5 > CG6. As an example, let us assume
that we have a service description S1 with inputs C7, C14, C10 and outputs
C12, C16 which belong to concept groups CG1, CG6, CG2 and CG4, CG3,

Fig. 3. Ontology graph partitioning
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respectively. Regarding the above ordering relation, this service description is
then represented by the characteristic vector V = {k1, k2, k6, kd, k3, k4}, where
ki is CGi’s Bloom key and kd is a dump value to separate S1’s inputs and
outputs.

Although we are using only inputs and outputs of a service in its multiple-key
representation, we believe that the extension of this idea to other features in a
semantic service description, e.g., pre-conditions, post-conditions, effects, could
be done in a similar fashion. The strategy used for partitioning the ontological
graph will not affect the correctness but mainly the efficiency of the discovery
algorithm. For instance, although it is tempting to allow a concept to belong to
more than one group while partitioning, this increases the discovery time because
we need to contact different registries to search for all possibly matching services.
Therefore, we prefer to have only one group for each concept. For simplicity, we
currently assume that all registries agree on one ontology of concepts, but this
restriction will be relaxed soon with our on-going work.

4.2 Mapping of Service Advertisements to Registries

Each registry peer is responsible for managing certain web services that operate
on a certain set of concepts. The mechanism to assign these sets to peers works
as follows:

1. Each vector Vi = {ki1, ki2, . . . , kin}, where kij (j = 1..n) is a group’s Bloom
key or dump value kd, is mapped to a combined key Ki using a special
function Hc that includes all features of each individual member key kij .

2. Using the existing DHT-based searching mechanism of the underlying P-
Grid network [1], we can easily find the identifier RPi of the registry peer
corresponding to the index key Ki.

3. The registry peer RPi is responsible for storing the description of those
services with the same characteristic vector Vi.

This assignment of services to registries during the publishing phase will help
us to quickly identify the registry(-ies) most likely to contain the semantic web
service descriptions matching with a service request during the discovery time.
Using Bloom filters, the step of checking the membership of a concept in certain
concept groups can be done fast and with very high accuracy level. Therefore,
the computation of the characteristic vector of a service request can be done
efficiently. Eventually, the question of searching for the registry(-ies) most likely
to store a matched services becomes the problem of finding the peers capable
of answering a multi-keyword query which corresponds to this characteristic
vector in the P2P network. This problem can be solved by using one of the two
following approaches. The first one is to simply concatenate all kijs together
and then use this as the index/search key in the underlying P2P network. The
second possibility is to deploy another type of peers in the network as index peers
to keep identifiers of those registries that manage keywords related to various
combination of kijs. Of course, there is another naive method in which we can
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search for all peers storing each concept term and then intersect all partial
matches to get the final results. However, we reason that this approach would
be inefficient due to the following reason. As the semantics of the parameters in
a service interface are generally different from each other, a registry containing
service advertisements with only one satisfactory parameters does not necessarily
store service descriptions with the full interface as user requires. This means it
would be costly to forward the service query to many (distributed) registries and
wait for all semantic matchmaking in these repositories to terminate and get the
final results.

We have decided to use the first method because in this way, the keyword
generating function Hc will generate similar keys Kis for services with simi-
lar characteristic vectors {ki1, ki2, . . . , kin}. Since P-Grid uses prefix-based query
routing as its search strategy, services corresponding to similar Kis, which are
likely to offer comparable functionalities, will be assigned to registries adjacent
to each other (P-Grid clusters related information). This is important as with
the very high number of registries and published services, the query for services
will only need to be forwarded to a small number of adjacent peers. Otherwise,
we will have to wait for the results to be collected from a lots of widely distrib-
uted registries, making the searches become highly inefficient. Moreover, this is
advantageous for the exchanges of QoS reports and user reputation information
among neighboring registries during the QoS predicting process later.

Regarding Fig. 3, supposed that we have three services: S1 operating on two
concepts C2, C3 and producing C4, S2 operating on two concepts C2, C9 and
producing C14, S3 operating on two concepts C2, C9 and producing C15. The
characteristic vectors of S1 will be {k1, k2, kd, k3} whereas S2, S3 will have the
same characteristic vector as {k1, k6, kd, k6}, with k1, k2, k3, k6 is the Bloom key
of the concept groups CG1, CG2, CG3, CG6 and kd is a dump key, respectively.
According to our way of distributing service descriptions, S1 will be assigned
to one registry peer P1 with index key K1 = k1‖k2‖kd‖k3 and S2, S3 will be
assigned to another peer P2 with another index entry K2 = k1‖k6‖kd‖k6.

4.3 Pre-computation of Service Matching Information to Support
Semantic Service Discovery

Since the publishing task usually happens once and is not a computationally
intensive process, we can devote more time in this stage to reduce later discovery
time, as suggested by Srinivasan et al [28]. However, their proposed approach
is not scalable since it requires to store the matching information of all services
which match each concept ci in the ontology, thus producing much redundant
information. Hence, we improve their method by observing that if a concept ci

of a group CGi, is similar to another concept cj (also belonging to this group),
then both of them should have approximately the same distance, i.e., the same
level of semantic similarity, to the root concept of CGi.

Accordingly, for each CGi, we store a matching list containing semantic dis-
tances from each parameter of each service to CGi’s root concept. For example,
assuming that we have a registry peer responsible for managing those services
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which operate on the list of concept groups CG1, CG2,. . . , CGk. Then in the
matching table of this registry, we store for each group CGi, i = 1..k, a list Ldsti
of records {[Si1, d1], [Si2, d2], · · · , [Sin, dn]}, where Sij represents a web service,
dj ∈ [0, 1] is the semantic similarity between the concept represented by one
parameter of Sij with the root concept of CGi, j = 1..n, n is the number of
services in this registry.

A query for a service is first submitted to a registry peer. At this entry point
the characteristic vector of the query is computed as in Section 4.1 and Sec-
tion 4.2. Using the combined key of this characteristic vector as a search key, the
query is then forwarded by P-Grid’s routing strategy to a registry most possibly
containing matching services. For each service query’s parameter ci belonging to
group CGi, the discovery algorithm at this registry computes its matching level
di with CGi’s root concept rci. Afterward, it finds the list Li of those services
Sijs each of which has (at least) one parameter with an approximate matching
level dij with rci, i.e., dij ≈ di, by browsing the matching list Ldsti of each rci.
We then intersect all Lis to get the list Lc of possibly matching services. Note
that if ci1 and ci2 have the same matching level di with CGi’s root concept, we
can only conclude that ci1 and ci2 are possibly similar. Consequently, simply in-
tersecting all Lis does not help us in finding the services which accurately match
the query as in [28]. However, they do allow us to select the list of all possible
matches and filter out non-related services, which really reduces the searching
time in case the number of registered services is high. Finally, we utilize another
service semantic matchmaking algorithm, e.g. [22], to further select from Lc the
list L of most suitable services in terms of functionality.

For supporting queries with QoS requirements, we use another table to store
the matching information for frequently accessed QoS attributes. With each
QoS attribute qj in this QoS matching table, we have a list Lqosj of records
{Sij , wij , predictedij}, in which Sij identifies a service, wij is a weight depending
on the semantic similarity between qj and the QoS attribute qij supported by Sij ,
and predictedij is the value of qij predicted by our QoS-based service selection
and ranking engine. Apparently, we only store in Lqosj information of those
Sijs with wijs greater than a specific threshold. The idea behind is that we will
give higher ranks for services which offer the most accurate QoS concepts at
the higher levels compared to the ones required by users. Note that although it
is possible to use QoS properties as ranking criteria for service queries without
explicit QoS requirements, we have not yet employed this in our current study.
Therefore, the QoS-based service selection and ranking phase will be performed
only if users provide their QoS requirements explicitly in corresponding queries.

Given the list L of services with similar functionalities, the discovery engine
performs the QoS-based service selection and ranking as in Algorithm 1.

To facilitate the discovery of services with QoS information, we must evaluate
how well a service can fulfill a user query by predicting its QoS from the service’s
past performance reported in QoS feedbacks. In our model, we apply time se-
ries forecasting techniques to predict the quality values from various information
sources. Firstly, we use the QoS values promised by providers in their service ad-
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Algorithm 1 QosSelectionRanking(ServiceList L, ServiceQuery Q)
1: Derive the list of QoS requirements in Q: Lq = [q1, n1, v1], ..., [qs, ns, vs]
2: Initialize QosScore[Si] = 0.0 for all services in L;
3: for each quality concept qj ∈ Lq do
4: for each service Si ∈ L do
5: Search the list Lqos of qj for Si;
6: if Si is found then
7: PartialQosScore = wij

predictedij−vj

vj
;

8: QosScore[Si] = QosScore[Si] +
nj

nj
PartialQosScore;

9: else
10: Remove Si from L;
11: end if
12: end for
13: end for
14: Return the list L sorted in descending order by QosScore[Si] s;

vertisements. Secondly, we collect consumers’ feedbacks on QoS of every service.
Thirdly, we use reports produced by trusted QoS monitoring agents. In order
to detect possible frauds in user feedbacks, we use reports of trusted agents as
reference values to evaluate behaviors of other users by applying a trust-distrust
propagation method and a clustering algorithm. Reports that are considered as
incredible will not be used in the predicting process. Through various experi-
ments, this proposed service selection and ranking algorithm is shown to yield
very good results under various cheating behaviors of users, which is mainly due
to the fact that the use of trusted third parties monitoring QoS of a relatively
small fraction of services can greatly improve the detection of dishonest behav-
ior even in extremely hostile environments. The detail of this QoS-based service
selection and ranking phase as well as various experimental results are presented
in [32].

5 Conclusions and Future Work

In this paper we proposed a new P2P-based semantic service discovery approach
which uses a natural way of assigning service descriptions to registry peers. Also,
we presented a service selection and ranking process based on both functional
and QoS properties. In order to support flexible queries we index unordered key
sets where the keys are taken from a shared domain ontology. This problem of
indexing of web service descriptions in structured overlay networks to support
service discovery has not been addressed so far in the literature. The QoS model
includes a user feedback mechanism which is resilient against malicious behaviors
through the application of a trust and reputation management technique that
allows us to discover a variety of cheating attempts by providers and service
users. As we use a P2P system as the underlying infrastructure, our system scales
well in terms of number of registries, search efficiency, number of properties in
service descriptions, and number of users.



30 L.-H. Vu, M. Hauswirth, and K. Aberer

We already implemented the QoS-based service selection and ranking algo-
rithm with trust and reputation evaluation techniques as a QoS support module
in our framework. Many experiments were also performed to prove the effec-
tiveness of our trust and reputation approach under various situations. In the
next stage, we will implement the matchmaker based on the work initiated by
Paolucci et al [22] and the service management module based on the UDDI
standard. The existing implementation of the P-Grid system, Gridella4, is used
as the basis for the communication module. The next step would be to extend
our model such that registry peers are able to manipulate with heterogeneous
and distributed ontologies. Also, it would be beneficial to extend the indexing
scheme to include service pre-conditions, post-conditions, effects, etc., in seman-
tic service description structures. Moreover, further work should be done on the
use of QoS properties as ranking criteria for service queries without explicit QoS
requirements. In addition, we are studying the possibility of developing and uti-
lizing a caching mechanism to exploit the locality and frequency of service usages
in the system.
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Global and Local QoS Guarantee in Web Service
Selection

Danilo Ardagna and Barbara Pernici

Politecnico di Milano

Abstract. In Service Oriented systems, complex applications can be
composed from a variety of functionally equivalent Web services which
may differ for quality parameters. Under this scenario, applications are
defined as high level business processes and service composition can be
implemented dynamically by identifying the best set of services available
at run time. In this paper, we model the service composition problem as
a mixed integer linear problem where local constraints, i.e., constraints
for component Web services, and global constraints, i.e., constraints for
the whole application, can be specified. Our approach proposes the for-
mulation of the optimization problem as a global optimization, not op-
timizing separately each possible execution path as in other approaches.
Experimental results demonstrate the effectiveness of our approach.

1 Introduction

With the development of the Service Oriented Architecture, complex applica-
tions can be composed as business processes invoking a variety of available Web
services with different characteristics. The goal is to develop applications by spec-
ifying component web services in a process only through their required functional
characteristics, and selecting web services during process execution from the ones
included in a registry of available services. We assume that service descriptions
are stored and retrieved from enhanced UDDI registries, which provide also in-
formation about quality parameters on the provider side, as proposed in [2, 18].
Usually, a set of functionally equivalent services can be selected, i.e., services
which implement the same functionality but differ for the quality parameters.
Under this scenario, applications are defined as business processes composed of
abstract web-services and services selection can be performed dynamically by
identifying the best set of services available at run time, taking into considera-
tion also end-user preferences, process constraints and execution context.

Web service selection introduces an optimization problem. In the work pre-
sented in [18] two main approaches have been proposed: local and global op-
timization. The former selects at run time the best candidate service which
supports the execution of the running high level activity. The latter identifies
the set of candidate services which satisfy the end user preferences for the whole
application. The two approaches allow specifying Quality of Service (QoS) con-
straints at local and global level, respectively. A local constraint allows selecting
a Web service according to a desired characteristic. For example, a Web service

C. Bussler et al. (Eds.): BPM 2005 Workshops, LNCS 3812, pp. 32–46, 2006.
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can be selected such that its price or its execution time are lower than a given
threshold. Global constraints pose constraints over the whole composite service
execution, e.g., constraints like ”The overall execution time of the application
has to be less than 3 seconds” or ”the total price has to be less than 2$.”

Note that the end-user is mainly interested in global constraints. For example,
she could be concerned in the total execution time of the application instead of
the execution time of single activities. Furthermore, in Web service environments
services composition could be hidden to the end user (i.e., she can not distinguish
among basic and composed services).

In this paper we propose a global approach for Web services selection and
optimization. The problem of Web Services composition (WSC) with QoS con-
straints can be modeled as a mixed integer linear programming problem. The
problem is NP-hard, since it is equivalent to a Multiple Choice Multiple Dimen-
sion Knapsack problem. Our approach is implemented in the MAIS1 architec-
ture, a platform which supports the execution of Web services in multi-channel
adaptive systems [14]. The remainder of this paper is organized as follows. The
next section reviews other literature approaches. Section 3 introduces the set
of quality dimensions considered in the optimization problem. The composition
approach and optimization problem formulation are presented in Section 4. Ex-
perimental results in Section 5 demonstrate the effectiveness of our solutions.
Conclusions are drawn in Section 6.

2 Related Work

Recently, QoS issues of Web services have obtained great interest in the research
community. In [13] is presented a framework for composed services modeling
and QoS evaluation. A composite service is modeled as a directed weighted
graph where each node corresponds to a Web service and a weight represents the
transition probability of two subsequent tasks. The author shows how to evaluate
quality of service of a composed service from basic services characteristics and
graph topology. The work in [18] presents a middleware platform for Web services
selection and execution, where local and global optimization approaches are
compared. Other literature proposals partially support global constraints. The
work presented in [12] introduces an agent based framework where agents can
migrate to invoke Web services locally. Anyway, network traffic and execution
time are the only quality dimensions considered and constraints can be specified
only locally. If only local constraints are considered, the service composition is
very simple and can be performed at run time by a greedy approach which selects
the best candidate service suitable for the execution.

Our approach starts from the work presented in [18]. For the sake of simplicity
in the following we assume that a composite service is characterized by a single
initial task and a single end task. Let us indicate with wsi,j the i-th Web service,
candidate for the execution of task tj . In the following we assume that cycles are
1 MAIS (Multichannel Adaptive Information Systems) project web site: https://www.

mais-project.it
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unfolded according to the maximum number of iterations. We give the following
definitions:

Execution Path. A set of tasks {t1, t2, . . . , tn} such that t1 is the initial task, tn is
the final task and no ti, tj belong to alternative branches. Execution paths will
be denoted by epl. Note that an execution path can include parallel sequences.
Sub path. A sub path of an execution path epl is a sequence of tasks [t1, t2, . . . , tn],
ti ∈ epl ∀i, from the begin to the end task which does not contain any parallel
sequence. A sub path will be indexed by m and denoted by spl

m.
Critical Path. The critical path of an execution path epl is the sub path which
corresponds to the highest execution time of the execution path.
Execution Plan. An execution plan of an execution path epl is a set of ordered
couples (tj , wsi,j), indicating that task tj included in epl is executed by a given
Web service wsi,j. Execution plans will be indexed by k and denoted as epllk.
Global Plan. The global plan is a set of ordered couples (tj , wsi,j), which asso-
ciates every task tj to a given Web service wsi,j and satisfies local and global
constraints for all execution paths.

Note that, the set of execution paths of an activity diagram identifies all the
possible execution scenarios of the composite service. Authors in [18] separately
optimize each execution path and obtain the global plan by composing separate
solutions according to the frequency of execution. Their approach has several
limitations. First, in the optimization of a single execution path the fulfillment
of availability and response time constraints is guaranteed only for the critical
path. Authors assume that if the execution of a task in another sub paths fails,
then it can be restarted without adding any delay to the overall execution of the
composite service (i.e., other sub paths execution time plus the time required to
restart a service are always lower of the critical path execution time). Anyway
this assumption is not verified. Furthermore, the global plan is obtained as the
merge of separate execution plans. If a task belongs to multiple execution paths,
then the task is executed by the service identified for the most frequently exe-
cuted execution path. Note that, in this way the fulfillment of global constraints
can not be guaranteed. Let us consider the example reported in Figure 2. There
are two Execution Paths ep1 and ep2 which include respectively states t1 and t2,
and t1 and t3. Execution frequencies are reported in parenthesis. The Figure in-
dicates also the price and the execution time associated with candidate services
(denoted by pi,j and ei,j , respectively). Let us assume that the end user requires
the price is less or equal to 6$, while the overall execution time is less or equal
to 7 sec. In [18] approach the optimum solution for execution path ep1 selects
ws2,1 and ws2,2, (which are the only feasible solution for the execution path).
Two execution plans are feasible for the execution path ep2: ep1

2 selects ws1,1

and ws1,3, (which imply 5$ price and 6 sec execution time), ep2
2 selects ws2,1

and ws2,3 (which imply 6$ price and 7 sec execution time). ep1
2 is the optimum

solution since it dominates ep2
2 by introducing lower price and execution time.

The global plan identified by [18] approach, then selects services ws1,1, ws2,2

and ws1,3. Note anyway that if at run time the execution path ep1 is taken, then
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the budget constraint is violated since the cost of execution of ws1,1 and ws2,2

is 8$. Vice versa, the set of services ws2,1, ws2,2 and ws2,3 does not introduce
any global constraints violation.

The work presented in [3, 5, 4] proposes a genetic algorithm for the solution of
the WSC problem. The work is based of the reduction formulas presented in [7]
considers also global plan re-optimization but only sub-optimum solutions are
identified since tasks specified in cycles are always assigned to the same service.

In this paper we present a solution to the above mentioned problems and
propose an optimization problem formulation for the WSC which guarantees
the fulfillment of global constraints.

 

Fig. 1. Process Execution Paths

 
 

Fig. 2. A Constraint Violation Example

3 The Quality Model

The WSC problem is multi-objective since several quality criteria can be as-
sociated with Web services execution. In this paper we focus on the following
set of quality dimensions, which have been the basis for QoS consideration also
in other approaches [9, 18, 15]: (a) execution time, (b) availability, (c) price, (d)
reputation. A comprehensive list of quality dimensions [6] has been defined in the
MAIS project. The approach proposed for the classical dimensions of the litera-
ture and considered in this paper could be easily generalized to other dimensions
according to specific application requirements considering all interested QoS di-
mension in the weighted sum in the objective function under the hypothesis
that the aggregated value for quality dimensions can be evaluated as sum, aver-
age, product, min or max of the corresponding quality dimension of component
services.

For the sake of simplicity, in the following we will assume that a Web service
implements a single operation. For each Web service, the set of quality dimen-
sions which defines the quality profile is stored in the MAIS registry [14]. Note
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that, if the same service is accessible from the same provider, but with different
quality characteristics (e.g. quality level), then multiple copies of the same ser-
vice will be stored in the registry, each copy being characterized by its quality
profile. The end user can express preferences among quality dimensions, e.g., she
can be more focused on execution time instead of price.

4 Interleaving Web Services Selection and Execution in
the MAIS Framework

The MAIS registry is an extension of a UDDI registry, where services are regis-
tered with associated keywords and their WSDL specification [2]. The registry
implements also a domain ontology, where semantic information for service in-
put/output is maintained, and a service ontology, where services and semantic
relationships among them are described. An overview of the MAIS framework
can be found in [14]. Applications are expressed as processes built from ab-
stract components. Our goal is to discover at run time the optimum mapping
between each component and a Web service which implements the correspond-
ing abstract description, such that the overall QoS perceived by the end user for
the application instance execution is maximized, while some global constraints
are guaranteed. Enumerating all of the possible combination of Web services is
prohibitive since, as it will be discussed in Section 4.3, the WSC problem is NP-
hard. The optimization problem is solved by formulating a mixed integer linear
programming (MILP) [17].

The quality values advertised by Service Providers are the parameters of the
WSC problem; parameters are subject to variability and this is the main issue
for the fulfillment of global constraints. The variability of quality values is due
mainly to the high variability of the workload of Internet applications, which im-
plies variability of services performance. In our approach, Web service selection
and optimization and Web services execution are interleaved. A re-optimization
should be performed if a service invocation fails or, from a theoretical point
of view, after the execution of each task since new Web services with better
characteristics could become available. On the other hand, re-optimization in-
troduces a system overhead since it is time consuming and the MAIS registry
has to be accessed in order to update the set of candidate services and their
corresponding quality values. In the MAIS-P (MAIS service provider) platform
the optimization is computed when the composite service execution starts. The
re-optimization is then performed periodically. Furthermore, re-optimization is
performed if the end user changes the service channel and if a Web service in-
vocation fails. In a multi-channel information system the same service can be
accessed through different channels. At a high level of abstraction, channel ex-
amples are a PC connected to the service provider through the Internet or a
PDA connected through a wireless LAN. If the end user can switch to a dif-
ferent channel while he is accessing a service, then he need to express different
preferences for different channels. In the example above, if the end user swaps
from the PC to the PDA, then he could be more focused on the price of the
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service instead of its performance since he can expect a higher delay from a
wireless connection with restricted bandwidth.

In the latter case, if a service fails a different service will be invoked at runtime
to substitute the faulty one and this may lead to a global constraint violation.

In the following section the composite web service specification and model
will be introduced. Section 4.2 will discuss the QoS evaluation for composed
services. Section 4.3 will formalize WSC as a MILP model. In Section 4.4 the
re-optimization of a running application will be discussed. An overview of the
optimization tool will be presented in Section 4.5.

4.1 Composed Web Service Specification and Process Model

In the MAIS framework a composite service is specified as a high-level business
process in BPEL4WS language. Some annotations are added to the BPEL4WS
specification in order to identify:

– the maximum number of iterations for cycles;
– the expected frequency of execution of conditional branches;
– global and local constraints on quality dimensions.

The maximum number of iterations and frequency of execution of conditional
branches can be evaluated from past executions by inspecting system logs or can
be specified by the composite service designer. If an upper bound for cycles ex-
ecution can not be determined, then the optimization could not guarantee that
global constraints are satisfied [18]. At compilation time, cycles are unfolded
according to the maximum number of iterations. Note that, in BPEL4WS only
structured cycles can be specified, i.e., cycles with only one entry and exit point
are allowed [16]. Furthermore we consider only XLANG-style process specifica-
tions, hence cycles can be always unfolded and activity diagram can always be
modeled by Directed Acyclic Graphs (DAGs).

Table 1. Notation

Symbol Description

ei,j wsi,j execution time
ai,j wsi,j availability
pi,j price for wsi,j execution
ri,j wsi,j reputation
WSj set of indexes corresponding to candidate

Web services of task tj

A set of tasks included in the composite service
specification

Al set of tasks included in the execution path epl

freql frequency of execution for the execution path epl

L number of execution path arising from the
composite service specification
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As it will be discussed in Section 4.3, the optimization problem will consider
all of the possible execution scenarios according to their probability of execu-
tion, which can be evaluated by the product of the frequency of execution of
branch conditions included in execution paths and annotated in the BPEL4WS
specification. Under these definitions, a local constraint can predicate only on
properties of a single task. Vice versa, global constraints can predicate on quality
attributes of an execution path or on a subset of tasks of the activity diagram, for
example a set of subsequent tasks or a sub path. In the current implementation,
exceptions are not considered in the optimization problem, global constraints
will be guaranteed only for the nominal execution of the composite service. In
the following, the notation reported in Table 1 will be adopted.

4.2 QoS in Composed Web Services

The quality criteria defined in Section 3 can be applied to basic services and can
be evaluated for a composite service under the hypothesis that it is executed
according to a given execution plan epk

l . Table 2 reports the aggregating functions
which allow computing QoS attributes for an execution plan.

The price is given by the sum of prices of service invocations of all tasks
included in the execution plan, while the reputation is obtained as the average
reputation of Web services. The execution time of a sub path is given by the sum
of execution time of all services included in the sub path, while the execution
time of the execution plan is given by the maximum execution time of all sub
paths spl

m included in it. Availability is evaluated under the assumption (usually
adopted in the literature [18]) of stochastic independence of Web services. In
this way, availability is computed as the product of availability of all services
selected (i.e. a composite service can be executed only if all Web services invoked
are available). An execution path has many potential execution plans. We will
refer to the quality values of an execution path as the quality values of the
selected execution plan, the corresponding quality dimensions will be denoted
as indicated in Table 2, but omitting index k.

Table 2. Execution Plans QoS

Quality Dimension Aggregation function

Price pricek
l =

tj∈epl
k

pi,j of services

Reputation repk
l = 1

|Al|
tj∈epl

k

ri,j

Execution Time exeT imek
l = max

spl
m∈epl

k tj∈spl
m

ei,j

Availability availkl =
tj∈epl

k

ai,j
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4.3 Optimization Problem Formulation

The WSC problem is multi-objective and a Simple Additive Weighting (SAW)
technique is used to evaluate the overall value of QoS from multiple quality
dimensions [10]. The SAW method is one of the most widely used techniques to
obtain a score from a list of dimensions having different units of measure.

The raw values for each quality dimension need to be normalized in order
to produce a final scalar value for the overall QoS. Each quality dimension is
associated with a weight and the value or score for an execution plan is calculated
by multiplying the quality dimension’s weight by its normalized value and then
summing across the quality dimension.

Quality dimensions can be modeled by a matrix. Every execution path epl

is associated with a matrix Ql = [ql
k,j ] where, the number of rows equals the

number of candidate plans K l, the number of columns equals the number of
quality dimensions J and ql

k,j expresses the value of the execution plan epllk for
the j-th quality dimension. In the normalization phase, positive criteria, i.e.,
quality attributes such that the higher the value the higher the quality, and
negative criteria, i.e., quality attributes such that the higher the value the lower
the quality, are scaled in different ways, as defined in equations (1) and (2)
respectively:

vl
k,j =

ql
k,j − min Ql

j

max Ql
j − minQl

j

(1)

vl
k,j =

max Ql
j − ql

k,j

max Ql
j − minQl

j

(2)

where min Ql
j = min

k∈Kl
ql
k,j and max Ql

j = max
k∈Kl

ql
k,j are the minimum and max-

imum values respectively, for the quality dimension j. Note that, if maxQl
j =

min Ql
j then every execution plan is characterized by the same value for the

quality dimension j, the quality dimension is not a differential characteristic for
the execution path epl and vl

k,j is set to 1 for every k.
Availability and reputation are examples of positive criteria, price and execu-

tion time are vice versa negative criteria. The overall score associated with an
execution plan epllk is evaluated as:

score(epllk) =
J

j=1

wjv
l
i,j ;

J

j=1

wj = 1

where wj ∈ [0, 1] represents the weight assigned by the end user to the j-th
quality dimension. Note that, as discussed in [18] the evaluation of vl

k,j requires
the assessment of the maximum and minimum value of each quality dimensions
for each execution plan. This can be done without considering all possible ex-
ecution plans, since, for example, the execution plan of maximum price can be
obtained by assigning to each task the candidate service of maximum price. The
normalization phase complexity is O(Al).
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The WSC problem can be formulated as a mixed integer linear programming
problem. The decision variables of our model are the followings:

yi,j := equals 1 if the Web service wsi,j executes task tj , 0 otherwise;
xj := start time of task tj ;
ej := task tj duration;

If we number the quality dimensions as exeT ime = 1, avail = 2, price = 3,
rep = 4, then the score function for the execution path epl can be defined as:

score(epl) = w1
max Ql

1−exeTimel

max Ql
1−min Ql

1
+ w2

availl−minQl
2

max Ql
2−min Ql

2

+w3
max Ql

3−pricel

max Ql
3−minQl

3
+ w4

repl−minQl
4

max Ql
4−minQl

4
(3)

Our goal is to maximize the weighted average of the score of execution paths
where weights are given by execution path frequency of execution freql. The
WSC problem can be formulated as:

P1) max L
l=1 freqlscore(epl)

Problem P1) can be associated with assignment constraints which guarantee
that a task is associated with a single Web service in the solution, task duration
constraints which expresses the duration of tasks in term of the duration of
the selected service and with local and global constraints. Let us denote with
E the execution time bound for the composite service execution; let A be the
availability bound for the composite service while B and R indicate the budget
and the reputation bound respectively.

Assignment constraints. Each task tj in the solution has to be assigned to exactly
one Web service, that is for every j one variable yi,j has to be set to 1. This
condition can be expressed by the following constraint family:

i∈WSj

yi,j = 1; ∀j ∈ A (4)

Task duration constraints. The duration of each task can be expressed by the
following constraints:

i∈WSj

ei,jyi,j = ej ; ∀j ∈ A (5)

that is, for constraint (4) only one candidate service is selected and hence the
duration of a task is given by the selected Web service execution time. Fur-
thermore, we have to include precedence constraints for subsequent tasks in the
activity diagram. If tj → tk indicates that task tj and tk are connected by a link
in the activity diagram, then we have:

xk − (ej + xj) ≥ 0; ∀tj → tk (6)
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that is, if a task tk is a direct successor of task tj , then the execution of task tk
must start after task tj termination.

Local constraints. Local constraints can predicate on properties of a single task
and can be included in the model as follows. For example if the end-user re-
quires that the price for task tj1 has to be less or equal to 2$ then the following
constraint is introduced:

i∈WSj1

pi,j1yi,j1 ≤ 2

Execution time constraint. As reported in Table 2, the duration of an execution
path exeT imel is the maximum execution time over the set of sub paths of the
execution path. The maximum value vmax of a set V is defined as the value in
the set (vmax ∈ V ) such that v ≤ vmax, ∀v ∈ V . The execution time of the
composite service can be expressed as:

j∈spl
m

ej ≤ exeT imel; ∀spl
m ∈ epl (7)

and the execution time constraint can be expressed by the following set of equa-
tions:

exeT imel ≤ E; ∀l (8)

Note that, in our formulation the execution time constraint is guaranteed for
every sub paths and not only for critical paths as in [18].

Availability constraint. Under the hypotheses discussed in Section 4.2, the avail-
ability of an execution path is given by the product of availability of the selected
services and can be expressed as:

availl =
j∈Al i∈WSj

a
yi,j

i,j ; (9)

and availability requirements for the composite service can be specified as:

availl ≥ A; ∀l (10)

Price and reputation constraints. From Table 2, price and reputation of the
composite service can be expressed as:

pricel =
j∈Al i∈WSj

pi,jyi,j (11)

repl = 1
|Al|

j∈Al i∈WSj

ri,jyi,j (12)

and corresponding constraints are expressed by the following set of equations:

pricel ≤ B; ∀l (13)

repl ≥ R; ∀l (14)
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Optimization Problem Analysis. The Problem P1) has integer variables and
a non-linear constraint family (the availability bounds expressed by equations
(9) and (10)). Availability bounds can be linearized by applying the logarithm
function. Equation (10) then becomes:

j∈Al i∈WSj

ln(ai,j)yi,j ≥ ln(A) ∀l (15)

Note that A and ai,j are positive real numbers less or equal to 1, then their
logarithm is negative. Hence the previous inequality can be written as a less or
equal inequality with positive coefficients (the objective function is linearized in
the same way). The constraints family (15) introduces capacity constraints [17]
(less or equal inequality with positive coefficients). Also constraints (14) written
as demand constraints (greater or equal inequality with positive coefficients) can
be transformed into capacity constraints. The reputation r of a service is a real
number in [0, 1] and it is a positive criteria (the higher the value, the higher
the reputation). We can consider the complementary reputation rc defined has
rc = 1 − r and write Equation (14) as follows:

1
|Al|

j∈A i∈WSj

rci,jyi,j ≤ RC (16)

that is, intuitively, we can solve the WSC problem by introducing constraints
on the reputation of candidate services or in the same way by expressing con-
straints on their untrustworthiness. Formally we can apply this transformation
and constraints (14) and (16) are equivalent since we have the constraint (4),
i.e., each task has to be associated with a Web service.

After transforming availability and reputation constraints P1) is equivalent to
a Multiple choice Multiple dimension Knapsack Problem (MMKP) [1]. A MMKP
is one kind of knapsack problem where the resources are multi-dimensional, i.e.,
there are multiple resource constrains for the knapsack (e.g., weight and volume)
and items are classified in groups. Let there be n groups of items. Group j has nj

items. Each item of the group has a particular value and it requires resources.
The objective of the MKKP is to pick exactly one item from each group for
maximum total value of the collected items, subject to the resource constraints
of the knapsack. In mathematical notation, let ci,j be the value of the i-th item
in j-th group, wi,j,p be the amount of resource p required by the i item in the j
group and Wp the amount of the p resource. Then the problem is:

max n
j=1

nj

i=1 ci,jyi,j

n
j=1

nj

i=1 wi,j,pyi,j ≤ Wp; ∀p
nj

i=1 yi,j = 1; ∀j

yi,j ∈ {0, 1}; ∀i, j

The WSC problem is a MMKP where each task corresponds to a group, each
candidate service for a task is an item in a group and each capacity constraint of
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the problem formulation corresponds to a resource p (ci,j and Wp can be related
to web services quality dimensions and weights wj by considering equations (3),
(5), (8), (9), (11) and (12)). Every instance of the MMKP can be formulated as
a WSC; hence WSC is NP-hard.

4.4 Re-optimization

In the MAIS platform the re-optimization is performed periodically, when a ser-
vice invocation fails and for end-user channel switches. Re-optimization requires
some information on the current state of the composite service execution. Re-
optimization starts revising the process instance specification. The BPEL4WS
engine provides the current running activity and the set of conditional branches
which were verified during the process execution. In this way a portion of the
composite service specification can be eliminated from the optimization prob-
lem: tasks which belong to conditional branches that were not verified during
the composite Web service execution will never be executed and can be elimi-
nated from the re-optimization problem. Vice versa, additional constraints can
be introduced for tasks that have been completed.

In general the re-optimization process is less cumbersome than the optimiza-
tion, since the DAG can be simplified, additional constraints can be added and
the number of decision variables can be reduced.

4.5 QoS Optimization Tool Implementation

The Knapsack problem and its variants are very well known problems in the Op-
erations Research literature which provides several methods to solve the MMKP.
Problem instances of medium size can be solved anyway, by commercial integer
linear programming solvers. The instances of the WCS problem we have con-
sidered have been solved through CPLEX, a state of the art integer linear pro-
gramming solver. The solver identifies the optimum solution of the MKKP, i.e.,
for a given composite Web Service, the optimum global plan is identified.

The optimization/re-optimization tool has been implemented in Java. The
input of the optimizator are the annotated BPEL4WS specification of the com-
posite Web service and an XML file which specifies the set of candidate ser-
vices, their quality values and the set of weights for quality dimensions specified
by the end user (see Figure 3). First, cycles are unfolded and the BPEL4WS
specification is translated into a graph internal representation. Execution paths
are extracted from the DAG and a depth-first algorithm identifies the set of
sub paths of every execution paths. These operations are implemented in the
Process Translator module. The depth-first approach allows optimizing the sub
path generation process. If for example two sub paths have a common path, then
the second sub path can be obtained from the partial result computed from the
first one.

Finally, MILP model constraints are generated and the optimization problem
is solved by running CPLEX. Re-optimization is implemented in the Process
Tuner module which has as input an XML file which specifies the state of the
running process and the set of conditions verified during the process execution.
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Fig. 3. Process Re-optimization

The Process Tuner module modifies the current instance process specification
and generates additional constraints which assigns Web services for tasks al-
ready executed. The new specification is then sent to the Process Translator
module. The problem formulation obtained from the Process Translator module
and the additional constraints generated by the Process Tuner module are sent
to CPLEX and a new solution is then obtained.

5 Experimental Results

The effectiveness of our approach has been tested on a wide set of randomly
generated instances. The number of tasks has been varied between 7 and 70 by
defining the set of tasks reported in Figure 1 in a loop and varying its maximum
number of iterations. The number of candidate Web services per task has been
varied between 10 and 50 with step 10. Quality of services values have been
random generated according to the values reported in the literature. Availability
was randomly generated assuming a uniform distribution in the interval 0.95 and
0.99999 (see [11]). Reputation was determined in the same way by considering
the range [0.8, 0.99]. Web Service execution time is given by the sum of its service
time (i.e., the time required for a single user request execution) and the service
waiting time (the time a user has to wait in a queue while the service is accessed
by other users). The service time was randomly generated assuming a uniform
distribution in 0.5 sec and 8 sec as in [8]. The maximum queue length guaranteed
by the SP was randomly generated assuming a uniform distribution in the range
[1.5, 10] as in [19]. We assumed the price was proportional to service reputation
and availability and inverselly proportional to the queue length (i.e., the higher
the waiting time, the lower is the price). Analyses have been performed on a 3
GHz Intel Pentium IV Workstation, optimizations terminated in less than 2 sec.
In order to evaluate the effectiveness of our approach we compared our solutions
with the solutions provided by the local optimization approach proposed in [18].
For every test case, we first run the local optimization algorithm. Then, we per-
form our global optimization including as global constraints the value of the
quality dimensions obtained by the local optimization. Results shows that the
global optimization gives better results since bounds for quality dimensions can
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be always guaranteed and the objective function is improved by 1-4%. Note that
a limited improvement in the objective function corresponds to an improvement
more significant in the value of the quality dimensions. As an example, Table 3
reports results of the solutions of some problem instances where the optimiza-
tion function includes only service price and execution time and corresponding
weights are set to 0.5. Results show that an improvement of few percent units
in the objective function, corresponds to a greater improvement in quality di-
mensions. The small improvement in the objective function is due to the nor-
malization introduced by the SAW technique since values are divided by terms
maxQl

j −min Ql
j which are usually large. On average global optimization allows

improving local optimization results by 20-30%.

Table 3. Global and local optimization comparison

Global Optimization Local optimization Global vs. Local
Optimization

F.
obj.

Price
($)

Exec.
Time
(sec.)

F.
obj.

Price
($)

Exec.
Time
(sec.)

Δ F. obj Δ Price Δ Exec.
Time

0.9455 5.90 736.84 0.9378 6.10 909.18 0.82% 3.47% 23.39%
0.9907 15.20 47.02 0.9903 16.89 51.72 0.05% 11.13% 10.00%
0.9900 12.80 48.41 0.9887 13.27 56.10 0.13% 3.69% 15.89%
0.9688 20.38 153.13 0.9415 24.29 256.84 2.90% 19.19% 67.72%
0.9671 20.33 127.26 0.9546 23.42 220.21 1.31% 15.23% 73.03%
0.9912 13.23 38.62 0.9885 14.40 54.01 0.27% 8.81% 39.86%
0.9800 18.91 105.72 0.9638 21.43 186.59 1.68% 13.32% 76.50%
0.9867 20.64 47.89 0.9799 22.45 91.51 0.69% 8.76% 91.09%
0.9859 6.65 33.53 0.9819 7.68 42.17 0.41% 15.43% 25.77%
0.9919 9.08 14.30 0.9905 10.50 19.24 0.15% 15.64% 34.56%

6 Conclusions

In this paper we have presented an optimization approach for the composition
of Web services which allows specifying constraints on quality requirements for
the end user both at local and global level. The optimization problem has been
modeled as a mixed integer linear programming problem. We have shown that
the problem is NP-hard, since it is equivalent to a MMKP. With respect to other
literature approaches we identify the global solution instead of local optima [3]
and we guarantee the fulfillment of global constraints [18].

Future work will consider re-optimization issues connected with cycles execu-
tion. In the current implementation, in order to satisfy global constraints, if the
business process contains some cycles, they are unfolded and the optimization
considers the worst case scenario, i.e. the maximum number of iteration of each
cycle. Anyway, if a cycle is executed a lower number of times, then the Web ser-
vice selection is sub-optimal. Future work will consider probabilistic execution of
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cycles included in composite services specifications. Furthermore, the optimiza-
tion of execution of multiple process instances will be considered. This is very
critical since if a very large number of requestors are assigned to the same ”best”
service critical load conditions could be reached and the quality of service could
degrade.
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Abstract. With the development of web technology and e-business, the
Web Services paradigm has been widely accepted by industry and aca-
demic research. More and more web applications have been wrapped as
web services, which triggers the change of research focus from finding
and integrating them to maximizing reuse. Usually a service requestor
retrieves (web) service advertisements out of a UDDI registry based on
keywords, like in search engines, which inevitably brings the difficulty of
discovering the most appropriate service from a massive number of exist-
ing services. This paper briefly introduces a new mechanism to discover
and match services in a more fine-grained manner by taking advantage
of UDDI and OWL-S. UDDI is used to discover approximate services
syntactically by adding new elements and an API. OWL-S is used to
match the exact service semantically using ontologies and inference. Fi-
nally this paper draws out a framework for discovering and invoking
services dynamically.

1 Introduction

With the development of web technology and e-business, the web service has been
widely accepted by industry and academic research as a distributed and loose-
coupled component which is able to realize sharing and interchanging resources
on web.

On the other hand, these services are universally distributed and of various
kinds whilst with quite a diverse description. If there lacks a universal descrip-
tion, discovery and integration mechanism, certainly it’s difficult to find and
invoke the exact service. Therefore, how to find and integrate the exact ser-
vice from massive services has become the current focus of research on service
matching.

The service registry is an indispensable component in Service-Oriented Ar-
chitecture. It provides description, discovery and integration of services through
uniform API interface on the basis of UDDI protocol. Nevertheless, based on
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syntactical structure, UDDI aims to make searches on keywords and classifi-
cation. Thus, wide application of Web Services may be negatively affected for
failing to well match the requirements from customers.

UDDI can hardly meet the requirement of automatic service discovery due
to lack of semantic description of web service. While in OWL-S, ServiceProfile
gives the semantic description of web service which helps to match the service
precisely via ontology and inference mechanism. But the disadvantage is obvious
with little supporting software.

By combining these two service discovery mechanisms mentioned above, this
paper aims to use UDDI to make extensive inquiry and OWL-S to match service
accurately in order to retrieve the exact service. This new mechanism provides
a method to aggregate and classify massive loose-coupled and heterogenous ser-
vices on Web. It enables the service provider to publish services more easily and
the service requestor to discover, integrate and invoke services more quickly and
succinctly.

This paper is organized as follows:
The second part introduces the mechanism of UDDI discovery as well as its

advantages and disadvantages and then adds new elements and API to enhance
service description and discovery. The third part introduces how ServiceProfile
matches and infers the exact service. The fourth part brings in the framework
of service discovery and dynamic invocation as well as its stereotype. The fifth
part gives the related work. The final part is conclusion.

2 UDDI Discovery

UDDI [6] registry can be divided into two types: public UDDI registry and
private UDDI registry. Corporations like IBM, Microsoft, SUN, SAP, etc. have
established public UDDI registry for commercial purpose. Detailed information
can be found in [7].

Private UDDI registry is generally applied to service integration within corpo-
rations which always built on open source package that enables service provider
to have more control over service description, security and collaboration. UDDI
registry discussed in this paper will be based on private UDDI registry.

UDDI defines four core data structures as service metadata, which are illus-
trated in Fig.1.

Fig. 1. UDDI core data structures
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As is shown in Figure 1, BusinessEntity describes specific information about
the service provider, including the name of corporation, contact information and
taxonomy. One BusinessEntity can contain one or more BusinessService which
advertises service capability with one or more BindingTemplate. BindingTem-
plate contains the service access point and refers to a series of tModel. tModel
depicts the criteria and classification of a service. Services with the same function
refer to the same tModel. Service requestor uses inquiry API to search tModel
or BusinessEntity and obtain relevant registry information. There are three pat-
terns for discovering web services: the browse pattern, the drill-down pattern
and the invocation pattern. The browse pattern characteristically performs find-
ing general information by keyword searching, classification and taxonomy. The
drill-down pattern retrieves more specific information of the service using the
UUID identifier. The invocation pattern involves getting an instance of the re-
trieved service.

Service provider advertises service capability with save xxxx API. When cre-
ating a UDDI entry, service provider needs to refer existing tModel or create new
tModel to classify the functionality of the service. Service requestor retrieves ser-
vice description with find xxxx and get xxxxDetail APIs.

The core data structures and APIs give a universal method for service pub-
lishing and inquiry. We can use IBM uddi4j to interact with different UDDI
registries.

Although UDDI gives a universal API to publish and inquire service informa-
tion, its disadvantages are obvious:

1) Similar to a search engine, UDDI uses syntactic structures that lacks rel-
evancy and semantic classification of services. However, in many cases, services
advertised at UDDI are not exactly the same as their actual functionality or
they are identified by abbreviation and synonymous words. Therefore, searching
based on syntax cannot discover the right service easily.

2) In UDDI, there lacks sufficient metadata for service description to support
automatic service discovery. As for a program, it will be easier to understand
the capability and performance of the services by retrieving both the functional-
ity and non-functionality information from UDDI registry. Apparently, current
structures of UDDI need improved and added more description information to
support further service discovery.

3) More APIs are needed in UDDI to get the specified information. Now,
service requestor needs to call find tModel, get tModel, find bindingTemplate
and get bindingTemplate APIs to get the service access point. This process is
not necessarily and reduces the search efficiency. So, new APIs should be defined
to get the specified information directly. For example, service requestor can get
the access point from tModel through find wsdl with tModel API.

4) UDDI registry accepts service information passively, which means that if
a service changes and so does access point without updating service description
in the registry, service requestor will probably use false information and fail to
invoke the service.
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Therefore current UDDI cannot entirely meet the requirement of exact web
service discovery and dynamic service invocation. Service requestor hopes that
they can retrieve the right service and satisfy reliable and high-efficient invo-
cation by merely describing their needs and requirements. When one service is
down, service requestor can choose another service to guarantee uninterrupted
service invocation.

This paper improves core data structures and adds one API to enhance the
veracity and efficiency of UDDI inquiry:

1) Add ServiceProperty in BusinessService as non-functional description and
Add ServiceInterface in tModel as functional description. ServiceProperty mainly
includes the name, type and value of the property. The data structure is as fol-
lows:

<ServicePropery PropertyName=""
PropertyType="" PropertyValue="" />

BusinessService can have one or more ServicePropery which are used to de-
scribe the non-functionality of the service, such as the response time of the
service, the rate of CPU occupancy and the maximal process count of the
service.

ServiceInterface is used to describe the functionality of a service. The data
structure is as follows:

<ServiceInterface>
<ServiceMethod name="">
<Parameters>
<Param name="" type="" />
</Parameters>

<return name="" type="" />
</ServiceMethod>

</ServiceInterface>

ServiceInterface has one or more child nodes named ServiceMethod which is
used to describe the name of method, the name and type of input and output.

2) Add find wsdl with tModel API. Retrieve the access point of the service
by inquiring the name of tModel or matching the ServiceInterface structure. The
data structure is as follows:

<find_wsdl_with_tModel>
[<tModelName/>[<tModelName />]...]
[ServiceInterface]

</find_wsdl_with_tModel>

3) Add a UDDI Monitor used to monitor the service state at real-time in
uddi4j. It can route to the most appropriate service according to the service
state.



Web Service Discovery and Dynamic Invocation Based on UDDI/OWL-S 51

3 OWL-S Matching

Sematic Web Service mainly use OWL-S [8] as its protocol which enables web
services to be machine understandable, including service dynamical discovery,
invocation, composition and monitoring. OWL defines three upper ontologies,
including ServiceProfile, ServiceModel and ServiceGrounding. ServiceProfile de-
fines what the service does; that is, it gives service description needed by a
service requestor to determine whether the service meets his requirement. Ser-
viceModel defines how the service works; that is, it describes the workflow and
possible execution paths of the service. ServiceGrounding specifies the details of
how to access a service. Typically it will specify a communication protocol and
service-specific details such as port numbers used in contacting the service.

ServiceProfile describes three types of service information: service provider
information, functionality and non-functionality. The service provider informa-
tion consists of contact information about the service. The functionality of the
service is expressed in terms of inputs, outputs, preconditions and effects. These
features assist when reasoning about several services with similar capabilities.
Non-functionality of the service means service QoS and service state, including
service response time, service process ability. [9] gives detailed information about
service non-functionality.

In OWL-S, service matching is based on ServiceProfile using ontologies. Ser-
vice provider and service requestor refer to OWL ontologies, and then the match-

Table 1. Translation between UDDI and ServiceProfile

ServiceProfile Element UDDI Element
Actor:name Contacts:PersonName
Actor:phone Contacts:phone
Actor:fax /

Actor:email Contacts:email
Actor:physicalAddress Contacts:address

Actor:WebURL discoveryURLs
serviceName BusinessService:name

intendedPurpose ServiceProperty
textDescription BusinessService:description

requestedBy Contacts
providedBy Contacts
serviceType ServiceProperty

serviceCategory CategoryBag
communicationThru ServiceProperty
qualityGuarantee ServiceProperty

qualityRating ServiceProperty
Input ServiceInterface or WSDL

Output ServiceInterface or WSDL
Precondition /

Effect /
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ing engine can perform inferences to recognize semantic token despite different
syntax and model between service provider and service requestor.

[1] gives matching algorithm mainly based on input and output of the service.
Just like UDDI, ServiceProfile also provides the metadata for services. How-

ever, since OWL-S language is not mature and ontology definition is not author-
itative, there is inevitably few supporting software and practical application.

This paper uses UDDI2SWSPro(based on OWL-S/UDDI MatchMaker [11])
to create ServiceProfile for the subsequent service matching based on current
UDDI. If ServiceInterface is published in UDDI, this structure will be used to
create functionality in ServiceProfile. If not registered, WSDL is used to create
functionality in ServiceProfile. The contact information in ServieProfile is cre-
ated by Contacts in UDDI. The non-functionality in ServiceProfile is created by
ServieProperty. To be more specific, corresponding relation between ServicePro-
file and UDDI is as Table 1.

4 Framework and Prototype

The framework mainly uses improved mechanism mentioned above to realize
service discovery and matching, and then puts forward a prototype to support
service dynamic invocation based on the result services founded using UDDI and
OWL-S.

User’s requirements are classified into three types: 1) The name of the ser-
vice; 2) The functionality of the service; 3) The non- functionality and QoS of
the service. This paper uses service name to achieve service discovery, input
and output class in ServiceProfile to achieve service functional matching, and
ServiceProperty to achieve service non-functional matching.

To get the exact service, the following steps should be adhered to:

1) Use improved UDDI to inquire about services extensively, get their UDDI
entries and store them in UDDIEntry DB, retrieve their WSDL documents and
store them in WSDL DB. Private UDDI receives the registration of services and
retrieves entries from public UDDI registries at the same time using subscrip-
tion API. The functionality of the service is described by ServiceInterface in
tModel, and non-functionality of the service is described by ServiceProperty in
BusinessService. The service name is used to inquire tModel and BusinessSer-
vice. Therefore the inquiry will be mapped to two API inquiries: find service and
find wsdl with tModel.

2) Use UDDI2SWSPro to create contact information, non-functionality and
functionality in ServiceProfile from UDDIEntry DB and WSDL DB.

3) Use matching engine to match functionality and non-functionality of the
services, and then rank the founded services according to the matching degree.

The system architecture is described as Fig.2.
The resulting web services are stored in UDDI Monitor. UDDI Monitor is

used as a service subscriber and service dispatching center. ServiceSubscription
receives all updated web services information from UDDI registry immediately
which may have already disabled or cannot satisfy actual needs in function. All
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Fig. 2. Discovery and Matching Framework

services received from ServiceSubscription will be put into a service pool, which
is classified into active service pool and inactive service pool. Active service pool
caches all the services in operation; inactive service pool stores disabled services
or services that should be activated. The ServiceListener manages the service
pools by polling service state information periodically. If the service is disabled,
it will be put into inactive service pool. If the current state of the service cannot
satisfy the user’s requirement, for example, the load is too heavy, then another
available service in active pool will be released to respond the client request. The
priority of the current service will decline and the service will be put to the end
of the active queue. If a disabled service becomes activated, it will be released
from inactive queue and put to the end of the active queue.

When a service is invoked, it will be changed the previous access point by
ServiceProxy and routed to the ServiceSelector. ServiceSelector decides whether
the first service in the current active service pool satisfies the requirement. If
it satisfies the requirement, it will be taken out and invoked; if not, the second
service will be taken out instead till the requirement of the user is satisfied.

For example, service provider transfers the service to another server, and
changes its service access point in UDDI registry. ServiceSubscription receives
the notification immediately, and then changes the access point of the exact
service in service pool. Then the next request will be routed to the new service
address dynamically. During the process of invocation, if the current web service
breaks down, the ServiceListener will mark this service as an inactive service,
and then put it to the end of the inactive queue. It will not be marked as an
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active service until it recovers to normal state. If the capability of current service
is poor, the ServiceSelector will choose another suitable service to invoke.

The framework described as Fig.3.

Fig. 3. UDDI Monitor framework

5 Related Work

Currently most of work distributed to service finding uses UDDI or OWL-S. But
the literature on Web Services and Semantic Web is not abundant for a specified
area, that is, UDDI basically uses syntactic service discovery and OWL-S uses
semantic service discovery. They should be merged together to meet the user’s
requirement using enhanced descriptions.

[4] gives an enhanced UDDI to record user’s defined properties. [5] gives an
active UDDI allowing the extension of UDDI API to enable fault-tolerant and
dynamic service invocation. They all should define more metadata and APIs
to support UDDI translated to ServiceProfile and make service discovery more
accurate.

[1] gives semantic matching of web services capability which shows how ser-
vice capabilities are presented in the ServiceProfile and how a semantic match-
ing between advertisements and requests is performed. [2] presents basic require-
ments for service discovery and evaluates current web service technology (WSDL,
UDDI, DAML-S) that is used to address these requirements. [3] gives semantic
API matching for automatic service composition. In this paper, these works are
analyzed and summarized to give a universal solution for service matching.

6 Conclusion

Web service discovery and matching is an important aspect in Web Services
oriented technology. Current available industry standards such as UDDI and
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WSDL can only support syntactic service discovery which will not be sufficient
for exact service matching. OWL-S gives a semantic service matching which can
find the service exactly. However, OWL-S is still in its infancy and a lot of work
has to be done in order to overcome its limitations and problems.

This paper combines UDDI with OWL-S to give a solution for service dis-
covery and matching, which uses UDDI to discovery extensively and OWL-S to
match service accurately. When the result services are invoked, this paper gives
a framework and prototype extended from previous work in [10] to assure the
services uninterrupted invocation at runtime.
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Preface 
(WSCOBPM 2005) 

This workshop addresses research around methods, concepts, models, languages and 
technologies for choreography and orchestration of Web services with special focus 
on Web service technologies and solutions for business process management. 

Despite different focal points, the general objective of business process manage-
ment (BPM) technologies is to provide support for business experts to model, moni-
tor, and optimize processes on the business level, whereby the underlying technologi-
cal details should be hidden from the business experts and adapted automatically 
according to the actions performed on the business level. Current BPM solutions lack 
support for automated integration and composition of functionalities, and most tech-
nologies only provide partial support for BPM. The manual effort to map high-level 
business process models to actual software implementations is still rather high, thus 
existing BPM technologies cannot be considered as mature to support BPM. 

In order to overcome the deficiencies of current BPM technologies, Web services 
and service-oriented architectures (SOA) have been identified as the basic technical 
building block for the next generation of Web-based business solutions. A Web ser-
vice offers a modular functionality, and has a seamless usage interface that hides 
technical details from a user client. Web services technologies allow automated dis-
covery, composition, contracting, and execution of Web services, thereby providing a 
new technology for information systems. The current Web service technology stack 
allows exchange of messages between Web services (SOAP), describing the technical 
interface for consuming a Web service (WSDL), and advertising Web services in a 
registry (UDDI). However, these technologies do not explicitly describe all aspects of 
a Web service’s functionality; neither do they provide support for the Semantic Web, 
i.e., descriptions on the meaning of the information to be interchanged between a 
client and a Web service. Consequently, the emerging concept of “Semantic Web 
Services” aims at providing more sophisticated support for automated discovery, 
composition, execution, and monitoring/management of Web services. 

Choreography is concerned with interaction and conversation of Web services, 
wherein languages, communication technologies, formal models along with tech-
niques for operations like service compatibility determination or validity checking of 
conversation protocols are of interest. Orchestration is concerned with arrangement of 
several services to more complex functionalities, wherein mainly service composition 
is of interest. Choreography and orchestration with Web services are considered as the 
enabling technologies of Web service-based process management. 

The set-up of the workshop intersected the research fields of BPM and Web services. 
The workshop addressed researchers, professionals, and industrial practitioners, aiming at 
establishing a starting point for closer collaboration and exchange in future work. 
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Abstract. Web service composition has been the subject of a number of
standardisation initiatives. These initiatives have met various difficulties
and had mixed degrees of success, and none of them has yet attained
both de facto and de jure status. This paper reviews two of these
initiatives with respect to a framework wherein service composition is
approached from multiple interrelated perspectives. One conclusion is
that standardisation initiatives in this area have not been built on top
of an explicitly defined overarching conceptual foundation. The paper
outlines a research agenda aimed at identifying requirements and con-
cepts that should be addressed by and incorporated into these standards.

Keywords: web service, web service composition, standard.

1 Introduction

There is an increasing acceptance of Service-Oriented Architectures (SOA) as a
paradigm for integrating software applications within and across organisational
boundaries. In this paradigm, independently developed and operated applica-
tions are exposed as (Web) services which are then interconnected using a stack
of standards including SOAP, WSDL, UDDI, WS-Security, etc.

Standardisation is a key aspect of the uptake of the Web services paradigm.
Web services standardisation initiatives such as SOAP and WSDL, as well as the
family of WS-* specifications (e.g. WS-Policy, WS-Security, WS-Coordination)
aim at ensuring interoperability between services developed using competing
platforms. Standards in this area can be divided into various groups including:

– Transport: based mainly on HTTP(S) and SMTP.
– Formatting: based mainly on XML and XML Schema.
– Messaging: based on SOAP and various WS-* specifications (e.g. WS-

Addressing, WS-Security and WS-Reliable-Messaging).
– Coordination and context: including yet-to-be standardised specifications

such as WS-Coordination, WS-Atomic-Transaction, etc.
– Structure and policy description: based on WSDL and WS-Policy (which

acts as a placeholder for elements defined in other WS-* specifications).
– Process-based service composition.

C. Bussler et al. (Eds.): BPM 2005 Workshops, LNCS 3812, pp. 61–74, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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The standards in the latter category deal with the interplay between services
and business processes. A number of discontinued standardisation proposals in
this category have been put forward (e.g. WSFL, XLang, BPML, WSCL, and
WSCI), leading to two ongoing standardisation initiatives: the Business Process
Execution Language for Web Services (BPEL4WS or BPEL for short) [2] and the
Web Services Choreography Description Language (WS-CDL) [9]. The attention
raised by this category of standards hints at the fundamental links that exist
between business process management and SOA. On the other hand, it is striking
that despite all the efforts put into them, none of these initiatives has attained
both de jure and de facto adoption. For example, in BPEL, for which several
more or less complete implementations exist, it is challenging to build non-trivial
compositions that can be interchanged between different implementations.

Service composition covers three distinct but overlapping viewpoints:

– Behavioural interface (also called abstract process in BPEL and collaboration
protocol profile in ebXML): This viewpoint captures the behavioural depen-
dencies between the interactions in which a given individual service can
engage or is expected to engage. We distinguish two types of behavioural
interfaces: provided (i.e. “as-is”) behavioural interfaces capturing “what a
service actually provides” and expected (i.e. “to-be”) behavioural interface
capturing what a service is expected to provide in a given setting.

– Choreography (also called global model in WSCI and multiparty collaboration
in ebXML1): This viewpoint captures collaborative processes involving mul-
tiple services and especially their interactions seen from a global perspective.

– Orchestration (also called executable process in BPEL): This viewpoint deals
with the description of the interactions in which a given service can engage
with other services as well as the internal steps between these interactions.

The next section provides more precise definitions and examples for these
viewpoints. Section 3 discusses some of the issues that remain unresolved in
relation to the standards for choreography and orchestration. Finally, we outline
some directions for further research and development in Section 4.

2 Viewpoints in Service Composition

In this section, we present several viewpoints from which behavioural models for
service composition can be captured and the relations between these viewpoints.

2.1 Choreography

A choreography model describes a collaboration between a collection of services
to achieve a common goal. It captures the interactions in which the participating
services engage to achieve this goal and the dependencies between these inter-
actions, including: causal and/or control-flow dependencies (i.e.. that a given

1 http://www.ebxml.org
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interaction must occur before another one, or that an interaction causes an-
other one), exclusion dependencies (that a given interaction excludes or replaces
another one), data-flow dependencies, interaction correlation, time constraints,
transactional dependencies, etc.

A choreography does not describe any internal action of a participating ser-
vice that does not directly result in an externally visible effect, such as an internal
computation or data transformation. A choreography captures interactions from
a global perspective meaning that all participating services are treated equally.
In other words, a choreography encompasses all interactions between the partic-
ipating services that are relevant with respect to the choreography’s goal.

A choreography of a well-understood service interaction scenario is shown in
the form of an UML activity diagram2 in Figure 1. Three services are involved
in this choreography: one representing a “customer”, another one a “supplier”
and a third one a “warehouse”. The elementary actions in the diagram represent
business activities that result in messages being sent or received. For example,
the action “order goods” undertaken by the customer results in a message being
sent to the supplier (this is described as a textual note below the name of the
action). Of course, every message sending action has a corresponding message
receipt action but to avoid cluttering the diagram, only the sending or the receipt
action (not both) are shown for each message exchange. For example, the action
“send RFQ to Supplier” in activity “Request Quote” implies that there is a
corresponding action “receive RFQ from Customer” on the Supplier’s side, but
this latter action is not shown in the diagram.

Note that Figure 1 does not include the activities and alternative paths re-
quired to deal with errors and exceptions that one could realistically expect in
the scenario in question. Including this information would add considerably to
the complexity of the model.

2.2 Behavioural Interface

A Behavioural interface captures the behavioural aspects of the interactions in
which one particular service can engage to achieve a goal. It complements struc-
tural interface descriptions such as those supported by WSDL, which capture the
elementary interactions in which a service can engage, and the types of messages
and the policies under which these messages are exchanged.

A behavioural interface captures dependencies between elementary inter-
actions such as control-flow dependencies (e.g. that a given interaction must
precede another one), data-flow dependencies, time constraints, message cor-
relations, and transactional dependencies, etc. It focuses on the perspective of
one single party. As a result, a behavioural interface does not capture “com-
plete interactions” since interactions necessarily involve two parties. Instead, a
behavioural interface captures interactions from the perspective of one of the
participants and can therefore be seen as consisting of communication actions
performed by that participant. Also, behavioural interfaces do not describe in-
ternal tasks such as internal data transformations.
2 http://www.uml.org
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Figures 2, 3 and 4 show examples of behavioural interfaces corresponding to
the supplier, warehouse and customer roles in the choreography of Figure 1.

Note that a role defined in a choreography may be associated with multiple
behaviours and multiple WSDL interfaces. Moreover, for a given role in a
choreography, an arbitrary number of behavioural interfaces may be defined
that would provide the same functionality but not necessarily using the same
interactions or the same order of interactions. For example, in Figure 2 the
shipping order is sent to the warehouse in a parallel thread to the one where the
payment details are received from the customer. An alternative would be that
payment is received from the customer before the shipping order is sent out.

Depending on whether an interface captures an “as is” or a “to be” situation,
a distinction can be made between provided and expected (or required) interfaces.
A provided (behavioural) interface is an abstraction of the way a given service
interacts with the external world. On the other hand, an expected (behavioural)
interface captures an expectation of how a service should behave in order to
play a given role in a choreography. Thus, an expected interface corresponds
to a contract that a given party needs to fulfill to successfully collaborate with
other parties. Ideally, the provided and expected interfaces of a service coincide.
In practice however, it may happen that the interface provided by a service is
different from the interface that it is expected to provide in a given scenario. In
this case, the provider of the service is responsible for mediating between the
interface that it is expected to provide, and the one that it actually implements.
This mediation (or adaptation) process has been the subject of several research
efforts [17,4].

Fig. 1. Order processing scenario. Partly inspired from an example in [1].
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Fig. 2. Supplier behavioural interface

Another way to understand the distinction between provided and expected
interfaces is to think of the provided interface as being linked to a service and
possibly derived from the service’s orchestration (e.g. the orchestration shown
in Section 2.3), while an expected interface is linked to a role of a choreography
and possibly derived from this choreography (e.g. the interface in Figure 2 which
can be seen as derived from the choreography in Figure 1).

The distinction between provided and expected interfaces is not present in
existing Web services standards. In fact, some may argue that this distinction
falls outside the scope of these standards. Indeed, the same language (e.g. the
abstract process part of BPEL) can be used for describing both provided and
expected interfaces. Nonetheless, from a methodological point of view it is im-
portant to keep this distinction in mind.

2.3 Orchestration

An orchestration model describes both the communication actions and the in-
ternal actions in which a service engages. Internal actions include data trans-
formations and invocations to internal software modules. An orchestration may
also contain communication actions or dependencies between communication ac-
tions that do not appear in any of the service’s behavioural interface(s). This
is because behavioural interfaces may be made available to external parties and
thus, they only need to show information that actually needs to be visible to
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Fig. 3. Warehouse behavioural interface

Fig. 4. Customer behavioural interface

these parties. Orchestrations are also called “executable processes” since they
are intended to be executed by an orchestration engine.

Figure 5 shows an orchestration of a supplier service. This orchestration
includes an internal action for validating the payment, shown in dotted lines in
the diagram. This may correspond for example to an interaction with a service



Standards for Web Service Choreography and Orchestration 67

Fig. 5. Supplier service orchestration

that is not exposed to the outside world. Other internal actions may be included
in this orchestration. The orchestration of Figure 5 also supports the possibility
of an order cancellation request being received from the customer anytime before
the payment, leading to termination of the process.

2.4 Relations Between Viewpoints

The viewpoints presented above overlap. This overlap can be exploited within
service composition methodologies to perform consistency checks between view-
points or to generate code. For example, an expected behavioural interface can
be used as a starting point to generate an “orchestration” skeleton that can then
be filled up with details regarding internal tasks and refined into a full orches-
tration. This has the advantage that once the orchestration is fully refined, the
provided behavioural interface of the service will coincide with the expected be-
havioural interface. On the other hand, an existing orchestration can be used to
generate the provided behavioural interface of a service by appropriately hiding
actions not to be exposed. The resulting provided behavioural interface can then
be checked for consistency against an expected behavioural interface. In this way,
it is possible, for example, to detect situations where a given service does not
send messages in the order in which these are expected by other services with
which it is required to collaborate. These mismatches can then be resolved either
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by altering the orchestration or by building a wrapper that mediates between
the provided and the expected behavioural interfaces.

Similarly, a choreography model can be used for the following purposes:

– To generate the expected behavioural interface for each service intending
to participate in the collaboration. This expected behavioural interface can
then be used during the development of the services in question as outlined
above. For example, given the choreography of Figure 1, it would be possible
to derive the behavioural interface expected from the supplier service (and
same for the customer or the warehouse).

– To check (at design time) whether the behavioural interface of an existing
service conforms to a choreography and thus, whether the service in question
would be able to play a given role in that choreography.

– To generate the skeleton of an orchestration model for each participant, with
the internal actions to be added as necessary by the relevant role.

Formal definitions of the above service modelling viewpoints and their relations
can be found in [6]. Informal definitions are given in [15] and [1].3

3 Status and Issues with Current Standards

At present, the set of web services standards that are able to support the repre-
sentation of design-time information include WS-CDL which is intended to cover
the choreography viewpoint, BPEL which is intended to cover both the orches-
tration and the behavioural interface viewpoints, and WSDL (used in conjunc-
tion with XML Schema) which is targeted at describing the structural aspects
of interfaces. Another specification, namely WS-Policy, serves as a placeholder
for capturing interface-level information not covered by WSDL and BPEL, like
for example reliability, security, and transactional capabilities of a service.

However, in order to enable the vision of a standardised approach to service-
oriented design, it is necessary to address a number of issues, most of which
are related to the inter-connection between the choreography and the interface
viewpoint. Below, we summarise some of these issues.

Formal grounding. One of the core requirements for WS-CDL as defined in its
charter4 is to provide a means for tools to validate conformance to choreogra-
phy descriptions in order to ensure interoperability between collaborating web
services. Such static conformance checking would be facilitated if WS-CDL was
based on, or related to, a formal language for which validation techniques are
already in place. Unfortunately, although WS-CDL appears to borrow termi-
nology from pi-Calculus [11] there is no comprehensive mapping from WS-CDL
to pi-calculus or any other formalism. Even if a formalisation of WS-CDL was
undertaken in the future, it would be an a posteriori exercise rather than an a

3 In [1], a choreography is called a coordination protocol and a provided interface is
called a role-specific view of a coordination protocol.

4 http://www.w3.org/TR/2004/WD-ws-chor-reqs-20040311
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priori effort to ensure the coherence and consistency of the language. This has
been recognized in ongoing initiatives such as WSMO [16] which adopts a more
formal approach to choreography modelling using Abstract State Machines.

In the case of BPEL, providing the means for enabling conformance valida-
tion or other semantic verification, is not within the standardisation initiative’s
scope. Nonetheless, a number of efforts outside the standardisation initiative
itself have aimed at providing formal semantics to various subsets of BPEL
in terms of finite state machines [8], process algebras [10], abstract state ma-
chines [7], and Petri nets [12,13]. Some of these formalisations can be used to
statically check semantic properties of orchestrations or to check that a given
behavioural interface (defined as a BPEL abstract process) conforms to a BPEL
orchestration. WofBPEL [13] for example uses Petri net analysis techniques to
statically detect dead actions (i.e. actions that will never be executed) or actions
that may compete for the same message, in a given BPEL orchestration.

Lack of explicit meta-model. Both BPEL and WS-CDL fail to define an abstract
syntax separately from their concrete (XML) syntax. An abstract syntax in this
setting can take the form of a service behaviour meta-model, that is, a model
whose instances correspond to service behaviour models formulated from either
the choreography, interface or orchestration viewpoint. We advocate that a ser-
vice behaviour meta-model should be developed independently of a particular
interchange format. An explicitly defined meta-model sets the stage not only for
the definition of an interchange format but also for the definition of correspond-
ing modelling notation(s) as well as model transformations. This is especially
important in the case of choreography modelling, since choreographies are more
a design than an implementation artefact and thus a visual modelling nota-
tion for service choreographies is likely to be more useful than an XML syntax
(although the latter may be useful for interchange purposes).

Multi-party interactions. Close inspection of WS-CDL’s and BPEL’s expressive
power suggests that they were developed with basic assumptions of process or-
chestration expressiveness, and therefore a basic level of messaging supported
by this functionality. Interactions occur between pairs of roles or across partner
links that, at a given point in time, link one party to another. In other words only
binary interactions are supported. Missing is the explicit support for multi-party
interactions and more complicated messaging constraints which these bring.

Some key requirements to consider are those which emerge in multi-party
scenarios. One is multiple instances of interactions which can arise for the same
interaction types at the same time. For example, the processing of a purchase
order can involve several competing suppliers (known only at runtime due to
the specific content of the purchase). Responses might be time-critical and all
suppliers might be required to receive the request and respond within a specified
duration. The preparation of requests, the sending of requests and the receipt
of responses might need to be done in parallel. There might be a constraint
over the number of suppliers that are required to successfully receive the request
in order for the overall issue of the request to go-ahead. Moreover, when the
number of suppliers is large, assumptions about the number of responses need
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to be relaxed. A minimum number might be required, before further steps in the
process are taken, while any remaining responses might be ignored.

Such a scenario is not unusual in real-scale B2B applications involving large
numbers of parties, which require sophisticated orchestration support. In par-
ticular, this type of scenarios require support for multi-party and multi-instance
interactions, competing interactions, atomicity constraints on interactions, and
partial synchronisation of responses. In fact, one such scenario was discussed in
the collection of use cases during the Web Services Choreography group’s re-
quirements gathering5. As it stands it is unclear how WS-CDL can conveniently
support these sorts of multi-party interactions without serialising the interaction
and/or using low-level book-keeping mechanisms based on arrays and counters.
Workflow languages, capable of supporting multi-party instances, would be con-
stricted by the single instance, binary interactions supported in WS-CDL.

Relationships between standards. Positioned over the web services composition
layer of the Web Services stack, WS-CDL and BPEL are required to interoper-
ate with a number of web service standards, notably WSDL and WSDL-MEPs
for static service binding, and WS-Reliable-Messaging for lower level quality of
messaging. Yet the mapping remains open, and conceptual sufficiency in aligning
WS-CDL, in particular, with these standards is arguably limited. Consequently,
the mapping of WS-CDL and BPEL to the eight WSDL 2.0 Message Exchange
Patterns (MEPs) is yet to be precisely determined.

In terms of messaging quality of service, WS-CDL relies on WS-Reliable-
Messaging principally among other standards from the Web Services stack (e.g.
others might be WS-Addressing). The extent of quality of service messaging on
which WS-CDL depends is not fully established, and the mapping for reliable
messaging at the very least remains open. In general, no a priori configurability
of WS-CDL specifications for different quality of messaging service is in place.
This in our view limits the layering and exploitation of choreography for lower
level services from current and oncoming messaging standards.

Also, it remains open how WS-CDL’s “Workunit” construct can be mapped
in WS-BPEL. Here we refer to the “blocked wait” feature of this construct,
that occurs when the “block” condition associated to a WorkUnit evaluates
to true. In this case, an activity is allowed to proceed once an interaction or
variable assignment action, which may occur in a completely different part of
the choreography, supplies the required data. It is not clear how this would
be mapped in terms of WS-BPEL’s Pick and Switch constructs or what the
complexity of the mapping would be.

More generally, the relationships between choreography and behavioural in-
terface (i.e. “abstract process” in WS-BPEL) may be non-trivial, and there are
currently no precise notions of conformance between WS-CDL choreographies
and WS-BPEL abstract processes. Understanding these relations is crucial if
these two specifications are to be used together in practice. It is worth noting
that the definition of such relationships, as well as the mapping from WS-CDL to
5 http://lists.w3.org/Archives/Public/public-ws-chor/2003Aug/att-0016/mpi-use-

case-ab.html
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BPEL would be much simpler if WS-CDL had a similar set of control-flow con-
structs as BPEL (i.e. Sequence, Flow/Parallel, While, Switch, Pick, and possibly
also control-links). Ultimately, the fundamental difference between the concept
of choreography on the one hand, and the concept of behavioural interface (i.e.
BPEL executable process) on the other, is that a choreography focuses on in-
teractions seen from a global viewpoint, while behavioural interfaces focus on
communication actions seen from the viewpoint of one of the participants. This
has nothing to do with control flow, and arguably WS-CDL and BPEL could
very well share the same set of control-flow constructs.

Service semantics. The existing association between WS-CDL, BPEL and
WSDL is arguably too restrictive. A choreography or orchestration “wired” to
specific WSDL interfaces (either indirectly through references to operations or
more directly through an association between roles and their behaviours specified
by reference to WSDL interfaces) cannot utilise functionally equivalent services
with different WSDL interfaces. In other words, the choreography or orchestra-
tion is statically bound to specific operation names and types, which may hinder
the reusability of choreography or orchestration descriptions.

Cast more generally, choreography or orchestration descriptions which ab-
stractly describe behaviour at a higher level, in terms of capability, would allow
runtime selection of participants able to fulfil that capability, rather than restrict-
ing participation in the choreography or orchestration to participants based on
their implementation of a specific WSDL interface or WSDL operations.

Semantic descriptions of web service functionality would assist in overcoming
the problem of lock-in in to specific WSDL interfaces. Although work on seman-
tic web services such as OWL-S6 has introduced the notion of semantic service
descriptions, the OWL-S ontology in particular does not allow the explicit de-
scription of service capability. OWL-S semantic service descriptions are limited
to describing the inputs and outputs or results of a service rather than what
functionality the service actually performs. This has been acknowledged in the
research community, and efforts are underway that focus on describing service
capabilities rather than operations [14].

Design vs. execution. Finally, it is worth noting that both BPEL and WS-CDL
are XML-based. The development of a graphical language is not within the char-
ters of these standardisation initiatives. In the case of WS-CDL, which is aimed
at specifying design artifacts (as opposed to executable code) placing empha-
sis on an XML representation seems a distraction from its intention. Indeed,
any exploitation of a choreography language is likely to be based on graphical
languages in order to achieve user convenience in capturing specifications.

4 Conclusion and Future Research Directions

The issues discussed above suggest that the WS-CDL standardisation effort came
too early in the evolution of SOAs. Indeed, WS-CDL has attempted at the same
6 http://www.daml.org/services/owl-s/
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time to be ground-breaking and to create a consensus. In this respect, it is
insightful to compare the development of WS-CDL with that of BPEL. BPEL
stemmed from two sources, WSFL and XLang, that derived themselves from lan-
guages supported by existing tools (namely MQSeries Workflow and BizTalk).
Furthermore, at the same time and soon after the first versions of the BPEL
specification, and before the BPEL specification went into a formal standardis-
ation process, prototype and commercial implementations started to appear. In
contrast, WS-CDL was developed without any prior implementation and does
not derive from any language supported by an implementation. Recently, a first
partial WS-CDL implementation has been announced,7 but it may take time
before this implementation attains maturity and other implementations start
to appear. Thus, these efforts may come too late to provide much necessary
feedback on the WS-CDL specification.

Whether or not WS-CDL becomes a de jure standard and is adopted by a
wide user base, its development would have been instrumental in promoting the
notion of service choreography as a basis for service-oriented development. Still,
many issues remain to be resolved before the emergence and adoption of SOA
infrastructures that integrate the notion of service choreography. To advance this
vision, we propose a research agenda structured around three major tasks:

– Identify and document a library of service interaction patterns. Generally
speaking, patterns document known solutions to recurrent problems that oc-
cur in a given software development context. A pattern captures the essence
of a problem, provides examples, and proposes solutions. The value of pat-
terns lies in their independence from specific languages or techniques and
the fact that they capture common situations, abstracting away from specific
scenarios or cases. In particular, a library of patterns of service interactions
would provide a foundation to analyse and improve existing languages and
techniques for choreography and behavioural interface modelling, and/or to
design new ones. A first attempt at collecting such library of patterns and
using them to analyse the scope and limitations of BPEL is reported in [3].

– Define a service interaction meta-model. The insights gained from the ser-
vice interaction patterns and from the analysis of existing approaches to
service choreography and service behaviour definition in terms of these pat-
terns, could serve as the basis for identifying a set of fundamental concepts
directly relevant to the service behaviour modelling viewpoints defined in
this paper. This would provide a kernel service interaction meta-model that
could then be enriched with concepts found in existing service choreogra-
phy and behaviour definition languages such as WS-CDL, ebXML BPSS [5],
and BPEL (especially its “abstract process” component). Importantly, the
meta-model should be formalised, for example by defining a type system or
a mapping into a well-established formalism.

– Define concrete syntaxes for service interactions definition. Once a service
interactions meta-model has been defined, a design-level (possibly visual)

7 http://www.pi4tech.com
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notation and an interchange format can be specified. Effectively, the meta-
model would serve as an abstract syntax for service interactions definition
while the design-level notation and the interchange format would be seen
as concrete syntaxes. The design-level notation could be based upon exist-
ing languages rather than developed from scratch. Visual process modelling
notations such as BPMN or UML activity and sequence diagrams could be
used as the basis for defining a high-level notation for service interactions
modelling. The interchange format on the other hand could be defined in
terms of XML schema. Importantly, the elements in these concrete syntaxes
would map directly to the concepts of the service interaction meta-model.

The patterns, meta-model, design-level notation and interchange format, would
together provide the basis for a model-driven service development infrastruc-
ture. In particular, model transformations could be defined from the service
interaction meta-model into the meta-models of implementation languages, and
these transformations could serve as the basis for code generation. Also, model-
transformations could be defined for switching between the various viewpoints
(e.g., splitting a choreography into several expected behavioural interfaces or
merging several interrelated expected behavioural interfaces into a choreogra-
phy). Finally, this infrastructure could also support behaviour mediation, and
specifically, for defining mappings between expected and provided interfaces.
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Abstract. This paper proposes a model-based lifecycle for the development of 
web services, which is based on two kinds of models, collaboration models and 
service ones. After agreeing upon a collaboration model, which is a public 
specification, each party can work out a service model and then can turn it into 
a process written in an orchestration language such as BPEL. As the conceptual 
gap between a service model and its BPEL implementation is relevant, this 
paper is concerned with the automatic mapping of service models to BPEL 
processes, in line with model-based development. Moreover it discusses how to 
validate services with respect to collaboration models both at-design time and at 
run-time, and presents the bProgress software environment, which is made up 
of a number tools developed during this research. 

1   Introduction 

The technology of web services is gaining growing consensus as the platform of 
choice for carrying out collaborations within and across enterprise boundaries.  

In its simplest form a collaboration takes place through a request-response 
interaction between two services, a requester and a provider: the requester sends a 
request, the provider reacts to the request by performing an action and then replies 
with a response.  

Real cases are more complicated as a collaboration may require a number of 
interactions between the parties: for this reason the parties have to agree in advance 
on the message flow by working out a common model, called a collaboration model.  

However in order to properly support a given collaboration, a service has to 
arrange its activities (receiving, sending and processing ones) within a control 
structure, hence it turns out to be a process. Therefore the emerging technology of 
orchestration languages and processes is a good choice for implementing such 
services.  

On the other hand moving directly from a collaboration model, which is a rather 
neutral specification of the interactions between two services, to an orchestration 
process is too long a jump to be afforded in real applications and it is like skipping the 
design phase in software development.   

As a matter of fact developing a collaboration is a process and, as such, it entails 
the usual phases of specification, design, implementation and operation. 
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At specification-time a collaboration is a model specifying the messages to be 
exchanged between the parties as well as the ordering and the timing constraints of 
those messages. A collaboration model is a public specification which the parties will 
use to develop and test their own services. 

At design-time each party works out a service model, i.e. a more detailed model 
which, in addition to the activities concerned with sending/receiving the messages 
established in the collaboration model, includes the activities necessary for producing 
and processing such messages.  

At implementation-time a service model is turned into a working solution based on 
an orchestration language, such as BPEL [1]. 

The contribution of this paper basically consists in defining strong connections 
between the specification phase and the design one and between the design phase and 
the implementation one.   

Verifying the conformity of a service model to a collaboration model is a key issue 
of the first of the above-mentioned connections; such a verification is based on the 
relationships existing between services and collaborations (with respect to a given 
collaboration a service can act as a provider or as a requester for one or more 
instances) and will be discussed in two major cases, i.e. when the service provides a 
single collaboration instance or requires multiple instances.  

As the conceptual gap between a service model and its BPEL implementation is 
relevant, the second of the above-mentioned connections is concerned with the 
automatic mapping of service models to BPEL processes, in line with model-based 
development [2].   

This paper is organized as follows. Section 2 presents collaboration models and 
introduces the example of a selling collaboration, which will be used throughout this 
paper. Section 3 illustrates service models and discusses the assumptions the 
automatic mapping to BPEL processes rely on. Sections 4 and 5 describe how WSDL 
documents and BPEL processes are automatically generated. Section 6 discusses how 
service models can be validated with respect to a given collaboration model. Section 7 
gives a short account of the bProgress environment, which is made up of a number 
tools developed during this research. A comparison with related work is the subject of 
section 8, while section 9 presents the conclusion.   

2   Collaboration Models 

A well-known example of collaboration is the purchasing of goods or services, whose 
description is as follows: the requester sends a request for quote (rfQ) to the provider, 
which may respond with a quote; if the requester accepts the quote, it will then send 
an order to the provider. That collaboration will be used throughout this paper and 
will be referred to as the selling collaboration, according to the provider perspective 
(the requester would call it a purchasing collaboration). 

Basically a collaboration model in bProgress consists of messages placed within a 
control structure providing for sequential, alternative, repetitive and timeout-related 
paths. The model of the selling collaboration is shown in Fig. 1. 
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>>rfQ>>

<<quote<<

>>order>>

schema sellingX

<element name="rfQ" type="sellingX:rfQMsgType"/>
<complexType name="rfQMsgType"><sequence>
  <element name="description" type="string"/>
  <element name="tQ" type="dateTime"/>
  <element name="tO" type="dateTime"/>
  <element name="correlation" type="string"/>…
<element name="quote" type="sellingX:quoteMsgType"/>
<complexType name="quoteMsgType"><sequence>
  <element name="amount" type="double"/>
  <element name="correlation" type="string"/> …

t = "rfQ.tQ"

t = "rfQ.tO"

 

Fig. 1. The selling collaboration model (sellingC)  

A message has a left-to-right direction (e.g. rfQ and order), or a right-to-left 
direction (quote), a left-to-right message being sent from the requester to the provider 
and a right-to-left one being sent from the provider to the requester. 

Unlabelled links represent precedence constraints. 
As a collaboration is assumed to be started by the requester, the first message is a 

left-to-right one, like rfQ, and is called the initial message. In some cases a 
collaboration could be started with two or more alternative messages, then the first 
element in the model would not be a left-to-right message but a branch leading to the 
various initial messages. 

Each message (except the initial ones) must have a deadline. The meaning of a 
deadline is as follows: the receiver is bound to wait for a message until its deadline 
expires and no longer; it is useless for the sender to send a message if its deadline has 
expired. When a deadline expires, a timeout will occur; timeout links (i.e. those 
labelled with keyword “t”) establish the effects of timeouts. In the model shown in 
Fig.1 there are two deadlines, tQ and tO, and both are attributes of message rfQ: tQ is 
the time-limit for sending/receiving a quote, tO is the time-limit for sending/receiving 
an order.  

The selling collaboration model is to be interpreted as follows. The provider can 
send a quote only after receiving an rfQ; the requester will wait for the quote until 
time-limit tQ and no longer, therefore if the quote is not received by that time, the 
collaboration will be ended. After receiving a quote, the requester can send an order; 
after sending the quote, the provider will wait for the order until time-limit tO and no 
longer, hence if the order is not received by that time, the collaboration will be ended. 
Other kinds of purchasing/selling collaborations can be found in [3]. 

Each message has a name and a type. By convention the name of the type is that of 
the message followed by suffix “MsgType”: if so, the type is not shown in the model 
(therefore “>>rfQ>>” is equivalent to “>>rfQ,rfQMsgType>>”). 
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Types are defined in an XML schema associated with the collaboration model. An 
excerpt from sellingX, i.e. the schema related to the selling collaboration, is shown in 
Fig.1. Correlation attributes are explained in the next section. 

3   Service Models 

A service model in bProgress is an abstract graphical representation of a service that 
is to be automatically mapped to a BPEL process. A service model is not a graphical 
representation of a BPEL process as it is based on higher-level abstractions. However 
in order to be automatically translated into BPEL processes, bProgress service models 
adopt the same conventions as BPEL as regards the generation of process instances 
and the correlation of messages to process instances. 

In general a BPEL process begins by receiving the initial message (the case of 
multiple initial messages is left apart). When the BPEL run-time system receives the 
initial message for a given process, it generates an instance of that process and 
delivers it the message. As to the collaboration started by the initial message, the 
newly generated process instance is said to be its provider, while the process instance 
that sent that message is said to be its requester. Likewise, by extension, for a process 
and a service model. 

At the very heart of a collaboration there is the possibility for the same pair of 
process instances to exchange messages over a period of time. In fact a message is 
directed to a process (more precisely to its endpoint) and, if it is not an initial 
message, it is also assumed to contain the information about the process instance it is 
to be delivered to. BPEL correlates a message to a process instance on the basis of the 
value of one or more attributes (called properties) of the message. This solution, 
relying on the payload of messages, is completely transparent, i.e. free from 
implementation details. 

Correlations are automatically inserted by the bProgress code generator, provided 
that each message includes an attribute named correlation (this is the reason why 
messages types in Fig.1 include that attribute), whose value is able to identify the 
proper process instance on both sides of the collaboration. That value is set by the 
requester. As far as the selling collaboration is concerned, the correlation value is 
made up of the URL of the requester endpoint and of the id of the rfQ (i.e. the 
primary key of the corresponding data object managed by the information system on 
the requester side). 

When the requester sends an rfQ, the BPEL sending activity reads the correlation 
value from the output message and associates a tag having that value with the sending 
process instance. Such tags are called correlation sets in BPEL and have to be 
declared in the process, as shown in the next section. When the rfQ is received, the 
BPEL run-time system generates an instance of the receiving process, reads the 
correlation value from the input message and associates a tag having that value with 
the newly generated instance. The quote is sent back to the requester with the same 
correlation value as the rfQ, hence it will be delivered to the requester process 
instance that previously sent the rfQ. When an order is sent, since it has the same 
correlation set as the quote and the rfQ, it will be delivered to the provider process 
instance that previously sent the winning quote. 
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An example of a selling service model is shown in Fig. 2. It provides a single 
selling collaboration, as shown in the “provides” clause. A new instance is started 
when an rfQ is received, hence the state of the process instance coincides with the 
state of the collaboration. 

The selling service model is basically an extension of the collaboration model, in 
which left-to-right messages have been turned into receiving activities and right-to-
left messages have been turned into sending activities, and some links have been 
expanded into processing activities. 
 

receiveRfQrfQ

provides: collaboration = "sellingC" multiple = "no"

processRfQ

sendQuote

receiveOrder

processOrder

closeQuote

signalFailure

order

quote t = "rfQ.tQ"

t = "rfQ.tO"

 

Fig. 2. The selling service model (sellingS) 

In bProgress a service model is an extended UML activity diagram, including 
communication (i.e. sending and receiving) activities and processing ones. A 
communication activity is completely defined by the model, while a processing 
activity is to be supplemented with a BPEL content (as a textual addendum). The 
tasks of the processing activities are as follows: processRfQ writes the rfQ in the 
information system (on the provider side) and makes it generate the quote to be sent, 
processOrder writes the order in the information system, closeQuote and signalFailure 
report to the information system that the quote has been unsuccessful or has not been 
prepared in due time, respectively.  

An example of a purchasing service model is shown in Fig. 3. Its task is basically 
to select the best supplier for a given request for quote on behalf of the information 
system (on the requester side). In fact it begins by receiving message purchasingInfo 
(from the information system), which contains the request for quote along with a list 
of suppliers to be involved.  Then it sends the request for quote to each supplier, 
receives all the quotes (until all the quotes expected have been received or the time-
limit established in attribute purchasingInfo.t has been reached), selects the best one, 
sends an order to the winning supplier and finally reports the result back to the 
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information system. The quote selected is the most convenient one, provided that it 
does not exceed a predefined amount (maxAmount) contained in purchasingInfo. 

The purchasing service provides a single “purchasingC” collaboration (to the 
information system) as shown in the “provide” clause. PurchasingC, which is an inner 
collaboration on the requester side, is shown in Fig. 4 along with the corresponding 
message types. Those types are defined in schema purchasingX, which depends on 
schema sellingX shown in Fig. 1 (“wsa” denotes the WS-Addressing [4] schema). 

 
 

receivePurchasingInfo prepareRfQ

sendRfQs

receiveQuotes

selectQuote sendOrder

sendPurchasingResult

purchasingInfo

purchasingResult

rfQ

quote

order

mapsTo = "sellingC.rfQ" 
partners ="purchasingInfo.providers"

mapsTo = "sellingC.quote" 
messages ="purchasingResult.quotes"

mapsTo = "sellingC.order" 
partner ="purchasingResult.winner"

condition = "purchasingResult.quoteSelected"

provides: collaboration = "purchasingC" multiple = "no"
requests: collaboration = "sellingC" multiple = "yes"

t = "purchasingInfo.t"
T

F

 

Fig. 3.  The purchasing service model (purchasingS) 

 
The purchasing service requests multiple instances of the selling collaboration, as 

shown in the “requests” clause. For this reason its model cannot be a mere extension 
of the selling collaboration model (as in the case of the selling service model); 
however some of its activities - sendRfQs, receiveQuotes and sendOrder - are meant 
to be mapped to operations on such collaborations, as follows. 

Activity sendRfQs is a multiple-sending activity, as indicated by its parameters: 
mapsTo = sellingC.rfQ and partners = purchasingInfo.providers. Its meaning is that a 
copy of the rfQ is to be sent to each provider found in list purchasingInfo.providers. 
The details of BPEL code are illustrated in the next section.  

Activity receiveQuotes is a multiple-receiving activity, as indicated by its 
parameters: mapsTo = sellingC.quote, messages = purchasingResult.quotes. Its 
meaning is that each message received is to be added to list purchasingResult.quotes. 

SendOrder is a single-sending activity; its parameters, mapsTo = sellingC.order 
and partner = purchasingResult.winner, indicate that it is to send an order to the 
provider found in purchasingResult.winner (such a provider having been determined 
by activity selectQuote). In fact selectQuote looks for the most convenient quote and, 
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if there is one, it sets attribute purchasingResult.quoteSelected to “true” and attribute 
purchasingResult.winner to the endpoint of the winner (after retrieving it from list 
purchasingInfo.providers) and also prepares the order to be sent. 

 
 

>>purchasingInfo>>

<<purchasingResult<<

schema purchasingX

<complexType name="providersType"><sequence>
  <element ref="wsa:EndpointReference" maxOccurs="unbounded"/>...
<complexType name="quotesType"><sequence>
  <element ref="sellingX:quote" maxOccurs="unbounded"/>...
<complexType name="purchasingInfoMsgType"><sequence>
  <element ref="sellingX:rfQ"/>
  <element name="maxAmount" type="double"/>
  <element name="providers" type="purchasingX:providersType"/>
  <element name="t" type="dateTime"/>
  <element name="tR" type="dateTime"/>
<complexType name="purchasingResultMsgType"><sequence>
  <element ref="sellingX:rfQ"/>
  <element name="maxAmount" type="double"/>
  <element name="providers" type="purchasingX:providersType"/>
  <element name="quotes" type="purchasingX:quotesType"/>
  <element name="quoteSelected" type="boolean"/>
  <element ref="sellingX:order"/>
  <element name="winner" type="wsa:EndpointReferenceType"/>

t = purchasingInfo.tR

 

Fig. 4. The purchasing collaboration model (purchasingC) 

4   Generating a WSDL Document from a Collaboration Model 

This section explains how the bProgress code generator maps a collaboration model, 
such as sellingC, to a WSDL document. 

A collaboration model implies the existence of two services, one on the provider 
side, the other on the requester side. The interfaces of such services are defined in the 
same WSDL document; the behavior of each service, instead, is defined in a distinct 
BPEL process, which relies on that WSDL document. 

In general, a WSDL document can provide abstract information (messages, 
operations and portTypes) as well as deployment information (bindings and network 
addresses) for a number of web services. However, since a BPEL process is intended 
to be a reusable definition, which can be deployed in different scenarios, it is directly 
concerned only with the abstract information part of the WSDL documents it relies 
on. 

The current version of the bProgress code generator assumes that all interactions 
are asynchronous, hence they correspond to WSDL one-way operations. Therefore an 
abstract web service turns out to correspond to a WSDL portType grouping a number 
of one-way operations. 

An excerpt from the WSDL document generated from sellingC follows (“tns”, 
“sellingX”, “plnk” and “bpws” denote the current document, the schema shown in 
Fig. 1, the document defining partner link types and the BPEL schema, respectively). 
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<definitions name="sellingC" 
  targetNamespace="http://www.polito.it/bProgress/sellingC" … 
<message name="rfQMsg"><part name="payload" element="sellingX:rfQ"/> 
<portType name="providerPT"> 
  <operation name="rfQ"><input message="tns:rfQMsg"/>... 
  <operation name="order"><input message="tns:orderMsg"/>... 
<portType name="requesterPT"> 
  <operation name="quote"><input message="tns:quoteMsg"/>... 
<plnk:partnerLinkType name="sellingCPLT"> 
  <plnk:role name="provider"><plnk:portType name="tns:providerPT"/>... 
  <plnk:role name="requester"><plnk:portType name="tns:requesterPT"/>... 
<bpws:property name="correlation" type="xsd:string"/>... 
<bpws:propertyAlias propertyName="tns:correlationId" messageType= 
"tns:rfQMsg" part="payload" 
query="/sellingX:rfQ/sellingX:correlationId"/> 
 

There are two portTypes called providerPT and requesterPT: the former groups all 
the input messages of the service model, the latter all the output messages. 

BPEL requires the portTypes involved in a collaboration to be included in a 
partnerLinkType construct together with their corresponding role.  

When generating a partnerLinkType, bProgress uses two roles, provider and 
requester, and assignes them to the portType grouping the input messages and to the 
one grouping the output messages, respectively. 

5   Generating a BPEL Process from a Service Model 

A BPEL process is basically a hierarchical structure of sending (invoke), receiving 
(receive) and processing (assign) activities. The structure of a process is determined 
by compound activities, such as sequence, switch, while, flow, and pick. 

An excerpt from the BPEL selling process follows. 
 

<process name="sellingP" 
   xmlns:sellingC="http://www.polito.it/bProgress/sellingC" … 
<partnerLinks> 
  <partnerLink name="sellingCPL" partnerLinkType="sellingC:sellingCPLT" 
     myRole="provider" partnerRole="requester"/>… 
<variables> 
  <variable name="rfQ" messageType="sellingC:rfQMsg"/> 
  <variable name="quote" messageType="sellingC:quoteMsg"/> 
  <variable name="order" messageType="sellingC:orderMsg"/> 
  <variable name="deadlineNotExpired" type="xsd:boolean"/>… 
<correlationSets> 
  <correlationSet name="sellingCCS" properties="sellingC:correlation"/>. 
<sequence> 
  <receive name="receiveRfQ" partnerLink="sellingCPL" 
    portType="sellingC:providerPT" operation="rfQ" variable="rfQ"  
    createInstance="yes"> 
    <correlations><correlation initiate="yes" set="sellingCCS"/>… 
  <assign name="processRfQ"> ... prepares the quote 
  <assign name="sendQuote_d"> ... sets inner variable deadlineNotExpired 
    to true if the deadline of sendQuote has not expired 
  <switch name="sendQuote_s"> 
    <case condition="bpws:getVariableData('deadlineNotExpired')"> 
      <invoke name="sendQuote" partnerLink="sellingCPL" 
        portType="sellingC:requesterPT" operation="quote"  
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        inputVariable="quote"> 
        <correlations> 
          <correlation initiate="no" set="sellingCCS" pattern="out"/>… 
    <otherwise><sequence><empty name="signalFailure"/><terminate/>… 
  <pick name="receiveOrder" createInstance="no"> 
    <onMessage partnerLink="sellingCPL" portType="sellingC:providerPT" 
      operation="order" variable="order"> 
      <correlations><correlation initiate="no" set="sellingCCS"/>… 
        <sequence><empty name="processOrder"/><terminate/>… 
    <onAlarm until="bpws:getVariableData('rfQ','payload',     
      '/sellingX:rfQ/sellingX:tO')"> 
      <sequence><empty name="closeQuote"/><terminate/>… 

         
A BPEL process sends and receives messages only through channels which are 

called partnerLinks. PartnerLinks are declared at the beginning of the process. A 
partnerLink refers to a partnerLinkType (taken from one of the WSDL documents 
referred to by the process) and establishes the role (the value of attribute myRole) 
played by the process with respect to the partnerLinkType. 

For each collaboration model provided or requested by the service model there is a 
partner link in the BPEL process. In the selling process there is only one partnerLink, 
sellingCPL (named after the collaboration it provides), hence the process can receive 
an rfQ, or send a quote, through that channel. When a message is received, it is copied 
into a variable; when it is sent, it is read from a variable. Variables in the process 
correspond to the messages in the service model. 

The behavior of the selling process is basically a sequence of five major activities, 
as shown in the model. 

The first activity, receiveRfQ, copies the initial message into variable rfQ and tags 
the instance with the value read from attribute correlation of the message received. 
Such tags are called correlation sets in BPEL and have to be declared in the process, 
e.g. sellingCCS in the code shown above. When the requester sends an rfQ, as will be 
shown later on, the sending activity reads the correlation value from the output 
message and initializes the correlation set associated with the sending process 
instance, using that value. A quote must not be sent if it is late. In order to comply 
with such a constraint, the BPEL code generator produces two activities: the first one, 
sendQuote_d, sets an inner variable, deadlineNotExpired, to “true”, if the deadline of 
the quote has not expired, to “false” otherwise; the second activity is a two-branch 
switch structure, the first branch being taken if deadlineNotExpired is “true”.  

The collaboration will be closed, if the order is not received within a given time-
limit. Therefore activity receiveOrder is mapped to a pick structure whose purpose is 
to wait for the order to arrive or for the corresponding timeout alarm to go off: when 
one of those triggers occurs, the associated activity is carried out and the pick 
completes. Since activities closeQuote, processOrder and signalFailure have been left 
undefined in the model, they are mapped to BPEL empty activities. 

The purchasing process  
For lack of space only the BPEL code corresponding to multiple-sending activity 
sendRfQs is illustrated in detail. Given its parameters, that activity is turned into a 
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loop that iterates over the list of providers contained in attribute providers of variable 
purchasingInfo and sends the rfQ to each provider. Providers are simply denoted by 
their endpoint references as shown in Fig. 4. 

The same rfQ is sent to each provider through partner link sellingCPL, which is a 
variable partner link as its partner endpoint reference has to be set before each 
sending operation. In fact, if the WSDL documents contain no deployment 
information, as is the case of the WSDL documents generated by bProgress, 
partnerLinks lack the information needed to reach the intended web services. For this 
reason, before using a partnerLink to send an initial message (like rfQ), the BPEL 
process has to set the partner endpoint reference within the partnerLink. An endpoint 
reference is a structure (based on WS-Addressing [4]) including the network address 
of the web service to be called along with other deployment information.  

An excerpt from the code of sendRfQs follows. 
 

<scope name="sendRfQs_s"><sequence> 
  <assign>  
    <copy><from expression="ora:countNodes('purchasingInfo', 'payload',       
      '/purchasingX:purchasingInfo/purchasingX:providers/    
      wsa:EndpointReference')"/><to variable="sendRfQs_c"/>… 
    <copy><from expression="0"/><to variable="i"/>… 
  <while name="sendRfqs_w"  condition="bpws:getVariableData('i')  
       &lt; bpws:getVariableData('sendRfQs_c')"><sequence> 
    <assign> 
      <copy><from variable="purchasingInfo" part="payload"  
         query="/purchasingX:purchasingInfo/purchasingX: 
         providers/wsa:EndpointReference[bpws:getVariableData('i')+1]"/> 
         <to partnerLink="sellingCPL"/>… 
      <copy><from expression="bpws:getVariableData('i')+1"/> 
        <to variable="i"/></copy>… 
    <invoke name="sendRfQs" partnerLink="sellingCPL"     
         inputVariable="rfQ" portType="sellingC:providerPT"  
         operation="rfQ"> 
       <correlations> 
         <correlation initiate="yes" set="sellingCCS" pattern="out"/>… 

 
The outer scope, sendRfQs_s, encompasses two sequential BPEL activities. The 

first one (the assign activity) determines the number of iterations (which corresponds 
to the number of endpoint references contained in attribute purchasingInfo.providers) 
and sets inner variable sendRfQs_c to that value; then it initializes the index of the 
loop (i.e. inner variable i) to 0. The second activity is a “while” whose body is 
performed as long as i   <  sendRfQs_c. At each iteration the endpoint reference of the 
current provider is copied into partner link sellingCPL and the index is incremented, 
then the rfQ is sent to the current provider. 

The need for multiple-sending activities as well as multiple-receiving ones in 
BPEL has also been pointed out in [5], where the introduction of two new primitives, 
broadcast and collect, is proposed. The multiple-sending and multiple-receiving 
activities presented in this section can be used to implement well-known patterns, 
such as those dealing with multiple instances [6]  and those related to asynchronous 
communication (publish/subscribe, broadcast) [7]. 
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6   Validating Service Models 

Validating a service model means making sure that it conforms with the 
collaborations it provides or requests. 

If a service model is concerned (as a provider or a requester) with a single instance 
of a given collaboration, then it can be viewed as an extension of the model of that 
collaboration, just as the selling service shown in Fig. 2 is an extension of the selling 
collaboration shown in Fig. 1. In this case it is simply a matter of proving that the 
service model can be transformed, by means of suitable reduction rules, into a model 
which is equivalent to the collaboration one. 

In fact in the selling service shown in Fig. 2 activity processRfQ can be viewed as 
a refinement of the precedence link connecting receiveRfQ to sendQuote, so it can be 
replaced with a simple link from receiveRfQ to sendQuote; likewise for activity 
processOrder. Moreover activity closeQuote can be viewed as a refinement of the 
timeout link connecting receiveOrder to the final state and hence it can be replaced 
with a simple link; likewise for activity signalFailure. At this point the resulting 
model turns out to be equivalent to the selling collaboration model. Such a reduction 
rule is the inverse of the second inheritance-preserving transformation rule (i.e. rule 
PJS) presented in [8]. 

Validating a service model that requests multiple instances of a given 
collaboration, such as the purchasing service shown in Fig. 3, in general cannot take 
place at design-time, since the states of the various collaboration instances can differ 
during the execution of the service. In fact if activity selectQuote worked badly, the 
order could be mistakenly sent to a supplier that did not provide any quote. In this 
case run-time checks are needed in order to prevent a service from sending or 
receiving a message in wrong order (or not complying with timing constraints). Such 
checks can be performed only if the states of ongoing collaborations are available and 
can be updated when needed. 

In a previous paper [9] a solution based on collaboration objects was presented: 
their purpose is to separate validation logic from process logic as well as to provide 
high-level sending and receiving operations to workflow processes. 

This paper presents a different solution in which for each collaboration a descriptor 
is maintained in the requesting BPEL process: the reason is to take advantage of the 
persistency features provided by the BPEL run-time system. However the handling of 
such descriptors (i.e. checking and updating actions) takes place by means of external 
stateless Java objects. 

A collaboration descriptor basically contains the endpoint reference of the partner 
service, the state of the collaboration (i.e. the name of the next message to be sent or 
received) and the current deadline.  

The bProgress code generator adds run-time checks, in terms of Java-based 
activities, to each sending or receiving operation. Therefore a BPEL process performs 
a pre-sending check before each sending activity in order to make sure that the 
message name is included in the state of the descriptor of the corresponding 
collaboration instance and the deadline has not expired. If that check succeeds, the 
state and the current deadline are updated according to the collaboration model; 
otherwise an exception is thrown. The service model must include fault paths leading 
to the proper exception-handling activities. Moreover a BPEL process performs a 
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post-receiving check after each receiving activity (except for initial messages); since 
the partner link involved contains the endpoint reference of the partner, the 
corresponding collaboration descriptor can be retrieved and then suitable checks and 
updates can be performed. 

7   The bProgress Environment 

The bProgress environment is a set of tools based on the Eclipse platform, intended to 
support new approaches for business processes and services.  

Collaboration models and service ones are produced with a UML 2.0 visual tool. 
We have defined a set of profiles (i.e. <<receive>>, <<send>> and <<timeout>>) so 
as to specialize the graphical elements. The models are first exported to XMI 1.1 
documents and then  transformed into a simpler XML representation by means of an 
XSL transformation.  

The bProgress code generator produces WSDL documents and BPEL processes 
from such internal XML representations, according to the rules presented in section 5; 
if required, it can add run-time checks.  

The BPEL processes presented in this paper have been tested using Oracle BPEL 
Process Manager 10.1.2 Beta-3; the tests have been carried out on one purchasing 
process requesting collaborations of a number of different selling processes 
(providing the same selling collaboration) . 

8   Comparison with Related Work 

Orchestration languages, such as BPEL, are a good implementation platform, 
however more abstract representations, i.e. service models, are needed to help 
designers focus on process logic and get rid of technical details. On the other hand 
this is an area suitable for applying model-based development [2] with the purpose of 
automatically deriving orchestration processes from service models. 

Mapping models to BPEL processes has been addressed in several papers from 
different starting points: extended state machines are used in [10], while UML activity 
diagrams are adoped in [11]; however their focus is on control aspects rather than on 
collaboration issues. 

Web service composition is a fundamental issue in service-oriented computing: it 
basically refers to the possibility of building a new service on top of some existing 
services. A survey of existing proposals is presented in [12] together with a 
comparative analysis with respect to some key requirements including composition 
correctness. As to the correctness it is shown in [13] that a composite service, made 
up of component services (modelled as Petri nets having one input place and one 
output place) and of standard composition operators, can be checked for deadlock and 
incorrect  termination.  

This paper addresses web service composition in terms of collaboration requests: 
the purchasing service, shown in Fig. 3, is in effect a composition of selling 
collaborations.  The reason is to offer a broader perspective: in fact a component 
service can be involved in several interactions with the composite service (as is the 
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case of the selling service with respect to the purchasing service), not only in an initial 
request and in a final reply; moreover it may happen that a multiple composition of 
similar component services is needed (such as the multiple selling collaborations 
requested by the purchasing service). In such cases, it is hard to prove composition 
correctness; therefore section 6 has presented an approach based on run-time checks, 
which are meant to prevent a service from sending or receiving a message in wrong 
order (or not complying with timing constraints). 

Providing a standard solution to web service composition entails a number of 
practical issues, such as the handling of endpoint references and the correlation of 
messages to process instances, to be taken into account at the same time. This paper 
has presented multiple-sending and multiple-receiving activities, which work under a 
number of assumptions: each message has a correlation attribute, there is a variable 
containing the endpoint references of the services to be involved in a multiple-sending 
activity, there is a variable where the messages received with a multiple-receiving 
activity can be stored. The combination of all such aspects can be thought of as a 
realization of well-known patterns, such as those dealing with multiple instances [6]  
and those related to asynchronous communication (publish/subscribe, broadcast) [7]. 

There are many similarities between collaboration models, as presented in this 
paper, and choreography description languages, such as WS-CDL [14]. The purpose 
of our research is different as it mainly consists in providing a model-based approach 
to the development of a collaboration (or choreography). For this reason it is essential 
to mediate betwen the capabilities of current technology (BPEL in this case) and 
conceptual requirements, such as the need for multiple-sending activities (and 
multiple-receiving ones). 

9   Conclusion 

This paper has shown that the notions of collaboration and service are strongly 
related, a collaboration being an abstract representation of the interactions between 
two services and a service being a process that can be involved in one or more 
collaborations as a provider or a requester. 

According to the principles of model-based development this paper has illustrated 
how service models can be automatically mapped to BPEL orchestration processes, 
and has discussed the major issues to be taken into account. 

Current work proceeds in several directions, including: the extension from binary 
collaborations to multi-party ones, the introduction of transactional support [15], and 
the integration with other notations, such as BPMN [16]. 
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Abstract. An important aspect of managing service-oriented grid environments 
is negotiation of service level agreements. In this paper we propose a frame-
work in which we adopt the three-layer architecture of agent-based negotiation 
to the problem of service level agreement negotiation in services grids. We re-
port on the first experience with an implementation of the framework in the 
context of the WS-Agreement specification provided by the Global Grid Forum 
and present lessons learnt when using this framework in a simple practical  
scenario.  

1   Introduction 

Grid computing has emerged as a new paradigm for next-generation distributed com-
puting. It supports a notion of virtual organizations that can share resources for solv-
ing large problems in science, engineering, and business.  

Service-orientation in grid computing focuses on virtualization of grid resources 
such as computational resources, storage resources, networks, programs, databases 
and so forth, and representing them by means of an extensible set of services that may 
be accessed, shared and composed in various ways [12]. The Open Grid Services 
Architecture (OGSA) [13] has taken up this approach and introduced the concept of 
grid services. At the same time integration and management of distributed applica-
tions by means of services is the objective of Web Services [36]. In an attempt to take 
advantage of progress in these two areas, the Globus Alliance [16] in conjunction 
with industry support has further developed the existing Web Service standards and 
the OGSA specification, and proposed the WS-Resource Framework (WSRF) [3]. 
WSRF supports creation, addressing, inspection, and lifetime management of re-
sources as stateful services. It defines the semantics of WS-Resources and summa-
rizes how interoperability between components from different sources can be en-
hanced using a service-oriented resource view [5]. Rather than shared usage of com-
puter resources in computational grid infrastructures, services grids use grid para-
digms in the context of services providing service-oriented applications on demand.  
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One of the most important aspects of service-oriented computing environments is 
that their administration and management is driven by individual organizational goals 
and application requirements. In order to support cross-enterprise dynamic composi-
tion and enactment of services, a number of fundamental issues regarding manage-
ment of service quality and regulation of service behavior must be addressed. Some of 
these issues are: (a) How can the behavior of services be adjusted dynamically and 
who does that? (b) If services are created dynamically based on requirements of the 
consumer, how do participants find a mutually acceptable configuration? (c) How can 
these agreed service configurations be stored? 

The key concept in addressing these issues is service level agreement (SLA). Simi-
larly to commercial situations where “best effort” service guarantees are not suffi-
cient, the agreement documents that specify what the user receives from the offered 
resources and its relevant performance guarantees are required in the form of SLA. 
SLAs capture the mutual responsibilities of the provider of a service and its client 
with respect to functional and non-functional parameters. For example, an agreement 
may define bounds on service response time and availability, or other service level 
objectives that describe the required quality of a service. Hence the main motivation 
for creating SLAs between providers and consumers is to get a reasonable certainty of 
the provided service behavior. 

In a distributed cross-enterprise services grid numerous services interact with each 
other simultaneously, taking the roles of a provider and a consumer at the same time. 
The conditions of each of these relationships need to be represented in a SLA docu-
ment. Keeping track of creating such SLAs, monitoring and evaluating service per-
formance against them, and triggering appropriate actions in cases of SLA violation 
and exceptions are tasks of overwhelming importance. They include analysis of which 
part of SLA is violated and which party is responsible for it, what consequences arise 
from the violation for the overall system, and what the monetary and legal impacts are 
for the participants. Currently these tasks are performed by humans and require sub-
stantial manual effort, hindering broader adoption of services grids across enterprises 
as manual connection and contract negotiation are too costly on a large scale. There-
fore, automation support for these tasks, especially for negotiating SLAs, is required. 
This automation must include automated creation of SLAs (e.g. as the result of nego-
tiation), and other tasks during SLA lifecycle including their fulfillment and termina-
tion. In this context a flexible and precise SLA language, appropriate SLA templates, 
and a standardized SLA terminology are needed. 

In this paper we propose a framework for automated negotiation of service level 
agreements in services grids, with the focus on the agreement creation phase. The 
framework adopts the three layer architecture of agent-based negotiation [21] to grid 
service agreements, involving decomposition of the negotiation into the negotiation 
objects, negotiation protocols and decision making models that are represented as 
different services. In addition to presentation of the theoretical framework, we also 
demonstrate its adaptability in a practical scenario and report on our first experiences 
in implementing it in the context of the Web Service Agreement specification (WS-
Agreement) [1].  

The paper is structured as follows. In the next section we briefly summarize related 
work concerning service level agreements in service-oriented environments. In Sec-
tion 3 the concept of service-based representation of agreements is introduced.  
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Section 4 discusses techniques for negotiating service level agreements and the pro-
posed framework for automated negotiation of SLAs in services grids is described in 
Section 5. In section 6 we provide more details on a prototypical framework imple-
mentation. Finally, the conclusions are presented in section 7. 

2   Related Work 

Research in grid service management has resulted in various approaches for grid 
resource reservation [6, 8, 38, 18] and quality of service delivery at the resource level 
[17]. An important part of these approaches is dedicated to the question of how to 
manage a grid resource in relation to an agreement document defining the resource 
consumption and provision. A standard concept of arranging and coordinating the 
services on the Grid are SLAs [22]. Accordingly, different specifications for describ-
ing and managing SLAs in XML-based representations are proposed in the Web Ser-
vice Level Agreement (WSLA) [26], by SLAng [24] and in HP reports [31].  

In order to realize an agreement represented by a SLA, several approaches define 
general frameworks for Grid resource reservation, acquisition, task submission, and 
binding [38, 18]. In contrast to these advanced reservation and balancing techniques, 
the Service Negotiation and Acquisition Protocol (SNAP) introduces a protocol for 
managing the process of negotiating an access to the resources and their use in a dis-
tributed system [4]. To represent these SLAs for every grid service running on behalf 
of a client, the corresponding SLA service can be instantiated. It contains and vali-
dates the SLA according to the WS-Agreement specification [1].  

Although most of the above work recognizes SLA negotiation as a key aspect of 
SLA management, they usually provide little guidance of how negotiation (especially 
automated negotiation) can be realized. In a more general context, automated negotia-
tion has been an important part of agent research (e.g. [21, 33]). They propose nego-
tiation mechanisms including different interaction protocols and decision making 
models for negotiation in multi-agent systems. In this paper we adapt the agent-based 
negotiation approach for dynamic automated negotiation of SLAs in service grids, 
and provide a practical framework where different negotiation protocols and decision 
making strategies can be realized by service-based SLAs. 

3   Service-Based Representation of Agreements 

This section gives a concise overview of how relationships between Grid participants 
can be modeled and managed in a standardized way. As stated before, the relation-
ships between service providers and clients are represented in SLAs to express agree-
ment about the behavior of a provided grid service. In service-oriented grid environ-
ments every element is represented as a service, e.g. a WS-Resource service. Follow-
ing this notion of service orientation and virtualization of resources, SLAs can also be 
represented by a WS-Resource service. Such an approach is proposed by the WS-
Agreement specification published by the Global Grid Forum (GGF) [14]. The fun-
damental idea of WS-Agreement is the representation of a SLA as WS-Resource 
service in an agreement service. It describes an XML-based language for specifying 
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an agreement between a service provider and a consumer, and a protocol for creation 
of an agreement using agreement templates. In this way each WSRF compliant agree-
ment service represents an SLA and provides interfaces through which the provider 
and customer service management applications interact with each other. As described 
previously each WSRF service is capable of supporting lifecycle mechanisms.  

The WS-Agreement specification consists of two basic layers (figure 1):  

− the agreement layer: which provides a Web service-based interface that represents 
SLAs, 

− the service layer which represents the application-specific layer of the provided 
business service. 

The agreement layer represents a manageable interface for contacting and interacting 
with a service provider. It publishes information like acceptable agreement terms and 
enables the creation of agreement service instances in a factory service. The agree-
ment service facilitates the representation of an agreement, captures the agreement 
terms, manages service lifetime and provides agreement composition capabilities.  

The WS-Agreement model covers all periods of the SLA lifecycle. It contributes 
an abstract but substantial interface description for SLAs between providers and con-
sumers and encourages the approach of service-orientation in grid computing envi-
ronments. However, it does not specify how the service provider and consumer can 
come to an agreement and how the agreement process can be supported. 
 

 

Fig. 1. WS-Agreement service model [1] 

4   Negotiating Service Level Agreements 

While all phases of the agreement lifecycle involve complex processes and require 
extensive investigation, the discussion in this work is restricted to the first period, i.e. 
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the creation of SLAs. The fundamental question of creating an agreement is: how do 
participants successfully create agreements? Humans, when faced with the need to 
reach an agreement on a variety of issues make use of negotiation, a process by which 
a joint decision is made by two or more parties. Typically, the parties first verbalize 
contradictory demands and then move towards an agreement by a process of conces-
sion making or search for new alternatives [29]. However, the scalable deployment 
and open architecture of WSRF environments enable a multiplicity of services with 
an unlimited number of service characteristics. Different organizational goals, service 
requirements and oppositional objectives require policies and technologies to manage 
the heterogeneity of a grid and make service negotiation a complex process. Currently 
operations like SLA creation and negotiation are subject to manual and human influ-
ence and call for additional support, e.g. for automated negotiation. In automated 
negotiations a broad range of issues have to be analyzed. That includes issues about 
the necessary negotiation interactions, characteristics of the negotiated services, and 
rules what decisions have to be made at what time [25].  

A commonly recognized approach to automated negotiation is based on structuring 
its mechanism into: negotiation objects, negotiation protocols, and decision making 
models [25].  

Negotiation protocols define a set of rules that prescribe the circumstances under 
which the interaction between agents takes place, called the rules of encounter [25]. 
They cover the permissible types of participants, the negotiation states, the events that 
cause negotiation states to change and the valid actions of the participants in particu-
lar states. While negotiation protocols are quite different for different categories of 
negotiation, they have one thing in common: interaction protocols expand the scope 
from the exchange of single messages to complete multi-step transactions (also called 
conversations or dialogues). 

Negotiation objects are described by the range of issues over which agreement 
must be reached. The object can contain multiple attributes. These attributes can be 
classified as: 

− service-specific attributes, such as quality of service (QoS), service level or other 
technical specifications, 

− transaction attributes that are generic for the service, such as price, timings, penal-
ties and so on. 

Moreover, attributes may be: 

− non-negotiable (i.e. having a fixed value), 
− negotiable (i.e. having multiple possible values). 

Decision making models provide a computational apparatus for making negotiation 
decisions according to the participants’ negotiation strategies. The negotiation strat-
egy governs the participant’s general behavior and best course of actions and policies 
to achieve a goal. The sophistication of the model and the decisions that have to be 
made are influenced by the negotiation protocol in place, by the nature of the negotia-
tion object, and by the range of operations that can be performed on it [23]. Examples 
of decision making models used for automated negotiation are game theory based 
models [27, 32], heuristic approaches [29, 30] and argumentation-based approaches 
[28, 28, 33]. 
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5   SLA Negotiation Framework 

The application of the WS-Agreement model enables the representation of SLA rela-
tionships by agreement services and provides standardized interfaces for agreement 
negotiations. However, the WS-Agreement specification gives no recommendations 
for how to come to these agreements and how to integrate the actual negotiation of 
these agreements into one context. This work proposes a negotiation framework for 
service level agreements (Fig. 2). 
 

 

Fig. 2. SLA negotiation framework architecture 

The underlying principle of the framework is decomposition of the negotiation 
mechanism into its basic elements: negotiation object, negotiation protocol, and deci-
sion making model in the context of service level agreements and on the basis of 
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WSRF grid mechanisms. By modularizing and structuring the agreement negotiation 
into its fundamental components it allows for dynamic adjustment of agreement poli-
cies and integrates interaction mechanisms, decision making management and dy-
namic control of service behavior. The framework is horizontally separated into the 
service client and service provider sides and vertically divided into the agreement and 
service layers, adopting the conceptual layered WS-Agreement service model. While 
the service layer is adopted from the specification without changes, the agreement 
layer extends the WS-Agreement service model. It consists of additional stand-alone 
components which fulfill well-defined, autonomous tasks during SLA negotiation. 
These components are: 

− Agreement Provider and Initiator respectively, 
− Protocol Service Provider, 
− Decision Making Service Provider. 

All components are encapsulated in their own services and can be offered by different 
parties following the service-orientation approach. The tasks of each component are 
described below. 

Agreement Provider. The agreement provider represents a service provider in con-
tractual matters. It provides interfaces that are necessary for interacting with a pro-
vider during service negotiation. It is responsible for describing the negotiation object 
(i.e. an application service) and its attributes (e.g. functional and non-functional prop-
erties). Beside that the agreement provider creates SLA documents in the form of 
agreement instances. The Agreement Provider incorporates the WS-Agreement model 
and has WSRF-compliant agreement factory and agreement port types.  

The agreement factory service provides a manageability interface for negotiating 
with an agreement provider and is responsible for the interaction with an agreement 
initiator. It includes receiving and sending messages and advertising supported agree-
ment templates. It facilitates the creation of agreement service instances and SLA 
lifetime management.  

The agreement service represents the result of a successful negotiation in the form 
of a stable service level agreement between a service client and a service provider. It 
embodies a well understood service description and captures a mutual understanding 
of the expected application service behavior. 

Neither the agreement factory nor the agreement service implement any negotia-
tion logic itself – they provide only negotiation interaction interfaces and the SLA 
documents. Once a negotiation opponent (i.e. the agreement initiator) sends a mes-
sage to the agreement factory service it forwards this message to a protocol service 
provider. 

Protocol Service Provider. In order to make the agreement factory service independ-
ent from negotiation protocol-specific processing, it uses external protocol services. 
The protocol service decides who can do what and when, and how to react to events 
during negotiation. It enforces a coordinated behavior during a negotiation following 
the normative rules of the employed protocol. This includes rules about the types of 
participants, the negotiation states, events and actions that are taken on them. The 
protocol service offers interfaces that are appropriate for handling the received mes-
sages for the Agreement Provider.  
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Since the negotiation protocols can be different for different categories of negotia-
tion, it is essential that the negotiating parties have a common understanding of mean-
ing and order of the messages and their consequences. A convenient way to ensure 
mutually coordinated negotiation behavior is to use the negotiation protocols speci-
fied by standardization institutions such as FIPA [9]. Examples of FIPA protocols 
commonly used for automated negotiation between agents are FIPA’s contract net 
protocol [10] and the iterated contract net protocol [11]. In the proposed framework a 
protocol service provider may offer various negotiation protocols that an agreement 
factory service can choose from. It also allows for multiple protocol service providers 
to offer numerous negotiation protocols that can be used as needed.  

Nevertheless, the protocol service does not make decisions in response to the re-
ceived messages, such as proposal assessments, evaluations or counter-offer genera-
tions. These operations are handled by an external decision making service. 

Decision Making Service Provider. The decision making model of a negotiation is 
encapsulated in a decision making service. Similar to the protocol services several 
decision making service providers may offer various decision making models with 
different levels of sophistication encapsulated in numerous services. 

In this context an important question is: how does the decision making service 
know the preferences and business rules (e.g. SLA parameter acceptance thresholds) 
of the actual application service provider? First of all, the service provider needs to 
formally define these preferences and business rules to make them available for proc-
essing by individual decision making services in a standardized way. For that purpose 
this framework incorporates the syntax and semantics of the Policy-driven Automated 
Negotiation Decision-Making Approach (PANDA framework) [15], which facilitates 
automated decision making during negotiation.  

The PANDA framework defines so called decision strategy rules in a structured 
XML syntax. The basic building block of a strategy is a single rule, consisting of a 
condition part and an action to be performed if the condition is satisfied. The condi-
tions are Boolean expressions and an action is a series of data sources. Each negotia-
tion object that influences the decision is represented by a rule and only if the condi-
tion of the object’s rule is fulfilled the action will be executed. The condition includes 
a Boolean operator, the minimal utility acceptance threshold and the relative utility 
weight. Additionally each rule encapsulates the parameters that describe the utility 
function for a certain object of negotiation.  

6   Implementation Details 

The proposed negotiation framework has prototypically been implemented and dem-
onstrated with a simple business scenario in a Grid service environment. All compo-
nents involved in the framework are implemented as Web services and hosted by the 
WSRF.NET 2.0 platform [36, 37], an implementation of the WSRF specification 
running on Microsoft’s Internet Information Server. The presented services are  
developed using C# programming language in Microsoft’s Visual Studio .NET 2003 
environment. 
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The negotiation scenario presents a business model where a financial service pro-
vider offers financial services on the basis of Web services to several clients. One of 
these services that is implemented in our scenario simulates the evaluation of a per-
son’s credit history and anticipates the credit worthiness on a given taxpayer number. 
The service can be provided with different configurations described by several attrib-
utes. These are the service level, i.e. gold, silver, bronze describing the comprehen-
siveness of the calculated score, a quality of service index, an abstract value that in-
cludes availability of the service and the response time dependent on a requested level 
of throughput, the price per invocation and a minimal number of invocation requests. 
All of these attributes - service level, QoS value, price, and minimal invocation re-
quests - are open for negotiation and form a multi-dimensional negotiation space.  

After the service provider and its client allocate their extensible decision rules to 
the agreement initiator service and the agreement provider service, respectively, nego-
tiation of the financial services can be initiated and executed. The demonstration inte-
grates protocol services based on FIPA’s contract net and iterated contract net proto-
cols, and simple decision making services based on heuristic negotiation strategies. 
Figure 4 shows a screenshot of the user interface. 
 

 

Fig. 3. Message flow during a call for proposal 
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The steps occurring during a call for proposal and proposal making executed one 
after another are illustrated by an arrow in Figure 3 and described below: 

1. The whole negotiation process is initiated by an external enactment, i.e. manually 
by the service client. During this step the client’s decision rules (XML rules I) are 
provided to the agreement initiator service. Also the choice of a negotiation proto-
col can be pre-defined here. However, the agreement initiator service can also 
choose a suitable negotiation protocol itself, i.e. if the agreement factory service 
insists on a particular protocol. As an example the FIPA contract net protocol 
(CNP) mentioned above is used. 

2. The agreement initiator service sends a message to a suitable CNP protocol ser-
vice to start negotiation. As the agreement negotiator maintains no negotiation 
logic, it just invokes the negotiation process. Together with this request it assigns 
the extensible decision rules of the client to the protocol service.  

3. The CNP initiates negotiations with a ‘call for proposal’ message (CFP) that is 
sent to the service provider according to a pre-defined syntax (ACL). The protocol 
service creates such a CFP message and returns the ready-for-sending message to 
the agreement initiator.  

4. The agreement initiator service contacts the agreement factory service and sends 
the CFP message.  

5. The agreement factory service, as the manageable interface for contracting with a 
service provider, receives the message. As the decision rules of the contracting 
parties are usually contrary and kept private, the factory service stores another set 
of decision rules (XML rules II) for the service provider. This service provides 
only an interface and does not implement any operations itself. It analyses the 
value for the protocol suggested by the agreement initiator and assigns the mes-
sage together with the decision rules to a suitable CNP protocol service.  

6. The message together with the XML rules II are send to a CNP protocol service. 
7. The protocol service analyses the message and decides on the consequences when 

receiving a CFP. In this example it decides to make a proposal. However, genera-
tion of a proposal is part of the negotiation strategy and is therefore encapsulated 
in an external decision making service.  

8. The CNP protocol service sends a call for generating a proposal to the decision 
making service. It attaches the XML rules II. 

9. The decision making service creates a proposal on the base of the decision rules. 
10. The generated proposal is returned to the protocol service. 
11. The protocol service creates a proposal message compliant with the ACL syntax 

and embeds the values of the created offer.  
12. Afterwards it returns the proposal message to the agreement factory service.  
13. The agreement factory service creates a new instance of an agreement service and 

writes the values of the received proposal message into the agreement instance. 
14. The end-point reference of the agreement service instance is retuned to the agree-

ment factory service. 
15. The agreement factory service sends the proposal message together with the end-

point reference locator of the created agreement service instance back to the 
agreement initiator.  
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16. The agreement initiator triggers further actions following the sequence flow of the 
CNP. In particular it is able to request the agreement service instance, i.e. for 
evaluating the proposal by the client’s decision making service. 

Figure 4 shows a screenshot of the messages recorded at the demonstration GUI dur-
ing a call for proposal. 
 

 

Fig. 4. Recorded messages on the SC GUI 

7   Conclusions 

This paper proposed a framework for dynamic creation of service level agreements 
based on automated negotiations between service providers and consumers. It pro-
vides several advantages over the existing approaches. The separation of the agree-
ment and service layers as adopted from the WS-Agreement specification allows for a 
distinct encapsulation of the negotiation and application logics. It enables flexible 
relationships between the application and agreement service providers, and scenarios 
in which a number of application service providers can use various agreement provid-
ers to negotiate contracts with their clients. As described above, for that reason the 
service providers can leave their individual negotiation pre-configurations (e.g. sup-
ported contract types, acceptable agreements and negotiation constraints) encapsu-
lated in the decision rules at the agreement provider side. Accordingly, the service 
clients can leave their decision rules at the agreement initiator component. 

The second advantage comes from the modularization of the agreement layer. The 
participants – the agreement factory service in particular – have the flexibility to 
choose a suitable protocol depending on parameters such as the characteristics of the 
negotiation object or certain negotiation requirements of the client, e.g. if the client 
insists on negotiating on the basis of a particular protocol. In the same way it supports 
a flexible and dynamic choice of decision making models. It is possible to choose 
different levels of sophistication when making a decision and even changing the deci-
sion making model during a conversation is feasible.  

The third advantage concerns the scalability and extensibility of the framework and 
its used components. Due to its modular architecture, additional protocol services or 
decision making models can easily be integrated to change the negotiation behavior of 
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the participant. We expect that this can significantly reduce the time necessary to 
reach an agreement and that it can allow making a large number of transactions within 
a small amount of time automatically.  
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Abstract. Automatic or assisted workflow composition is a field of in-
tense research for applications to the world wide web or to business pro-
cess modeling. Workflow composition is traditionally addressed in various
ways, generally via theorem proving techniques. Recent research [1] ob-
served that building a composite workflow bears strong relationships with
finite model search, and that some workflow languages can be defined as
constrained object metamodels [2,3]. This lead to consider the viability
of applying configuration techniques to this problem, which was proven
feasible. Constrained based configuration expects a constrained object
model as input. The purpose of this document is to formally specify the
constrained object model involved in ongoing experiments and research
using the Z specification language.

1 Introduction

We place ourselves in the scope of automatic or computer aided workflow com-
position, with immediate applications to Business Process Modeling or the Se-
mantic Web. The basic assumptions for composing workflows is that there exists
a form of directory listing of elementary workflows that are potential candidates
for composition, as well as a directory listing of transformations that are us-
able to mediate between workflows having “bitwise” incompatible message type
requirements. How and when a proper list of elementary workflows and trans-
formations can be obtained is beyond the scope of this research, and is treated
as if it was available to the program from the start.

We also assume that the composition process is goal oriented: a user may list
the message types he can possibly input to the system (e.g. credit card number,
expiry date, budget, yes/no answer etc...), and the same user may formulate the
precise (set of) message(s) that must be output by the system (e.g. a plane ticket
reservation electronic confirmation: the “goal”).

A previous work [1] proved the feasibility of using a configurator program to
solve this problem, and presented a constrained object model adequate for this
purpose, using the semi formal language UML/OCL. Although it was shown in
[4] that such a use of UML/OCL is viable, the language is also known as having
limitations, notably concerning relational operators. The original contribution
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of this work is to propose a formal specification of the same constrained object
model using the Z specification language. Z was shown suitable for such a usage
in [5], via a framework for the Z specification of constrained object models1.
This research heads towards the complete formal specification of a constrained
object model for workflow composition.

The plan of the article is as follows. The current section 1 is introductory,
and briefly presents the context retained for dealing with workflow composition
configuration in Subsection 1.1, and related work in 1.2. Section 2 briefly intro-
duces Z and the predefined class construct used in the specification. Section 3
presents the specification of a constrained object model combining a metamodel
for activities and data type ontologies. Section 4 concludes.

1.1 Context for Workflow Composition

We consider workflows defined using a variant of extended workflow nets, as are
UML2 activity diagrams [2] or the YAWL language [3]. The underlying model is
that of colored Petri nets, where messages (tokens) have types. The full context,
similar to that in [6,7,8] is presented in greater detail in [1] and needs not be
recalled here. We illustrate our central assumptions by considering the rather
complex Producer/Shipper composition problem from [8], interesting because
the participating workflows must be interleaved, and results must be aggregated.

Request Treatment

Offer Treatment

ShipperOfferAcceptance

 

OfferRejected OfferAccepted

ShipperOffer

Request

ShipperRequest

Offer

OfferAcceptance

DeliveryConf

ShipperDeliveryConf

Fig. 1. The shipper provided workflow

Figure 1 illustrates the shipper’s partial workflow, as defined before search be-
gins. The producer’s workflow is similar, modulo the message type ontologies.
The composition result is shown in Figure 2. This composed workflow involves
1 Also called Object Oriented Constraint Programs.



104 P. Albert, L. Henocque, and M. Kleiner

synchronization, interleaving, transformations (we used oval boxes to denote
transformations) and it should be noted that some execution paths are dis-
carded: indeed, under user rejection, the goal cannot be fulfilled. This illustrates
why we later will need a Boolean attribute for active paths in the metamodel.

Basically, the external user is present via the message it inputs to the global
workflow. In Figure 2, all the workflow elements that are not visible in the shipper
workflow above or its producer counterpart must be introduced automatically
in order to obtain a valid composition.
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Fig. 2. The shipper and producer composed workflow

1.2 Related Work

The underlying approach to Semantic Web Service composition using configura-
tion techniques is presented in [1], as well as an OCL based problem specification.
Automated workflow composition is a field of intense activity, with applications
to at least two wide areas: Business Process Modeling and the (Semantic) Web
Services. Tentative techniques to address this problem are experimented using
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many formalisms and techniques, among which Situation calculus [9], Logic pro-
gramming [10], Type matching: [11], Coloured Petri nets: [6,7], Linear logic: [12],
Process solving methods [13,14,15], AI Planning [16], Hierarchical Task Network
(HTN) planning [17,18], Markov decision processes [19].

2 Introducing Z

For space reasons, it is impossible to make this paper self contained, since this
would suppose a thorough presentation of both the UML notation [2], and the
Z specification language [20]. The reader, if novice in these domains, is kindly
expected to make his way through the documentation, which is electronically
available. We now provide a brief description of several useful Z constructs.

2.1 Data Types as Named Sets

Z data types are possibly infinite sets, either uninterpreted ([DATE ]), or ax-
iomatically defined as finite sets (dom : ), or declared as free types (colors ::=
red | green | blue).Other relation types are built as cross products of other sets.

2.2 Axiomatic Definitions

Axiomatic definitions allow to define global symbols having plain or relation
types. For instance, a finite group is declared as

zero : dom
inverse : dom dom
sum : (dom × dom) dom

∀ x : dom • sum(x , inverse(x )) = zero
∀ x : dom • sum(x , zero) = x
∀ x , y : dom • sum(x , y) = sum(y, x )
∀ x , y, z : dom • sum(x , sum(y, z )) = sum(sum(x , y), z )

The previous axiomatic definition illustrates cross products and function defi-
nitions as means of typing Z elements. Now axioms or theorems are expressed
in classical math style, involving previously defined sets. For instance, we may
formulate that the inverse function above is bijective (this is a theorem) in sev-
eral equivalent ways as e.g. ’inverse ∈ dom dom’ ( defines a bijection), or
explicitly using an appropriate axiom: ’∀ y : dom • ∃1 x : dom • inverse(x ) = y’.

2.3 Schemas

The most important Z construct, schemas, occur in the specification in the
form of named axiomatic definitions. A schema [D | P ] combines one or several
variable declarations (in the declaration part D) together with a predicate P
stating validity conditions (or constraints) that apply to the declared variables.
The reader is directed to the Z Reference Manual[20] for details.
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SchemaOne
a :
b : 1 . . 10

b < a

The schema name hides the inner declarations, which are not global. A schema
name (SchemaOne) is a shortcut for its variable and predicate declarations that
can be universally or existentially quantified at will. Schemas do not define object
identity hence are not suitable as such to describe object oriented semantics.

2.4 Shortcut Notation for Class Specifications

Z being non object oriented in any way, the specification of an object system
is verbose. In [5] are proposed the following shortcut definition for classes and
types, which makes use of the keywords class, abstract, discriminator, inherit.
We illustrate the general framework using a simple three class example. Assume
that A,B,C are the classes in a constrained object system where B and C inherit
A. The Z “extension” from [5] allows for the following simple declarations:

class − A : abstract
−discriminators : default
a :

a < 10;

class − B : concrete
−inherit : A − default
b : 1

class − C : concrete
−inherit : A

a ≥ 5;

These class declarations are a shortcut for the declaration in the Z specifi-
cation of diverse sets and axiomatic definitions, of the schemas : ObjectDef ,
ClassDefA, ClassSpecA, ClassDefB , . . ., and of the sets instances(ClassA), A,
instances(ClassB), . . ., with:

[ObjectReference]
ReferenceSet == ObjectReference

Object references are central to the object system, since they allow for specifying
object identity. We have three class names:

CLASSNAME ::= ClassA | ClassB | ClassC



A Constrained Object Model for Configuration Based Workflow Composition 107

The function instances maps class names to sets of object references:

instances : CLASSNAME ReferenceSet

The ObjectDef schema introduces a part common to all object representations:

ObjectDef
ref : ObjectReference
class : CLASSNAME

Now, the ClassDef ′X ′ schemas introduce the part specific to each class, plus
inheritance using schema inclusion

ClassDefA
a : 1 . . 10

ClassDefB
ClassDefA
b : 1

ClassDefC
ClassDefA

a ≥ 5

Class specifications introduce the common ObjectDef part and constrain the
class attribute to its proper value:

ClassSpecA =̂ ClassDefA ∧ [ObjectDef | class = ClassA ]
ClassSpecB =̂ ClassDefB ∧ [ObjectDef | class = ClassB ]
ClassSpecC =̂ ClassDefC ∧ [ObjectDef | class = ClassC ]

Then finally the object system can be modelled, by introducing the sets A,B ,C
of references that correspond to the usual undestanding of object “types”, again
accounting for inheritance:

A,B ,C : ReferenceSet

A = instances(ClassA) ∪ B ∪ C
B = instances(ClassB)
C = instances(ClassC )

instances(ClassA) = {o : ClassSpecA | o.class = ClassA • o.i}
instances(ClassB) = {o : ClassSpecB | o.class = ClassB • o.i}
instances(ClassC ) = {o : ClassSpecC | o.class = ClassC • o.i}
∀ i : instances(ClassA) • (∃1 x : ClassSpecA • x .ref = i)
∀ i : instances(ClassB) • (∃1 x : ClassSpecB • x .ref = i)
∀ i : instances(ClassC ) • (∃1 x : ClassSpecC • x .ref = i)
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The sequel of the presentation makes use of the “class” shortcuts introduced
above, and of some of the role dereferencing operators →, ⇀, ·, � :

[X ]
→ : ObjectReference × (ObjectReference X ) bag X
⇀ : ObjectReference × (ObjectReference X ) X
· : ObjectReference × ( ObjectReference X ) X
� : ObjectReference × ( ObjectReference X ) X

∀ s : ObjectReference; r : ObjectReference X • s → r = bagOf (r)(s)
∀ s : ObjectReference; r : ObjectReference X •

s ⇀ r = (μ t : bagOf (r)(s) • first t)
∀ s : ObjectReference; r : ObjectReference X • s · r = r(s)
∀ o : ObjectReference; r : ObjectReference X • o � r = r({o})

where the function bagOf maps every function from ObjectReference to X to a
function from sets of ObjectReference to bags of X , assuming the existence of a
function pickFirst applied to any set of (totally ordered) object references:

[X ]
bagOf : (ObjectReference X ) ( ObjectReference bag X )

∀ f : ObjectReference X • bagOf (f )( ) =
∀ f : ObjectReference X •

∀ d : 1(dom f ) • (let x == pickFirst(d) •
bagOf (f )(d) = (bagOf (f )(d \ {x}) � ({f (x ) → 1})))

3 A Metamodel for Workflow Composition

Workflow reasoning requires a workflow language with enough generality to be
practically viable. Furthermore in our case, since we expect to treat workflow
composition as a configuration task, it is of particular importance that the lan-
guage is modular wrt. most if not all the workflow patterns referenced in [21].
The simplest such language is the extended workflow net YAWL language [3],
now very close from a subset of UML2 [2] activity diagrams.

We present our constrained object model according to the standard model
driven architecture recommendations, except for the use of Z as a formal speci-
fication language. The next subsection introduces the classes, their associations
and attributes using class diagrams. Then follows a detailed presentation of the
relevant constraints, in the form of Z axiomatic definitions.

3.1 Metamodel Specification

Actions. Actions are the core constituents of a workflow. As defined in UML2,
actions may have a certain number of messages as their inputs and outputs.
Those inputs/outputs have defined types, taken from existing ontologies of data
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types. All actions have an “owner” (the original workflow they belong to: for
instance, an action may belong to the Producer workflow). In UML2 the term
workflow is synonym to that of Activity. All workflow parts that are dynamically
added by the configurator in order to create the composed workflow belong to
a newly introduced owner called the Composition Workflow. There are different
types of actions, illustrated in the metamodel in Figure 3:

Activity

−Active:boolean

−Relation:Owner

FinalNode

InitialNode

Decision
Transformation

Action

Join

Merge

Fork

Message

−Active:boolean

−Order:Boolean
theInputs

*

theOutputs

*
isOutputOf0..1

isInputOf0..1

ControlFlow ExternalSignal

Fig. 3. Meta-model for workflows activities

– Initial nodes: the starting point of the workflow. Initial nodes don’t take any
inputs. They are graphically represented using a black circle.

– Final nodes: a possible end of the workflow. Final nodes don’t produce any
outputs and are represented using a white circle and a black dot in the center.
There may be several final nodes in a workflow.

– Control nodes: joins, forks, merges, decisions. A fork initiates concurrency
by duplicating its input token to all outputs. Join is the corresponding syn-
chronization construct. Decision (also known as “split”) and merge are the
standard if/else conditional branching constructs.

– Actions: operations executed locally by the workflow owner.
– Transformations: activities for transforming message data types with no fur-

ther side effect. Transformations are called data mediators in the context
of web service composition. Available transformations can be chosen by
the composition designer, or they can be discovered (as e.g. in the con-
text of Semantical Web Services). The distinction between actions in gen-
eral and transformations in particular is widely acknowledged in the work-
flow/process/WS communities. Called “data mediators” in the context of
WS, UML2 “transformations” have the sole effect of reformatting data, and
do not enter in further interactions with other parts of the workflow.

– External Signals: An activity that outputs external messages, typically user
provided messages.
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Class specifications. We now introduce the Z specification of the constrained
object model used for the configuration of workflow compositions. The class
specifications listed below straightforwardly follow from Figure 3. We use the
notational shortcuts introduced in [5] for class declarations. These shortcuts al-
low for straightforward class definitions, and introduce several (hidden) auxiliary
data types and sets. We also take the freedom of introducing the type “Boolean”
in the language, for the sake of simplicity (Boolean ::= true | false).

class − Activity : abstract
active : Boolean

and similarly for Action, ControlFlow , ExternalSignal , InitialNode, FinalNode,
Transformation.

class − Decision : concrete
−inherit : ControlFlow

and similarly for Merge, Split , Join.

class − Message : concrete
active : Boolean
order :

order ≥ 0

Relation specifications. According to Figure 3 there exists a relation between
workflows and abstract actions: each action has a single owner workflow. This
can be modeled using an injection ’owner : Activity Workflow ’. The relations
listed in Figure 3 between the Activity and Message classes can be specified as:

outputs : Activity Message
inputs : Activity Message
isOutputOf : Message Activity
isInputOf : Message Activity

isOutputOf = outputs∼

isInputOf = inputs∼

where inputs∼ denotes the relational inverse of the relation inputs , and
denotes a partial injection. Partial injections are useful to specify situations
modeled using 0, 1 cardinalities as in Figure 3.

3.2 Ontology of Message Types

Each message has a related data type, from a workflow specific ontology. We use
predefined ontologies for user interaction schemes, and import the ones required
by the selected web services. User interaction schemes, as implemented by the
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composition activity OfferAcceptance, constrain the types of their I/O messages.
From an abstract standpoint, they output an OfferAnswer if both an Offer and
an UserAcknowledgement are provided. However the precise Offer/OfferAnswer
type match is constrained: they must share the same owner workflow. For exam-
ple, a ShipperOfferAnswer can be output only if a ShipperOffer is input to the
user interaction. Figure 4 illustrates the fact that such answers belong to both
the hierarchy of standard datatypes and of imported service ontologies.

Message

−active:Boolean
DataType

Offer

−price:Float

−Currency:String

OfferAnswer

−accepted:Boolean

UserAcknowledgement

ProducerOffer

−productSize:int

ProducerOfferAnswerShipperOffer

−deliveryDays:int

ShipperOfferAnswer

Fig. 4. Abstract model for workflow data types ontologies

Class specifications. The class specifications straightforwardly follow from
Figure 4. We assume the free type ’Currency ::= Euro | Dollar | Yen . . .’

class − DataType : abstract

class − Offer : abstract
−inherit : DataType
price :
currency : Currency

and similarly according to Figure 4 for OfferAnswer , UserAcknowledgement ,
ProducerOffer , ProducerOfferAnswer , ShipperOffer , ShipperOfferAnswer .

Relations. There is a relation between the Message and DataType class,
whereby each Message binds to at most one DataType object. This is speci-
fied using a partial function. The same DataType might be shared across several
Messages, hence dataType is not injective: ’dataType : Message DataType’.

3.3 Semantics

The previous object models are not enough to describe valid compositions, and
require a number of constraints governing the possible combinations of partial
workflows and additional elements that form acceptable compositions. We spec-
ify here a limited number of these constraints that are representative enough to
grasp the general idea.
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Composition specific constraints. From the simplified and slightly adapted
subset of the UML2 activity diagram metamodel in Figure 3, we observe that
both the Activity and Message classes implement a Boolean attribute called
“active”. This Boolean helps ensuring that a workflow can be composed from
sub-workflows if and only if at least one valid path yields the expected goal. This
allows our tool to produce composite workflows under the additional constraint
that control flow constructs must match the following constraints applying to
activities and messages:

– if an action is active, then all its input messages are active,
– if an active message is output of a join, all its inputs must be active,
– if an active message is output of a decision or a fork, then the input of this

activity must be active,
– if an active message is output of a merge, at least one of this merge’s inputs

must be active.

According with these, the program builds solutions such that at least one path
leads from the initial node to a final node reached via a message having the
correct goal type. In the case a valid path traverses a fork or a join, all other
incoming/outgoing paths must be valid too. If a user wants a robust solution
(meaning that all branches are valid), this can be obtained by forcing all parts
of the workflow to be active.

Activation related constraints. These constraints are not problem-specific
and therefore apply to any composition. The Boolean “active” denotes which
part of a workflow indeed participate in the solution. The rationale for this is as
follows: a workflow argument to a composition may involve decision/merge paths
that are ignored because either the conditions for their activation are known as
impossible (e.g. because from the connected message, we know that a test will
always fail) or because an exterior message required for their successful execution
is known as missing (e.g. a user message giving a credit card number in case the
user has none).

“If an action is active, then all of its inputs must be active messages”:
∀ a : Action • a.active ⇒ ∀m ∈ inputs(a) • m.active

“If an active message is output of a join, then all its inputs must be active”:
∀m : Message | m.active ∧ m � isOutputOf ∈ Join •

∀m ′ : Message | m ′ ∈ m � isOutputOf � inputs • m ′.active

“If an active message is output of a decision or a fork, all its inputs must be
active”:

∀m : Message | m.active ∧ m � isOutputOf ∈ Decision ∪ Fork •
∀m ′ : Message | m ′ ∈ m � isOutputOf � inputs • m ′.active

“If an active message is output of a merge, one of its inputs must be active”:
∀m : Message | m.active ∧ m � isOutputOf ∈ Merge •

∃m ′ : Message | m ′ ∈ m � isOutputOf � inputs • m ′.active
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“If a merge is active, then at least one of its inputs must be an active message”:
∀ a : Merge • a.active ⇒ ∃m ∈ inputs(a) • m.active

Composition related constraints. We assume the existence of a specific
workflow instance called “Composition” (Composition : Workflow). “All mes-
sages input of an external workflow are output of the composition workflow”:

∀m : Message • m � isInputOf � owner �= Composition ⇒
m � isOutputOf � owner = Composition

and conversely “All messages output of an external workflow are input of the
composition workflow”:

∀m : Message • m � isOutputOf � owner �= Composition ⇒
m � isInputOf � owner = Composition

Message ordering related constraints. Our model implements an integer
“order” parameter in the Message class that is used to prevent building inter-
locking or looping constructs.

“the order of an action’s input message is lower than the action’s output messages
orders (this “ordering” constraint allows to prevent looping situations in the
composite workflow):

∀m : Message • ∀m ′ : Message |
m ′ ∈ m � isInputOf � outputs • m.order < m ′.order

Pre-defined composition constraints. An OfferAcceptance action expects
as input an Offer plus a UserAcknowledgement, and produces an OfferAnswer as
a result. Both the Offer and the OfferAnswer point to actions having the same
workflow owner, which is not the Composition workflow.

∀ o : Offer , a : OfferAnswer | o � isInputOf = a � outputOf •
o � isOutputOf � owner = a � isInputOf � owner

Also, Fork nodes have the same type for their inputs and outputs. Formulating
such a constraint is possible, under the assumptions in [5]

∀ f : Fork , i , o : Message | i � isInputOf = o � isOutputOf = f •
i � getClass = o � getClass

Problem specific constraints. User provided message types fall into a few
categories, as e.g. credit card information, age, or budget... Assuming the user
input message type classes UserInput1, UserInput2, ...

∀m : Message | m � isOutputOf ∈ ExternalSignal •
m � getClass ∈ UserInput1,UserInput2, . . .

Also, a concrete composition instance must list the available transformation
types. In the context of (semantic) web service discovery, such transformations
may be the result of a query to a repository of ontology mediators.
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Finally, a precise workflow composition problem instance may involve policy
related constraints: constraints that are required to filter out valid yet unwanted
compositions, for instance in a way such that offer’s prices fall below a given
maximum value.

4 Conclusion

This work proposes a formal specification using the Z language of a constrained
object model involved in automatic workflow composition. Constrained object
models can be exploited straightforwardly by configurators to achieve automatic
or assisted workflow composition. Our formalization abstracts from the technol-
ogy used to assess the validity of such an approach, so that different configuration
techniques can be tested or compared on the same problem.

Configuration expects a constrained object model to operate, hence puts the
application design in a field familiar to many engineers. An essential part of the
object model, the metamodel for activity diagrams, already exists as a (subset
of) part of the UML2 specification relative to activity diagrams. Our Z specifi-
cation is compatible with all UML2 class diagram features (including multiple
inheritance and inheritance discriminators), thus allowing for the straightforward
translation of class diagrams. The advantages of Z wrt. UML/OCL are in the
statement of constraints. For instance UML dramatically lacks relational con-
structs and a cross product operator. Since in configuration problems, relations
abound with extra semantics (injectivity etc.), object model constraints can be
freely stated in Z, also taking advantage of using the richness of Z relational
operators, and the ability to define additional operators.
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Abstract. We define a high-level model to mathematically capture the
semantical meaning of abstract Virtual Providers (VP), their instantia-
tion and their composition into rich mediator structures.

1 Introduction

For the configuration [1] and composition [2,3] of Web services in interaction
protocols, a central role is played by process mediation (see [4], MIBIA [5],
WSMF [6], WebTransact [7]). We propose here an abstract model for mediators
(Sects. 2, 3), viewed as Virtual Providers (VP). The model supports provably cor-
rect mediator composition and the definition of appropriate equivalence concepts
(Sect. 4), which underlay algorithms for the discovery and run-time selection of
services satisfying given requests. In Sect. 5 we illustrate our definitions by a
Virtual Internet Service Provider (VISP) case study.

We start with a simple interaction model where each single request receives
a single answer from the VP, with no need to relate multiple requests. However,
to process single requests the VP has a hierarchical structure at its disposition:
Each request arriving at VP is viewed as root of a so-called seq/par tree of further
requests, which are forwarded to other providers. The children of a request node
represent subrequests which are elaborated in sequence. Each subrequest node
may have in turn children representing multiple subsubrequests, which are elab-
orated independently of each other. Nestings of such alternating seq/par trees
and other more sophisticated hierarchical subrequest structures can be obtained
by appropriate compositions of VPs as defined in Sect. 4.1.

The compositionality of our mediator model stems from an explicit separation
of its tree processing component from its communication interfaces for sending
and receiving requests and answers. This separation, defined in Sect. 2 on the
basis of an abstract message passing system, supports a flexible definition of the
service behaviour of VPs and of their behavioural equivalence (Sect. 4), which
also allows one to clearly identify the place of data mediation during the discovery
� Work and research on this paper were partly funded by the EU-project DIP.
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and runtime selection of providers able to satisfy given requests. Furthermore, the
separation of communication from proper request processing supports a smooth
integration of a variety of workflow and interaction patterns [8,9].

In Sect. 2.3 the single-request oriented model is refined by a notion of internal
state, so that the relevant information about previous requests, which may be
related to an incoming request, can be extracted from the internal state — in
practical Web applications typically by a wrapping session handling module.
This refinement step is only a tiny illustration of much more one can do to turn
our abstract VP model in a faithful way into fully developed mediator code.

As modelling framework we use Abstract State Machines (ASM), a form of
pseudo-code working on arbitrary structures. ASMs provide the necessary flexi-
ble and precise mechanism we need to capture dynamic behavior over abstract
states.1 An introduction into the ASM method for high-level system design and
analysis is available in textbook form in [10], but most of what we use here is
self-explanatory. The various refinements used are instances of the general ASM
refinement concept defined in [11].

2 The Communication Interface of VirtualProviders

We see a Virtual Provider as an interface (technically speaking as an ASM
module VirtualProvider) providing the following five methods (read: ASMs):

ReceiveReq for receiving request messages (elements of a set InReqMssg
of legal incoming request messages) from clients,2

SendAnsw for sending answer messages (elements of a set OutAnswMssg)
back to clients,
Process to handle request objects, elements of a set ReqObj of internal
representations of ReceivedRequests, typically by sending to providers a series
of subrequests to service the currently handled request currReqObj ,3

SendReq for sending request messages (elements of a set OutReqMssg) to
providers (possibly other VPs, see the VP composition in Sect. 4.1),
ReceiveAnsw for receiving incoming answer messages (elements of a set
InAnswMssg) from providers.

This module view of VirtualProvider — as a collection of defined and callable
machines, without a main ASM defining the execution flow — separates the
specification of the functionality of VP components from that of their schedulers.
The underlying architecture is illustrated in Fig. 1.

1 This is not the place for a systematic comparison of different methods. Since we start
modelling from scratch here, no other related work is used besides what is cited.

2 Since instances of VirtualProvider can be composed (see Sect. 4.1), such a client
can be another VP’ asking for servicing a subrequest of a received request.

3 Since the underlying message passing system is abstract, VirtualProvider can
be instantiated in such a way that also Process itself can be a provider and thus
service a subrequest ‘internally’. This reflects that the mediation role for a request
is different from the role of actually servicing it.
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Fig. 1. Architecture

MODULE VirtualProvider =
ReceiveReq SendAnsw Process SendReq ReceiveAnsw

2.1 Abstract Message Passing

For sending and receiving request and answer messages we abstract from a con-
crete message passing system by using abstract communication interfaces (pred-
icates) for mail boxes of incoming and outgoing messages.

ReceivedReq in ReceiveReq expresses that an incoming request message
has been received from some client (supposed to be encoded into the mes-
sage).
ReceivedAnsw in ReceiveAnsw expresses that an answer message (to a pre-
viously sent supposed to be retrievable request message) has been received.
An abstract machine Send is used a) by SendAnsw for sending out answer
messages to requests back to the clients where the requests originated, b) by
SendReq for sending out requests to providers. We assume the addressees
to be encoded into messages.

We separate the internal preparation of outgoing messages in Process from
their actual sending in Send by using the following abstract predicates for mail
boxes of outgoing mail:

SentAnswToMailer expresses that an outgoing answer message (elaborated
from a Process internal representation of an answer) was passed to Send.
SentReqToMailer expresses that an outgoing request message (corresponding
to an internal representation of a request) has been passed to Send.

2.2 The Send and Receive Submachines

The interaction between a client and a VirtualProvider, which is triggered by
the arrival of a client’s request message so that ReceivedReq(inReqMsg) becomes
true, is characterized by creating a request object (a request ID, say element r of
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a set ReqObj of currently alive request objects), which is appropriately initialized
by recording in an internal representation the relevant data, which are encoded
in the received request message. This includes decorating that object by an
appropriate status , say status(r) := started , to signal to (the scheduler for)
Process its readiness for being processed.

This requirement for the machine ReceiveReq is captured by the following
definition, which is parameterized by the incoming request message inReqMsg
and by the set ReqObj of current request objects of the VP. For simplicity of
exposition we assume a preemptive ReceivedReq predicate.4

ReceiveReq(inReqMsg,ReqObj ) = if ReceivedReq(inReqMsg) then
CreateNewReqObj(inReqMsg,ReqObj )

where CreateNewReqObj(m,R) =
let r = new(R)5 in Initialize(r ,m)

The inverse interaction between a VP and a client, which consists in send-
ing back a message providing an answer to a previous request of the client,
is characterized by the underlying request object having reached, through fur-
ther Processing, a status where a call to SendAnsw with corresponding pa-
rameter outAnswMsg has been internally prepared by Process — namely by
setting the answer-mailbox predicate SentAnswToMailer for this argument to
true. Thus one can specify SendAnsw, and symmetrically SendReq with the
request-mailbox predicate SentReqToMailer , as follows:

SendAnsw(outAnswMsg ,SentAnswToMailer) =
if SentAnswToMailer(outAnswMsg) then Send(outAnswMsg)

SendReq(outReqMsg,SentReqToMailer) =
if SentReqToMailer(outReqMsg) then Send(outReqMsg)

For the definition of ReceiveAnsw we use as parameter the AnswerSet function
which provides for every requester r , which may have triggered sending some
subrequests to subproviders, the AnswerSet(r), where to insert (the internal
representation of) each answer contained in the incoming answer message.6

ReceiveAnsw(inAnswMsg,AnswerSet)7 =
if ReceivedAnsw(inAnswMsg) then

insert answer(inAnswMsg) into AnswerSet(requester(inAnswMsg))

4 Otherwise a Delete(inReqMsg) has to be added, so that the execution of
ReceiveReq(inReqMsg , ReqObj ) switches ReceivedReq(inReqMsg) to false.

5 new is assumed to provide at each application a sufficiently fresh element.
6 The function requester(inAnswMsg) is defined below to denote the value of

seqSubReq in the state when the request message outReq2Msg(s) for the parallel
subrequest s was sent out to which the inAnswMsg is received now.

7 Without loss of generality we assume this machine to be preemptive (i. e.
ReceivedAnsw(inAnswMsg) gets false by firing ReceiveAnsw for inAnswMsg).
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Behavioural interface types. Through the definitions below, we link calls of
ReceiveReq andSendAnswby the status function value for a currReqObj . Thus
the considered communication interface is of the “provided behavioural interface”
type, discussed in [12]: The ReceiveReq action corresponds to receive an incom-
ing request, through which a new reqObj is created, and occurs before the corre-
sponding SendAnsw action, which happens after the outgoing answer message in
questionhas beenSentAnswToMailer when reqObj was reaching the status deliver .
The pair of machines SendReq and ReceiveAnsw in Process realizes the sym-
metric “required behavioural interface” communication interface type, where the
Send actions correspond to outgoing requests and thus occur before the corre-
sponding ReceiveAnsw actions of the incoming answers to those requests.

2.3 Refinement by a “State” Component

It is easy to extend ReceiveReq to equip VirtualProviders with some state
for recording information on previously received requests, to be recognized when
for such a request at a later stage some additional service is requested. The
changes on the side of Process defined below concern the inner structure of that
machine and its refined notion of state and state actions. We concentrate our
attention here on the refinement of the ReceiveReq machine. This refinement
is a simple case of the general ASM refinement concept in [11].

The first addition needed for ReceiveReq is a predicate NewRequest to
check, when an inReqMsg is received, whether that message contains a new re-
quest, or whether it is about an already previously received request. In the first
case, CreateNewReqObj as defined above is called. In the second case, in-
stead of creating a new request object, the already previously created request
object corresponding to the incoming request message has to be retrieved, using
some function prevReqObj (inReqMsg), to RefreshReqObj by the additional
information on the newly arriving further service request. In particular, a deci-
sion has to be taken upon how to update the status(prevReqObj (inReqMsg)),
which depends on how one wants the processing status of the original re-
quest to be influenced by the additional request or information presented
through inReqMsg. Since we want to keep the scheme general, we assume
that an external scheduling function refreshStatus is used in an update
status(r) := refreshStatus(r , inReqMsg).8 This leads to the following refinement
of ReceiveReq (we skip the parameters ReqObj , prevReqObj ):

ReceiveReq(inReqMsg) = if ReceivedReq(inReqMsg) then
if NewRequest(inReqMsg) then

CreateNewReqObj(inReqMsg,ReqObj )
else let r = prevReqObj (inReqMsg) in RefreshReqObj(r , inReqMsg)

8 What if status(prevReqObj (inReqMsg)) is simultaneously updated by the refined
ReceiveReq and by Process as defined below? In case of a conflicting update
attempt the ASM framework stops the computation; At runtime such an inconsis-
tency is notified by ASM execution engines. Implementations will have to solve this
problem in the scheduler of VP.
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3 The Processing Submachine of VirtualProviders

In this section we define the signature and the transition rules of the
ASM Process for the processing kernel of a VirtualProvider. The definition
provides a schema, which is to be instantiated for each particular Processing
kernel of a concrete VP by giving concrete definitions for the abstract functions
and machines we are going to introduce. For an example see Sect. 5.

Since we want to abstract from the scheduler, which calls Process for particu-
lar current request objects currReqObj , we describe the machine as parametrized
by a global instance variable currReqObj ∈ ReqObj . The definition is given in
Fig. 2 in terms of control state ASMs, using the standard graphical represen-
tation of finite automata or flowcharts as graphs with circles (for the internal
states, here to be interpreted as current value of status(currReqObj )), rhombuses
(for test predicates) and rectangles (for actions).

Fig. 2. Processing(currReqObj )

Figure 2 expresses that each Processing call for a started request ob-
ject currReqObj triggers to Initialize an iterative sequential subrequest process-
ing, namely of the immediate subrequests of this currReqObj , in the order defined
by an iterator over a set SeqSubReq(currReqObj ). This reflects the first part of
the hierarchical VP request processing view, namely that each incoming (top
level) request object currReqObj triggers the sequential elaboration of a finite
number of immediate subrequests, members of a set SeqSubReq(currReqObj ),
called sequential subrequests. As explained below, each sequential subrequest
may trigger a finite number of further subsubrequests, which are sent to exter-
nal providers where they are elaborated independently of each other, so that we
call them parallel subrequests of the sequential subrequest.

Process uses for the elaboration of the sequential subrequests of currReqObj
a submachine IterateSubReqProcessg specified below. Once Process has
FinishedSubReqProcessg, it compiles from currReqObj (which allows to access
AnswerSet(currReqObj )) an answer, say outAnswer(currReqObj ), and trans-
forms the internal answer information a into an element of OutAnswMssg using
an abstract function outAnsw2Msg(a). We guard this answer compilation by a
check whether AnswToBeSent for the currReqObj evaluates to true.

For the sake of illustration we also provide here the textual definition of the
machine defined in Fig. 2. For this purpose we use a function initStatus to yield
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for a control state ASM its initial control status, which is hidden in the graphical
representation. The function seqSubReq(currReqObj ) denotes the current item
of the iterator submachine IterateSubReqProcessg defined below.

Process(currReqObj ) =
if status(currReqObj ) = started then

Initialize(seqSubReq(currReqObj ))
status(currReqObj ) := subReqProcessg

if status(currReqObj ) = subReqProcessg then
if FinishedSubReqProcessg then

CompileOutAnswMsg from currReqObj
status(currReqObj ) := deliver

else
StartNextRound(IterateSubReqProcessg)

where
CompileOutAnswMsg from o = if AnswToBeSent(o) then

SentAnswToMailer(outAnsw2Msg(outAnswer(o))) := true
StartNextRound(M) = (status(currReqObj ) := initStatus(M))

The submachine to IterateSubReqProcessg is an iterator machine defined in
Fig. 3. For every current item seqSubReq, it starts to FeedSendReq with a re-
quest message to be sent out for every immediate subsubrequest s of the current
seqSubReq, namely by setting SentReqToMailer(outReq2Msg(s)) to true. Here
outReq2Msg(s) transforms the outgoing request into the format for an outgoing
request message, which has to be an element of OutReqMssg. Since those imme-
diate subsubrequests, elements of a set ParSubReq(seqSubReq), are assumed to
be processable by other providers independently of each other, FeedSendReq
elaborates simultaneously for each s an outReqMsg(s).

Simultaneously IterateSubReqProcessg also Initializes the to be com-
puted AnswerSet(seqSubReq) before assuming status value waitingForAnswers ,
where it remains until AllAnswersReceived . When AllAnswersReceived , the ma-
chine IterateSubReqProcessg will ProceedToNextSubReq.

As long as during waitingForAnswers , AllAnswersReceived is not yet true,
ReceiveAnsw inserts for every ReceivedAnsw(inAnswMsg) the retrieved in-

Fig. 3. IterateSubReqProcessg
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ternal answer(inAnswMsg) representation into AnswerSet(seqSubReq) of the
currently processed sequential subrequest seqSubReq, which is supposed to be
retrievable as requester of the incoming answer message.

IterateSubReqProcessg =
if status(currReqObj ) = initStatus(IterateSubReqProcessg) then

FeedSendReq with ParSubReq(seqSubReq(currReqObj ))
Initialize(AnswerSet(seqSubReq(currReqObj )))
status(currReqObj ) := waitingForAnswers

if status(currReqObj ) = waitingForAnswers then
if AllAnswersReceived then

ProceedToNextSubReq
status(currReqObj ) := subReqProcessg

where FeedSendReq with ParSubReq(seqSubReq) =
forall s ∈ ParSubReq(seqSubReq)

SentReqToMailer(outReq2Msg(s)) := true

For the sake of completeness we now define the remaining macros used in Fig. 3,
though their intended meaning should be clear from the chosen names. The
Iterator Pattern on SeqSubReq is defined by the following items:

seqSubReq, denoting the current item in the underlying set SeqSubReq ∪
{ Done(SeqSubReq(currReqObj )) },
The functions FstSubReq and NxtSubReq operating on the set SeqSubReq
and NxtSubReq also on AnswerSet(currReqObj ),
The stop element Done(SeqSubReq(currReqObj )), constrained by not being
an element of any set SeqSubReq.

Initialize(seqSubReq) = let r = FstSubReq(SeqSubReq(currReqObj )) in
seqSubReq := r
ParSubReq(r) := FstParReq(r , currReqObj )

FinishedSubReqProcessg =
seqSubReq(currReqObj ) = Done(SeqSubReq(currReqObj ))

ProceedToNextSubReq =
let o = currReqObj

s = NxtSubReq(SeqSubReq(o), seqSubReq(o),AnswerSet(o)) in
seqSubReq(o) := s
ParSubReq(s) := NxtParReq(s , o,AnswerSet(o))

This iterator pattern foresees that NxtSubReq and NxtParReq may be deter-
mined in terms of the answers accumulated so far for the overall request object,
i. e. taking into account the answers obtained for preceding subrequests.

Initialize(AnswerSet(seqSubReq)) = (AnswerSet(seqSubReq) := ∅)

AllAnswersReceived = let seqSubReq = seqSubReq(currReqObj ) in
for each req ∈ ToBeAnswered(ParSubReq(seqSubReq))

there is some answ ∈ AnswerSet(seqSubReq)
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The definition foresees the possibility that some of the parallel subrequest
messages, which are sent out to providers, may not necessitate an answer
for the VP: A function ToBeAnswered filters them out from the condi-
tion waitingForAnswers to leave the current iteration round.

The answer set of any main request object can be defined as a derived function
of the answer sets of its sequential subrequests:

AnswerSet(reqObj ) = Combine({AnswerSet(s) | s ∈ SeqSubReq(reqObj )})

4 Mediator Composition and Equivalence Notions

We show how to combine VirtualProviders and how to define their service
behaviour, which allows one to define rigorous equivalence notions for VPs one
can use a) to formulate algorithms for the discovery and runtime selection of
providers suitable to satisfy given requests, and b) to prove VP runtime proper-
ties of interest.

4.1 Composing VirtualProviders

Instances VP1, . . . ,VPn of VirtualProvider can be configured into a sequence
with a first VirtualProvider VP1 involving a subprovider VP2, which involves
a subprovider VP3, etc. For such a composition it suffices to connect the com-
munication interfaces in the appropriate way (see Fig. 1):

SendReq of VPi with the ReceiveReq of VPi+1, which implies that in
the message passing environment, the types of the sets OutReqMssg of VPi

and InReqMssg of VPi+1 match (via some data mediation).
SendAnsw of VPi+1 with the ReceiveAnsw of VPi , which implies that
in the message passing environment, the types of the sets OutAnswMssg
of VPi+1 and InAnswMssg of VPi match (via some data mediation).

Such a sequential composition allows one to configure mediator schemes (see
Fig. 4) where each element seq1 of a sequential subrequest set SeqSubReq1 of
an initial request can trigger a set ParSubReq(seq1) of parallel subrequests par1,
each of which can trigger a set SeqSubReq2 of further sequential subrequests seq2

of par1, each of which again can trigger a set ParSubReq(seq2) of further parallel
subrequests, etc. This provides the possibility of unfolding arbitrary alternating
seq/par trees. More complex composition schemes can be defined similarly.

4.2 Defining Equivalence Notions for VirtualProviders

To be able to speak about the relation between incoming requests and out-
going answers, one has to relate the elements of the corresponding sets InRe-
qMssg and OutAnswMssg on the provider side (the left hand side in Fig. 1) or
OutReqMssg and InAnswMssg on the requester side of a VirtualProvider
(the right hand side in Fig. 1). In the first case this comes up to unfold the
function originator , which for an outAnswMsg yields the inReqMsg to which
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Fig. 4. Mediator Scheme

outAnswMsg represents the answer. In fact this information is retrievable by
CompileOutAnswMsg from the currReqObj , if it was recorded there by
CreateNewReqObj(inReqMsg,ReqObj ) as part of Initialize.

One can then define the ServiceBehaviour(VP) of a Virtual Provider VP =
VirtualProvider as (based upon) the correspondence between any inReqMsg
and the outAnswMsg related to it by the originator function:

originator(outAnswMsg) = inReqMsg

Two VirtualProviders VP ,VP ′ can be considered equivalent if an equiva-
lence relation ServiceBehaviour(VP) ≡ ServiceBehaviour(VP ′) holds between
their service behaviours. To concretely define such an equivalence involves de-
tailing of the meaning of service ‘requests’ and provided ‘answers’, which comes
up to providing further detail of the abstract VP model in such a way that the
intended ‘service’ features and how they are ‘provided’ by VP become visible in
concrete locations.

On the basis of such definitions one can then formally define different VPs to
be alternatives for a Strategy pattern [13, p. 315] for providing requested services.
For the run-time selection of mediators, any suitable provider interface can be
viewed as one of the implementations (“mediator orchestration”) of a Strategy
pattern assigned to a requester interface. This provides the basis for investigating
questions like: How can one assure that a provider interface matches the Strategy
pattern of the requester? How and starting from which information can one build
automatically the Strategy pattern implementations? Similar definitions can be
used to characterize mismatches between requester and provider interfaces as
well as ServiceBehaviours.

5 Illustration: Virtual Internet Service Provider

One of the use cases in the DIP project (see http://dip.semanticweb.org) deals
with a Virtual Internet Service Provider (VISP). A VISP resells products that
are bundled from offerings of different providers. A typical example for such a
product bundle is an Internet presence including a personal Web server and a
personal e-mail address, both bound to a dedicated, user-specific domain name,
e. g. michael-altenhofen.de. Such an Internet presence would require this do-
main name to be registered (at a central registry, e. g. DENIC).
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Ideally, the VISP wants to handle domain name registrations in a unified
manner using a fixed interface. We assume now that this interface contains only
one request message RegisterDomain, requiring four input parameters:

DomainName, the name of the new domain that should be registered
DomainHolderName, the name of the domain owner
AdministrativeContactName the name of the domain administrator
TechnicalContactName, the name of the technical contact

On successful registration, the answer will contain four so-called RIPE-Handles,9

uniquely identifying in the RIPE database the four names provided in the request
message. We skip the obvious instantiation of VirtualProvider to formalize
this VISP.

5.1 A Possible VirtualProvider Refinement for RegisterDomain

We now consider the case that the VISP is extending it’s business into a new
country whose domain name registry authority implements a different interface
for registering new domain names, say consisting of four request messages:

RegisterDH (DomainHolderName),
RegisterAC (AdministrativeContactName),
RegisterTC (TechnicalContactName),
RegisterDN (DomainName,DO-RIPE-Handle,AC-RIPE-Handle,
TC-RIPE-Handle).

Fig. 5. VirtualProvider Instance

A VP instance for that scenario is depicted in Fig. 5.10 Within this VP, the
incoming request RegisterDomain is split into a sequence of two subrequests. The
first subrequest is further divided into three parallel subrequests, each registering
9 RIPE stands for “Réseaux IP Européens”, see http://ripe.net.

10 We use mnemonic abbreviations for the request message and parameter names.
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one of the contacts. Once all answers for these parallel subrequests have been
received, the second sequential subrequest can be performed, whose outgoing
request message is constructed from the answers of the previous subrequest and
the DomainName parameter from the incoming request.

Using the notational convention of appending Obj when referring to the in-
ternal representations of the different requests, we formalize this VP instance by
the following stipulations. We start with refining the Initialize ASM:

Initialize(RegisterDomainObj,RegisterDomain(DN, DHN, ACN, TCN)) =
params(RegisterDomainObj) := {DN, DHN, ACN, TCN}
SeqSubReq(RegisterDomainObj) := {RegAccnts,RegDomain}
FstSubReq({RegAccnts,RegDomain}) := RegAccnts
NxtSubReq({RegAccnts,RegDomain},RegAccnts, ) := RegDomain
NxtSubReq({RegAccnts,RegDomain},RegDomain, ) := nil
FstParReq(RegAccnts,RegisterDomainObj) :=

{RegisterDH(DHN),RegisterAC(ACN),
RegisterTC(TCN)}

NxtParReq(RegDomain,RegisterDomainObj,AS ) :=
{RegisterDN(DN, handle(DHRHObj),
handle(ACRHObj), handle(TCRHObj)}

AnswToBeSent(RegisterDomainObj ) := true
ToBeAnswered({RegisterDH,RegisterAC,RegisterTC}) :=

{RegisterDH,RegisterAC,RegisterTC}
ToBeAnswered({RegisterDN}) := {RegisterDN}
status(RegisterDomainObj ) := started

where
AS = {DHRHObj,ACRHObj,TCRHObj}

handle(X ) =

⎧⎪⎪⎨
⎪⎪⎩
DHRH if X = DHRHObj
DNRH if X = DNRHObj
ACRH if X = ACRHObj
TCRH if X = TCRHObj

The derived function Combine computes the union of the two answer sets:

Combine(RegisterDomainObj) =
AnswerSet(RegAccnts) ∪ AnswerSet(RegDomain)

Function answer maps an incoming message to its internal representation:

answer(inAnswMsg) =

⎧⎪⎪⎨
⎪⎪⎩

DHRHObj if inAnswMsg = DHRH
DNRHObj if inAnswMsg = DNRH
ACRHObj if inAnswMsg = ACRH
TCRHObj if inAnswMsg = TCRH

The abstract function Formatted is used to transform the parameters into the
format expected by the requester, in our case the VISP:

outAnsw2Msg({DHRHObj,DNRHObj,ACRHObj,TCRHObj}) =
Formatted({DNRH, DHRH, ACRH, TCRH})
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In [14] we give five other simple examples for refinements of VP to capture the
execution semantics of some workflow patterns discussed in [15].

6 Conclusions and Future Work

This paper provides a formal, high-level model of process mediation. By the
use of ASMs as a modeling paradigm, the presented Abstract State Machine
builds a base for “communicating and documenting design ideas” and supports
“an accurate and checkable overall understanding” of the controversely discussed
topic of process mediation. Furthermore, the ASM method allows to “isolate the
hard part of a system” [10, p. 14-15] and thus to concentrate on the essential
parts for refinement.

Process mediation can be seen as one part of the whole Semantic Web ser-
vices (SWS) usage process [6]. This area of current research also is under strong
motion and encounters heterogeneous usage of terms. Different approaches are
published as frameworks each presenting a consistent view on “their” SWS usage
process (cmp. [5,6,7]). However, different frameworks are not necessarily using
terms in the same way as competing frameworks do. ASMs could help provid-
ing a means of explicit, exact and formal specification and delimitation of terms
used in different frameworks, and combine them towards a consistent view of
the general SWS usage process.

Specifying a fixed, abstract SWS usage framework, moreover yields the pos-
sibility of bridging controversal approaches like dynamic composition vs. static
composition through explicitly showing their differences by their individual re-
finements of the abstract framework. The same is true for the presented VP.
As shown in Sect. 5, different specializations constrain the VP’s behaviour to
specific patterns. So far, only very narrow refinements have been presented. We
could also imagine more generous specializations framing the later refinement
possibilities, e. g. especially for specific types of interaction patterns.

Another direction of research concerns replacing the simple communication
patterns used by VP by more complex ones. ReceiveReq and SendAnsw
are identified in [16] as basic bilateral service interaction patterns, namely as
mono-agent ASM modules Receive and Send; The FeedSendReq subma-
chine together with SendReq in Process realize an instance of the basic
multilateral mono-agent service interaction pattern called OneToManySend
in [16], whereas the execution of ReceiveAnsw in IterateSubReqProcessg
until AllAnswersReceived is an instance of the basic multilateral mono-agent
OneFromManyReceive pattern from [16]. One can refine VP to concrete busi-
ness process applications by enriching the communication flow structure built
from basic service interaction patterns as analysed in [16].
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Abstract. One of the most difficult obstacles Web Services have to over-
come in the attempt to exploit the true potential of the World Wide Web
is heterogeneity. Caused by the nature of the Web itself, heterogene-
ity problems occur both at data level as well as at behavioral level of
business logics, message exchange protocol and Web Service invocation.

Process mediation is one of the crucial points on the road towards es-
tablishing new, ad-hoc cooperation on the web between various business
partners. If semantic enhanced data enables dynamic solutions for cop-
ing with data heterogeneity, semantically enhanced Web Services can do
the same for behavioral heterogeneity. Based on Web Service Modeling
Ontology (WSMO) specifications that offers support in semantically de-
scribing Web Services, we propose a solution that acts on these semantic
descriptions and offers the means for defining of what we call a Process
Mediator. Such a mediator acts on the public processes (represented as
WSMO choreographies) of the parties involved in a communication and
adjust the bi-directional flow of messages to suit the requested/expected
behavior of each party.

1 Introduction

The advantages offered by the huge amount of information available and by the
higher and higher number of services deployed on the Web are overcame by the
inherent heterogeneity issues existing between all these resources. The informa-
tion is represented using different languages and different conceptualizations of
the same domain; similarly Web Services describe their functionalities in dif-
ferent ways and expect the clients to align with various interaction patterns in
order to consume their functionalities.

Numerous approaches are proposing various solutions to cope with data het-
erogeneity by adding semantic meaning to data, and make it machine under-
standable. Even if this area is well explored and many semi-automatic solutions
are available for this problem there is one more gap to fill: how the semantic
enriched data is interchanged by machines. That is, even if the machine can
understand the data they receive, they have to understand the communication
process it is part of, as well. As a consequence, a coherent mode of describing
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the expected interaction patterns is necessary, together with means of mediating
between heterogeneous patterns.

The Web Service Modeling Ontology (WSMO) working group started an ini-
tiative for standardizing various aspects related to Semantic Web Services. The
objective of WSMO and its surrounding efforts is to define a coherent technology
for Semantic Web Services by providing means for (semi-)automatic discovery,
composition and execution of Web Services which are based on logical inference
mechanisms. Web Service Execution Environment (WSMX) [3] is a reference
implementation for WSMO, a proof of concept for this specification, aiming to
provide reference implementations for the main tasks related to Web Services as
envisioned by WSMO.

In this context we propose a solution able to cope with the differences in the
way a requester wants to consume the functionality of a Web Service and the way
this functionality is made available by the Web Service to the requester. We use
WSMO choreography to describe the expected/requested behavior of the two
parties, which is in fact a formalization of their public business processes. Using
these descriptions and the services of a data mediator (to solve data heterogeneity
problems) we introduce the process mediator, a system able to adjust the two
parties’ behavior and to enable their communication.

In this paper we will present WSMX approach for process mediation, and
the WSMX Process Mediator component. Section 2 presents the motivation for
developing such a mediator and Section 3 briefly presents WSMO and WSMX.
The WSMX Process Mediator is presented in Section 4, followed by an example
(Section 5). The final parts of this document present some related efforts in this
area (Section 6) and conclusions (Section 7).

2 Motivation

2.1 Overview

The simple scenario of invoking a (Semantic) Web Service may become extremely
complicated in a heterogeneous environment such as the existing web.

Usually the client has its own communication pattern (expressing how it
wants to communicate with a service) that in general is different from the one
used by the corresponding Web Service (which expresses how the service wants
to be invoked). As a consequence the two parties will not be able to directly
communicate, even if they can understand the same data formats. In order to
communicate they must be able either to redefine their communication patterns
(at least one of them has to) or to use an external mediation system as part of the
process. The first solution is generally a very expensive one implying changes in
the entities’ business logic, and it is not suitable in a dynamic environment since
every participant would have to readjust its pattern (through re-programming)
each time it gets involved in a new partnership. As a consequence, the role of
the mediator system will be to compensate the communication patterns in order
to obtain equivalent processes.
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2.2 Problem Definition

A set of assumptions are made regarding the two parties to mediate between:

– Each of the parties have to make public the expected/requested way of inter-
operating with its partner. Conform to WSMO these represent choreography
descriptions and they are included in the goal’s interface and in the Web
Service’s description.

– The involved parties have to refer from their choreographies the ontologies
they used to describe their domain. Furthermore these ontologies have to be
available and the heterogeneity problems between them resolved by a Data
Mediator. This implies that a failure of the Data Mediator in solving the
data heterogeneity problems has as a direct effect the failure of the Process
Mediator.

– The messages exchanged between the two parties have to contain data rep-
resented in terms of the used ontologies, that is, ontology instances.

The scope of the Process Mediator is to make this conversation possible by the
use of different technics as message blocking, message splitting or aggregation,
acknowledgements generation and so on. The process mediator is part of WSMX
and it can make use of all the functionalities provided by WSMX regarding
message receiving and sending, keeping track of the ongoing conversation, access
various Data Mediators, resources and so on.

3 WSMO and WSMX

The Web Service Modeling Ontology (WSMO) is a formal ontology for describing
various aspects related to Semantic Web Services.

WSMO defines four main modeling elements for describing several aspects
of Semantic Web Services: ontologies, Web Services, goals and mediators. In
what follows, we will describe all these elements, insisting on their importance
in reaching a truly Semantic Web Service technology.

As defined in [6], ontologies are formal explicit specifications of shared con-
ceptualizations. In WSMO they represent key elements, having a twofold pur-
pose: firstly they define the information’s formal semantics and secondly, they
allow to link machine and human terminologies. The WSMO ontologies give
meaning to the other elements (Web Services, goals and mediators), and provide
common semantics, understandable by all the involved entities (both humans
and machines).

In WSMO, requestors of a service express their objectives as goals, which
are high level descriptions of concrete tasks. Every requestor expresses its goal
in terms of its own ontology, which, on one hand provides the means for a hu-
man user to understand the goal, and on the other hand, allows a machine to
interpret it as part of the requestor’s ontology. Another advantage of using the
goals is that the requestor only has to provide a declarative specification of what
it wants, and does not need to have a fixed relation with the Web Service or
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to browse through an UDDI registry for finding Web Services that provide the
appropriate capability.

In order for this goal to be accomplished, the requestor (by means of its
information system) has to find an appropriate Web Service which may fulfill
the required task. Similar to the way the requestor declares its goal, every Web
Service has to declare its capability (that is, what it is able to accomplish) in
terms of its own ontology. If the requestor of the service and the Web Service
that offers it use the same ontology the matching between the goal and the ca-
pability can be directly established. Unfortunately, in most of the cases they use
different ontologies, and the equivalence between the goal and the capability can
be determined only if a third party is consulted for determining the similarities
between the two ontologies. Another problem that may appear is the impossibil-
ity of the requester and of the provider of the service to communicate with each
other, the reason for this being the heterogeneity of their communication proto-
cols. For these reasons, WSMO introduces the fourth key modeling element: the
mediators, which have the task of overcoming the heterogeneity problems, both
at data level and at communication level.

The Web Service Execution Environment (WSMX) is the reference imple-
mentation for WSMO, designed to allow dynamic discovery, invocation and com-
position of Web Services. WSMX offers complete support for interacting with
Semantic Web Services. In addition, WSMX supports the interaction with non-
WSMO, but classical Web Services ensuring that a seamless interaction with
existing Web Services is possible.

By using WSMX, if two partners want to interoperate with each other, they
only have to expose their own functionality and to consume the functionality
offered by their partners. Additionally, there can be the case that one entity
wants to get involved in ad-hoc business processes without knowing its partner
beforehand. In order to accommodate this situation, WSMX offers mechanisms
and strategies for dynamic discovery of those entities that expose the desired
capability. Furthermore, it extends this search in order to find out if multiple
partners are able to fulfill the requester goal, by composing the offered sub-
functionalities.

In any of the functionalities offered by WSMX (discovery, invocation and
composition) mediation can be needed at both data [8] and process level (be-
havioral level) [2]. In the following chapter we will describe the WSMX process
mediation approach.

4 Process Mediation Based on WSMO Choreographies

For addressing the problem of process mediation we have to define first what a
process means, and how we represent a WSMX process.

We adopt the standard definition of a process: collection of activities de-
signed to produce a specific output for a particular customer, based on a specific
inputs [1], an activity being a function, or a task that occurs over time and has
recognizable results.
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Fig. 1. Process consisting of multiple processes

Depending on the considered level of granularity, each process can be seen
as being composed of different, multiple processes. The smallest process possible
consists of only one activity. Figure 1 illustrates a process obtain by combining
multiple processes. The output of one process (or more processes) is considered
the input of one or many other processes.

One can distinguish between two type of processes: private processes, which
are carried out internally by an organization, and usually are not visible to
any other entity, and public processes, which are defining the behavior of the
organization in collaboration with other entities [5]. From the process mediation
point of view we are interested only in the public processes, the private process
not being visible to the exterior, can not be the object of WSMX mediation.

In what follows, we will define the WSMX public process representation,
the problems this mediator intends to solve, the Process Mediator’s interactions
with other WSMX components, and we will describe step by step the process
mediation algorithm.

4.1 Process Representation

WSMX process representation is similar with the WSMO choreography [9] defini-
tion. This dependency is a straight forward one considering that WSMX Process
Mediator is dealing with the communication patterns heterogeneity, and that the
WSMO choreography describes the behavior of the service from a user point of
view (that is, how the user should interact with the Web Service in order to
consume its functionality). In terms of WSMX, every choreography represents a
public process, which means that WSMO choreography is a subclass of WSMX
process.

In order for this paper to be self-contained we describe in the next para-
graphs the main features of WSMX processes, i.e. the main features of WSMO
choreography, as described in [9].

The representation of a WSMX business process is based on the Abstract
State Machine [7] methodology, and it inherits the core principles of ASMs:

– it is state-based;
– it represents a state by an algebra;
– it models state changes by guarded transition rules that change the values

of functions and relations defined by the signature of the algebra.
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A WSMX process consists of states and guarded transitions [9]. A state is
described by a WSMO ontology, and is obtained from the ontology used by the
owner of the process by:

– subclassifying all the concepts that the owner needs to make public in order
to enable the communication, and

– adding an additional attribute mode, which shows who has the right of mod-
ifying the instances of the concept. This attribute can take the values:

static - the extensions of the concept can not be changed;
controlled - the extensions of the concept can only be changed by

its owner;
in - the extensions of the concept can only be changed by the envi-

ronment; the environment should have write access over them;
shared - the extensions of the concept can be changed by its owner

and by the environment; the environment should have read/
write access over them;

out - the extensions of the concept can only be changed by its owner;
the environment should have read access over them.

The guarded transitions (transition rule) are used to express changes of states
by means of rules, expressible in the following form:

if Cond then Updates

Cond is an arbitrary Web Service Modeling Language (WSML) [4] axiom,
formulated in the given signature of the state.

The Updates consist of arbitrary WSMO Ontology instances.
In the Semantic Web Services context the level of granularity for representing

a certain process is strictly up to the owner of that process. Each action can be
represented as a transition, which is the most detailed level, or more actions can
be modelled using only one transition.

4.2 Addressed Problems

Usually a business communication consists of more than one exchange message,
and as a consequence, finding the equivalences between the message exchange
patterns of the two (or more) parties is not at all a trivial task. Intuitively, the
easiest way of doing this is to first determine the mismatches, and than search
for a solution of eliminating them. [5] identifies three possible cases that may
appear during the message exchange:

Precise match. The two partners have exactly the same pattern in realizing the
business process, which means that each of them sends the messages in exactly
the order the other one requests them. In this ideal case the communication can
take place without using a Process Mediator.

Resolvable message mismatch. This case appears when the two partners use
different exchange partners, and several transformations have to be performed in
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order to resolve the mismatches. For example when one partner sends multiple
instances in a single message, but the other one expects them separately, the
mediator can break the initial message, and send the instances one by one.

Unresolvable message mismatch. In this case, one of the partners expects
a message that the other one do not intend to send. Unless the mediator can
provide this message, the communication reaches a dead-end (one of the partners
is waiting indefinitely).

In order to communicate two partners have to either define equivalent pro-
cesses, or to use an external mediation system as part of the communication
process. The mediator’s role will be to transform the clients messages and/or
Web Services messages, in order to obtain a sequence of equivalent processes.

As illustrated above, not all the communication mismatches can be solved
by using a mediator, but only some of them. A list containing the initial set of
resolvable mismatches that our mediator intends to address is provided below.

Stopping an unexpected message (Figure 2. a)): in case one of the partners
sends a message that the other one does not want to receive, the mediator
should just retain and store it. This message can be send later, if needed, or
it will just be deleted after the communication ends.

Inversing the order of messages (Figure 2. b)): in case one of the partners
sends the messages in a different order than the one the other partner wants
to receive them. The messages that are not yet expected will be stored and
sent when needed.

Splitting a message (Figure 2. c)): in case one of the partners sends in a
single message multiple information that the other one expects to receive in
different messages.

Fig. 2. Addresses Mismatches
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Combining messages (Figure 2. d)): in case one of the partners expects a
single message, containing information sent by the other one in multiple
messages.

Sending a dummy acknowledgement (Figure 2. e)): in case one of the part-
ners expects an acknowledgement for a certain message, and the other part-
ner does not intend to send it, even if it receives the message.

4.3 WSMX Process Mediator

WSMX process mediation is concerned with determining how two public pro-
cesses can be combined in order to provide certain functionality. In other words,
how two business partners can communicate, considering their public processes.

When WSMX receives a message, either from the requestor of the service or
from a Web Service, it has to check if it is the first message in a conversation.
If it is the first, WSMX creates copies (instances) of both the sender and the
targeted business partner choreographies, and stores these instances in a repos-
itory, together with a uniquely identifier of the conversation. If it is not the first
message of a conversation, WSMX has to determine the conversation id. These
computations performed on the message are done by two WSMX components,
Communication Manager and Choreography Engine. Their descriptions are not
included in this article, since they are not relevant from the process mediation’s
point of view; more information about various WSMX components can be found
in [10].

After the id of the conversation is obtained, the Process Mediator (PM) re-
ceives it, together with the message; the message consists of instances of concepts
from the sender’s ontology. Based on the id, the PM loads the two choreography
instances from the WSMX Repository, by invoking the WSMX Resource Man-
ager. All the transformations performed by the PM will be done on this instances.
In case different ontologies have been used for modeling the two choreographies,
the PM has to invoke an external Data Mediator for transforming the message
in terms of the target ontology.

Fig. 3. Process Mediator interactions
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After various internal computations (described in the next chapter) the PM
determines if based on the incoming message it can generate any message ex-
pected by either one of the partners. The generation of any message determines
a transformation in the chorography instance of the party that receives that
message. Simultaneously with sending the message, the process mediator should
update the choreography instances and revaluate all the rules, until no further
updates are possible.

The interactions between the Process Mediator and other WSMX compo-
nents is represented in Figure 3.

4.4 Execution

The Process Mediator is triggered when it receives a message and a conversation
id. The message contains instances of concepts; the conversation id uniquely
identifies the instances of the choreographies involved in the communication.

After being invoked, the PM performs the following steps:

1. Loads the two choreography instances from the repository.
2. Adds the instances contained in the message to the corresponding chore-

ography instance (the sender’s choreography instance); this step is needed con-
sidering that the choreography instances contains the information prior to the
transmission of the current message.

3. Mediates the incoming instances in terms of the targeted partner ontol-
ogy, and checks if the targeted partner is expecting them, at any phase of the
communication. This is done by checking the value of the mode attribute, for the
mediated instances’ owner. If this attribute is set to in or shared for a certain
concept, than this concept’s instances may be needed at some point in time. The
instances expected by the targeted partner are stored in an internal repository.

4. For all the instances from the repository, the PM has to check if they are
expected at this phase of the communication, which is done by evaluating the
transition rules. The evaluation of a rule will return the first condition that can
not be fulfilled, that is, the next expected instance for that rule. This means
that an instance is expected if it can trigger an action (not necessary to change
a state, but to eliminate one condition for changing a state).

The possibility that various instances from this repository can be combined
in order to obtain a single instance, is also considered.

5. Each time the PM determines that one instance is expected, it sends
it, deletes it it from the repository, updates the targeted partner choreography
instance, and restarts the evaluation process (step 4). When a transition rule
can be executed, it is marked as such and not re-evaluated at further iterations.
The PM only checks if a transition rule can be executed since it can not update
any of the two choreography instances without receiving input from one of the
communication partner. By evaluating a rule, the PM determines that one of
the business partner can execute it, without expecting any other inputs.

This process stops when, after performing these checkings for all the instances
from the repository, no new message is generated.
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6. For each instance forwarded to the targeted partner, the PM has to check
if the sender is expecting an acknowledgement. If the sender expects an acknowl-
edgement, but the targeted partner does not intend to send it, the PM generate
a dummy acknowledgement and sends it. Simultaneously, it updates the sender’s
choreography instance.

7. The PM checks all the sender’s rules and marks the ones that can be
executed.

8. The PM checks the requestor’s rule, to see if all of them are marked; when
all are marked, the communication is over and PM deletes all the data regarding
this conversation, from both its internal repository and WSMX repository.

This algorithm is implemented by the PM in order to solve the communica-
tion heterogeneity problem.

5 Examples

We consider a Virtual Travel Agency (VTA) service, able to provide on-line
tickets for certain routes, and a client who wants to invoke this service. For
keeping this example as simple as possible, we will present only parts of the
two choreographies, but these parts are conclusive enough to illustrate how the
Process Mediator works. Additionally, we will consider that some of the concepts
have exactly the same semantic for both the service and the client.

5.1 Requestor and Provider’s Choreographies

We consider that the two participants have the following concepts in their inter-
nal ontologies:

– station - the concept of a station, whose instances can be the starting point
or the destination of a trip;

– date - the instance of this concept represents the date the trip should begun;
– time - an instance of this concept represents the departure time;
– price - the price of a certain trip.

Additionally, the requestor’s ontology contains the concept myRoute, with
the following signature1:

concept myRoute
nonFunctionalProperties

dc#description hasValue "concept of myRoute, containing the source
and the destination locations, and the date of the trip"

mode hasValue out
endNonFunctionalProperties
sourceLocation ofType station
destinationLocation ofType station
onDate ofType date

1 All the concepts described in this section are WSMO concepts and they are modelled
using Web Service Modeling Language (www.wsml.org).
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The choreography of the requestor states that the attribute mode has the
value out for the concept myRoute, which means that the client will send the
instance of this concept to the environment. mode has the value in for time and
price, since the client expects to receive information about the departure time
and the price of the trip from the service, and controlled for station and date
(only the client can decide the starting and the destination point of his trip, as
well as the date he wants to travel).

Additionally, it’s choreography includes the following rules:
?x [sourceLocation hasValue ?sourceLocation_,

destinationLocation hasValue ?destinationLocation_, onDate hasValue ?onDate_]
memberOf myRoute <- ?sourceLocation memberOf station and

?endLocation memberOf station and ?onDate memberOf date.

The above rule creates an instance of myRoute, assuming that two instances
of station and an instance of date are already created; since both station and
date have the value of mode set to controlled, the requestor does not expect
any input in order to create the instance of myRoute.
?x memberOf time <- ?myRoute memberOf myRoute.

An instance of time is expected, after the instance of myRoute was sent to
the service.
?x memberOf price <- ?myRoute memberOf myRoute.

An instance of price is expected, after the instance of myRoute was sent to
the service.

As shown by these rules, the client will first send an instance of myRoute, and
then expects to receive an instance of time and price. There are no restrictions
regarding the order of receiving the time and price instances.

The service also has some additional concepts in its choreography: route and
routeOnDate, with the following signatures:

concept route
nonFunctionalProperties

dc#description hasValue "concept of route, having two attributes of type
station which show the starting and the ending point of the route"

mode hasValue out
endNonFunctionalProperties
sourceLocation ofType station
destinationLocation ofType station

concept routeOnDate
nonFunctionalProperties

dc#description hasValue "concept of route on a certain date, containing the
containing the route, the date, the departure time and the price of a ticket"

mode hasValue out
endNonFunctionalProperties
forRoute ofType route
onDate ofType date
onTime ofType time
forPrice ofType price

From the service’s concepts, the attribute mode has the value in only for
station and date, and the value out for route and routeOndate. The other
concepts have the mode set to static, which means that their instances’ values
can not be changed during the communication process.
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The service’s choreography includes the following rules:
?x [startLocation hasValue ?startLocation_, endLocation hasValue ?endLocation_]

memberOf route <- ?startLocation_ memberOf station and ?endLocation_ memberOf station.

The above rule states that an instance of route can be created only after
two instances of station exists; since the concept station has the mode set to
in, this instances need to be provided by the environment; the instance of route
will be sent to the requestor of the service.
?x [forRoute hasValue ?forRoute_, onDate hasValue onDate_,

onTime hasValue ?onTime_, forPrice hasValue ?forPrice_]
memberOf routeOnDate<- ?forRoute_ memberOf vtasc#route and ?onDate_ memberOf vtasc#date and

?onTime_ memberOf vtasc#time and ?forPrice memberOf xsd#integer.

This rule expresses the fact that an instance of routeOnDate is created,
assuming that instances of route, date,time and price already exist; since
only date has the mode set to in, it is the only instance expected from the
environment.

5.2 Communication Process

In this chapter we illustrate step by step the communication process between
the VTA service provider and requestor:

1. The requestor initiates the communication by sending an instance of my
Route.

2. PM translates this instance in terms of the service’s ontology, obtaining two
instances of station and one of date, which it stores in its internal repository.

3. Conform to the provider’s choreography, all these three instances are ex-
pected, but the guarded transitions show that only one of them (one instance
of station) is expected at this phase. Since the targeted choreography does
not specify which one of the station’s instances is expected, the PM randomly
sends one of them, and deletes it from the repository.

The evaluation of the transition rules starts again for the rest of the instances
from the repository, and the second instance of station is sent and deleted.

4. PM evaluates the requestor’s rules, and marks the first of them, which
means it will not be reevaluated during further iterations.

5. Internally, the provider creates the instance of route, which is sent to
WSMX.

6. After translating the route’s instance in terms of the requestor’s ontology,
and analyzing the two choreographies, the PM discards the instance of route
(nobody is expecting any information contained by that instance) and the me-
diated instances. By evaluating the transition rules PM determines that the
provider expects the previously stored instance of date; it sends it and deletes
it from its internal repository.

PM marks the first rule from the service’s choreography, which means it will
not reevaluate it at further iterations.

7. PM marks the first rule from the requestor’s choreography.
8. PM checks if all requestor’s rules are marked; since there are still unmarked

rules, the communication is not over yet.
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9. The provider creates an instance of routeOnDate and sends it to WSMX.
10. PM translates the routeOnDate in terms of the requestor’s ontology in

two instances of station, an instance of time and one of price. Nobody is
expecting instances of station anymore, so these two can be deleted. The price
and time instances are sent to the requestor; the order of sending them is not
specified in the requestor’s choreography, so the PM randomly selects one, sends
it to the requestor, and deletes it from the repository; the corresponding rule is
marked.

The second instance is sent and deleted at the second evaluation of the in-
stances contained by the repository. The rule triggered by sending this instance
is marked.

11. PM evaluates the service’s rules and mark the second one.
12. PM checks if all requestor’s rules are marked; since they are, the commu-

nication is over.
13. PM deletes the two choreography instances (it should also delete any

instances from its internal repository, but in this case there are none).

6 Related Work

Processes mediation is still a poorly explored research field, in the context of
Semantic Web Services. The existing work represents only visions of mediator
systems able to resolve in a (semi-) automatic manner the processes hetero-
geneity problems, without presenting sufficient details about their architectural
elements. Still, these visions represent the starting points and valuable references
for the future concrete implementations.

Two integration tools, Contivo2 and CrossWorlds3 seemed to be the most
advanced ones in this field.

Contivo is an integration framework which uses metadata representing mes-
sages organized by semantically defined relationships. One of its functionalities
is that it is able to generate transform code based on the semantic of the re-
lationships between data elements, and to use this code for transforming the
exchange messages. However, Contivo is limited by the use of a purpose-built
vocabulary and of pre-configured data models and formats.

CrossWorlds is an IBM integration tool, meant to facilitate the B2B col-
laboration through business processes integration. It may be used to implement
various e-business models, including enhanced intranets (improving operational
efficiency within a business enterprise), extranets (for facilitating electronic trad-
ing between a business and its suppliers) and virtual enterprises (allowing enter-
prises to link to outsourced parts of its organization). The disadvantage of this
tool is that different applications need to implement different collaboration and
connection modules, in order to interact. As a consequence, the integration of a
new application can be done only with additional effort.

2 http://www.contivo.com/
3 http://www.sars.ws/hl4/ibm-crossworlds.html
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Through our approach we aim to provide dynamic mediation between various
parties using WSMO for describing goals and Web Services. As described in this
paper this is possible without introducing any hard-coded transformations.

7 Conclusions

In this document we proposed an approach and a mechanism for coping with the
processes heterogeneity problem. The processes we are addressing in this paper
are the public processes of business entities (services or a requestors of services),
which express their public processes as WSMO choreographies.

The proposed approach is based on the semantic description of the Web
Services and of their behavior, as well as on how a requestor that wants to
interact with a Web Service express the expected behaviour of the Web Service.

We showed that an algorithm that considers the concepts’ definitions and
evaluates the transition rules from the two choreographies can resolve (some of
the) heterogeneity problems of the collaborating parties.
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Abstract. We define an abstract operational model of the Business Pro-
cess Execution Language for Web Services (BPEL) based on the abstract
state machine (ASM) formalism. That is, we abstractly model dynamic
properties of the key language constructs through the construction of
a BPEL abstract machine. Specifically, we present the process execution
model and the underlying execution lifecycle of BPEL activities. The goal
of our work is to provide a precise and well defined semantic framework
for establishing the key language attributes. To this end, the BPEL ab-
stract machine forms a comprehensive and robust formalization closely
reflecting the view of the informal language definition.

1 Introduction

In this paper, we present an abstract operational model of the Business Process
Execution Language for Web Services (BPEL4WS) [1] proposed by OASIS [2]
as a future standard for the e-business world. BPEL4WS, or BPEL for short,
provides distinctive expressive means for describing the process interfaces of Web
based business protocols and builds on existing standards and technologies for
Web Services; specifically, it is defined on top of the service interaction model of
W3C’s Web Services Description Language (WSDL) [3].

Based on the abstract state machine (ASM) formalism [4], we define a BPEL
abstract machine, called BPELAM, as a concise and robust semantic framework
for establishing the key language attributes in a precise and well defined form.
That is, we model the dynamic properties of the Web Services interaction model
of a BPEL business process in terms of finite or infinite abstract machine runs.
The concurrent and reactive nature of Web Services and the need for deal-
ing with time related aspects in coordinating distributed activities call for an
asynchronous execution model with an abstract notion of real time. Thus, the
semantic foundation for the BPELAM model is a distributed real-time ASM.
The resulting model captures the dynamic properties of the key BPEL language
constructs defined in the language reference manual [1], henceforth called LRM,
including concurrent control structures, dynamic creation and termination of ser-
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vice instances, communication primitives, message correlation, event handling,
and fault and compensation handling.

The goal of our work is twofold. First and foremost, BPELAM provides a firm
semantic foundation, a blueprint of the language design, for checking consistency
and validity of semantic properties. Formalization is crucial for identifying and
eliminating deficiencies that easily remain hidden in the informal language defi-
nition of the LRM [2, Issue #42]: “There is a need for formalism [. . . ] Empirical
deduction is not sufficient.”

Second, we address pragmatic issues resulting from previous experience with
other industrial standards, including the ITU-T language SDL [5] and the IEEE
language VHDL [6]. An important observation is that sensible use of formal tech-
niques and supporting tools for practical purposes such as standardization calls
for a gradual formalization of abstract requirements with a degree of detail and
precision as needed [5]. To avoid a gap between the informal language definition
and the formal semantics, the ability to model the language definition as is with-
out making compromises is crucial. Consequently, we adopt here the LRM view
and terminology, effectively formalizing the intuitive understanding of BPEL as
directly as possible and in a comprehensible and objectively verifiable form.

Our BPELAM provides what is called an ASM ground model [4, 7] of BPEL.
Intuitively, ground models serve as blueprints for establishing functional software
requirements — including elicitation, clarification and documentation — so that
one can reason about vital aspects of system behavior prior to building a system.
Constructing such a ground model means a major effort, especially, as a clear
architectural model, which is central for dealing with complex semantic issues,
is often missing in the current language definition.

The paper is organized as follows. Section 1.1 briefly summarizes the formal
semantic framework. Section 2 introduces the core of the hierarchically defined
BPELAM, and Section 3 addresses important extensions to the BPELAM core.
Section 4 discusses related work, and Section 5 concludes the paper.

1.1 Distributed Real-Time ASM

We briefly outline the formal semantic framework at an intuitive level of under-
standing using common notions and structures from discrete mathematics and
computing science. For details, we refer to the existing literature on the theory
of abstract state machines [8] and their applications [4].1

We focus here on the asynchronous ASM model, called distributed abstract
state machine (DASM), as formal basis for modeling concurrent and reactive
system behavior in terms of abstract machine runs. A DASM M is defined over
a given vocabulary V by its program PM and a non-empty set IM of initial
states. V consists of symbols denoting the various semantic objects and their re-
lations in the formal representation of M , where we distinguish domain symbols,
function symbols and predicate symbols. Symbols that have a fixed interpretation
regardless of the state of M are called static; those that may have different in-

1 See also the ASM Web site at www.eecs.umich.edu/gasm.
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terpretations in different states of M are called dynamic. A state S of M yields
a valid interpretation of all the symbols in V .

Concurrent control threads in an execution of PM are modeled by a dynamic
set AGENT of autonomously operating agents. Agents of M interact with each
other by reading and writing shared locations of global machine states, where the
underlying semantic model regulates such interactions so that potential conflicts
are resolved according to the definition of partially ordered runs [4].

PM consists of a statically defined collection of agent programs, each of
which defines the behavior of a certain type of agent in terms of state tran-
sition rules. The canonical rule consists of a basic update instruction of the form
f(t1, t2, ..., tn) := t0 where f is an n-ary dynamic function symbol and the tis
(0 ≤ i ≤ n) are terms.An update instruction specifies a pointwise function up-
date, i.e., an operation that replaces an existing function value by a new value
to be associated with the given arguments. Complex rules are formed by means
of simple rule constructors.

2 BPEL Abstract Machine

This section introduces the core BPELAM architecture and underlying abstrac-
tion principles. Starting with a brief characterization of the key language features
defined in [1], we describe the process execution model and its decomposition
into execution lifecycles of basic and structured activities. Based on the abstract
architectural view, we model the pick activity as a concrete example of a struc-
tured activity involving concurrency and real-time among other aspects. The
architectural view, the decomposition into execution lifecycles, and the model of
pick are new and not contained in [9].

BPEL introduces a stateful model of Web Services interacting with one an-
other by exchanging sequences of messages. A business process and its partners
are defined by a collection of abstract WSDL services based on the WSDL model
for message interaction. The major parts of a BPEL process definition consist of
(1) partners of the business process, i.e. Web services that this process interacts
with, (2) a set of variables that keep the state of the process, and (3) an activity
defining the logic of interactions between the process and its partners. Activities
that can be performed by a business process are categorized into basic activities,
structured activities and scope-related activities. Basic activities perform simple
operations like receive, reply, invoke and others. Structured activities impose an
execution order on a collection of activities and can be nested. Scope-related ac-
tivities serve for defining logical units of work and encapsulating the reversible
behavior of each such unit.

Dynamic Process Creation. A BPEL process definition serves as a template
for creating business process instances. Process creation is implicit and is done
by defining a start activity — either a receive or a pick activity that is annotated
with ‘createInstance = yes’ — causing a new process instance to be created
upon receiving a matching message. That is, when a new instance of a business



An Abstract Machine Architecture for Web Service Based BPM 147

process is created, it starts its execution by receiving the message that triggered
its creation.

Correlation and Data Handling. A Web service consists of a number of
business process instances; thus, the messages arriving at a specific port must
be delivered to the correct process instance according to the state of each process
instance. BPEL introduces a generic mechanism for dynamic binding of messages
to process instances, called correlation. The data handling features of BPEL
facilitate dealing with stateful interactions by providing the ability to keep track
of the internal state of each business process instance.

Long Running Business Transactions. Business processes normally perform
transactions with non-negligible duration involving local updates at business
partners. When an error occurs, it may be required to reverse the effects of some
or even all of the previous activities. This is known as compensation. The ability
to compensate the effects of previous activities in case of an exception enables
so-called Long-Running (Business) Transactions (LRTs).

In the process of building the BPELAM model, we have extracted the key
language requirements from the LRM in form of requirement lists making these
requirements accessible for further extensions, validation, and verification of the
model, and also to facilitate finding inconsistencies and ambiguities in the LRM.
For a complete list of these requirements see [10].

2.1 Abstract Machine Architecture

The BPELAM architecture is composed of three basic building blocks, referred
to as core, data handling extension, and fault and compensation extension. The
core handles dynamic process creation/termination, communication primitives,
message correlation, concurrent control structures, as well as the following ac-
tivities: receive, reply, invoke, wait, empty, sequence, switch, while, pick and flow.
The core does not consider data handling, fault handling, and compensation
behavior; rather these aspects are treated as extensions to the core (see Section
3). Together with the core, the extensions form the complete BPELAM.

The vertical organization of the machine architecture consists of three layers,
called abstract model, intermediate model and executable model. The abstract
model formally sketches the behavior of the key BPEL constructs and introduces
the overall organization of the abstract machine architecture. The intermediate
model, obtained as the result of the first refinement step, provides a comprehen-
sive formalization as required for establishing of and reasoning about key lan-
guage properties. Finally, the executable model provides an abstract executable
semantics implemented in AsmL [11]. A GUI facilitates experimental validation
through simulation and animation of abstract machine runs.

A BPEL document abstractly defines a Web service consisting of a collection
of business process instances. Each such instance interacts with the external
world through two interface components, called inbox manager and outbox man-
ager. The inbox manager handles all the messages that arrive at the Web service.
If a message matches a request from a local process instance waiting for that
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message, it is forwarded to this process instance. Additionally, the inbox man-
ager also deals with new process instance creation. The outbox manager, on the
other hand, forwards outbound messages from process instances to the network.

Inbox manager, outbox manager, and process instances are modeled by three
different types of DASM agents: the inbox manager agent, the outbox manager
agent, and one uniquely identified process agent for each of the process instances.

In the following sections, we model the behavior of the inbox manager and
the process instances in terms of the execution lifecycles of basic and struc-
tured BPEL activities. For a comprehensive definition of the formal model
see [10, 12].

2.2 Inbox Manager

The LRM does not explicitly address the mechanism for assigning inbound mes-
sages to matching business process instances but provides only loose guidelines
basically leaving this problem to the engine (or implementation). We contend
that the message assignment mechanism is essential for defining the semantics
of activities that receive messages, such as receive and pick. Hence, we collect
the scattered LRM requirements on inbound messages (see the requirement lists
in [10, App. A]) and combine them to model the behavior of the inbox manager.
In our model, the inbox manager is the entity responsible for assigning inbound
messages to matching process instances.

The inbox manager agent operates on the inbox space, a possibly empty set of
inbound messages. In each computation step, it attempts to assign a message to a
matching process instance. The predicate correspond(p, dsc, m) holds if message
m can be assigned to process instance p according to the information specified
by the input descriptor dsc. An input descriptor2 contains information on the
waiting input operation and the waiting agent. If the matching is successful, the
message is assigned to the process instance by the AssignMessage rule which is
further defined in the intermediate model [12, 10].

Another major issue deserving attention is process creation. The LRM states
[1, Section 6.4] that “the creation of a process instance in BPEL4WS is always
implicit; activities that receive messages (that is, receive activities and pick ac-
tivities) can be annotated to indicate that the occurrence of that activity causes
a new instance of the business process to be created. [. . . ] When a message is re-
ceived by such an activity, an instance of the business process is created if it does
not already exist.” Therefore, the execution of such an input activity (called start
activity) is accompanied by the creation of the corresponding process instance.
In other words, a new process instance is created by execution of its first activity.
So the question is, how can an activity of a process instance be executed before
the process instance is created? Although this approach is somewhat unconven-
tional, the LRM does not further clarify process creation. However, because of
the importance of process creation in the lifecycle of business processes, we cap-

2 In BPELAM, input activities (such as receive and pick) add an input descriptor to
the waitingSetForInput for every message they expect to receive.
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ture this requirement as is in the formal model. This is done by introducing the
notion of a dummy process instance in the inbox manager.

Basically, the dummy process instance is not different from other process in-
stances in its nature. However, there is always one and only one such process
instance which is waiting on its start activity. The inbox manager creates a new
process instance whenever a matching message arrives for a start activity of the
dummy process. Modeling process instance creation is simplified by introducing
a nullary function dummy identifying the dummy process instance. By receiv-
ing the first matching message, the dummy process instance becomes a normal
running process instance and a new dummy process instance will be created
automatically by the inbox manager updating the value of dummy accordingly.

The DASM program given below specifies the behavior of the inbox manager,
where self refers to an inbox manager agent.

InboxManager
InboxManagerProgram ≡

if inboxSpace(self ) �= ∅ then
choose p ∈ PROCESS, m ∈ inboxSpace(self ),

dsc ∈ waitingSetForInput(p) with correspond(p,dsc, m)
AssignMessage(p,dsc, m)
if p = dummyProcess then // process instance creation

new newDummy : PROCESS
dummyProcess := newDummy

where
correspond(p : PROCESS, dsc : INPUT DSCRP, m : MESSAGE) ≡

match(p,dscOperation(dsc),m) ∧ waitingOnIO(dscAgent(dsc), p)
// waitingOnIO confirms the agent is still waiting (no fault, no termination)

The behavior of the inbox manager also addresses a loose end in the LRM.
According to the LRM, a receive activity is a “blocking activity in the sense
that it will not complete until a matching message is received by the process in-
stance.” [1, Section 11.4] Therefore, it is implicitly assumed that a matching
message will arrive after the corresponding receive activity has been executed,
and it is not clear what happens when a message arrives before the corresponding
receive activity is executed. Indeed, such a message can be regarded pessimisti-
cally (e.g., discarded) or optimistically (e.g., stored in a buffer), each of which
giving rise to a different implementation of the language. Thus, it is certainly
important for the LRM to provide a comprehensive description of the message
assignment mechanism. For a more detailed discussion of the inbox manager and
the associated issues of the LRM, the reader is referred to [12]. In BPELAM, all
incoming messages are buffered before being processed.

2.3 Activity Execution Lifecycle

Intuitively, the execution of a process instance is decomposed into a collection of
execution lifecycles for the individual BPEL activities. We therefore introduce
activity agents, created dynamically by process agents, for executing structured
activities. Each activity agent dynamically creates additional activity agents for
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Fig. 1. Activity Execution Lifecycle: BPELAM core

executing nested, structured activities. Similarly, it creates auxiliary activity
agents for dealing with concurrent control threads (like in flow and pickFor
instance, to concurrently execute a set of activities, a flow agent assigns each
enclosed activity to a separate flow thread agent [9]. At any time during the
execution of a process instance, the DASM agents running under control of this
process agent form a tree structure where each of the sub-agents monitors the
execution of its child agents (if any) and notifies its parent agent in case of normal
completion or fault. This structure provides a general framework for execution
of BPEL activities. The DASM agents that model BPEL process execution are
jointly called kernel agents. They include process agents and subprocess agents.
In the core, however, subprocess agents are identical to activity agents.

Figure 1 illustrates the normal activity execution lifecycle of kernel agents in
the BPELAM core. When created, a kernel agent is in the Started mode. After
initialization, the kernel agent starts executing its assigned task by switching
its mode to Running. Upon completion, the agent switches its mode to Activity-
Completed and decides (based on the nature of the assigned task) to either return
to the Running mode or finalize the execution and become Completed. Activity
agents that may execute more than one activity (like sequence) or execute one
activity more than once (like while) can switch back and forth between the two
modes Activity-Completed and Running.

2.4 Pick Activity

A pick activity identifies a set of events and associates with each of these events
a certain activity. Intuitively, it waits on one of the events to occur and then
performs the respective activity; thereafter, the pick activity no longer accepts
any other event.3 There are basically two different types of events: onMessage
events and onAlarm events. An onMessage event occurs as soon as a related
3 Regarding the case that several events occur at a time, the LRM is somewhat loose

declaring that the choice “is dependent on both timing and implementation.” [1]
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message is received, whereas an onAlarm event is triggered by a timer mechanism
waiting ‘for’ a certain period of time or ‘until’ a certain deadline is reached.

In BPELAM, each pick activity is modeled by a separate activity agent, called
pick agent. A pick agent is assisted by two auxiliary agents, a pick message agent
that is waiting for a message to arrive, and a pick alarm agent that is watching
a timer. We formalize the semantics of the pick activity in several steps, each of
which addresses a particular property, and then compose the resulting DASM
program, called PickProgram, in which self refers to a pick agent executing the
program.

Pick Agent
PickProgram ≡

case execMode(self ) of
Started → PickAgentStarted
Running → PickAgentRunning
ActivityCompleted → FinalizePickAgent
Completed → stop self

When created, the pick agent is in the Started mode and initializes its execu-
tion by creating a pick alarm agent and a pick message agent. It then switches
its mode to Running and waits for an event to occur — either a message arrives
or a timer expires.

Pick Agent
PickAgentRunning ≡

if normalExecution(self ) then
onsignal s : AGENT COMPLETED

execMode(self ) := ActivityCompleted
otherwise

if chosenAct(self ) = undef then
choose dsc ∈ occurredEvents(self ) with MinTime(dsc)

chosenAct(self ) := onEventAct(edscEvent(dsc))
// onEventAct is the activity associated with an event

else
ExecuteActivity(chosenAct(self )))

Depending on the event type, either the pick message agent or the pick alarm
agent notifies the pick agent by adding an event descriptor to the occuredEvents
set of the pick agent. An event descriptor contains information on the event such
as the time of its occurrence. When an event occurs, the pick agent updates the
function chosenAct (with initial value undef) with the activity associated with
the event. Once the activity is chosen (chosenAct(self) �= undef), the pick agent
performs the chosen activity and remains Running until the execution of the
chosen activity is completed as indicated by a predicate chosenActCompleted. It
then switches its execution mode to Activity-Completed.

Finalizing a running pick agent includes informing its parent agent that the
execution is completed and changing the execution mode to Completed. As il-
lustrated in Figure 1, the Completed mode leads to the agent’s termination.
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Due to the space limitations, we do not show here the definitions of PickAgent-

Started, FinalizePickAgent, as well as the programs of the pick message and the pick
alarm agents, but refer to [10, 13] for a complete description.

3 Extensions to the BPELAM Core

Our two-dimensional refinement approach [10] facilitates refinements of the core
to capture additional aspects of BPEL through incremental extensions [14], and
enables step by step elucidation of the extensions through a combination of data
refinement and procedural refinement approaches [10, 14]. For a clear separation
of concerns and also for robustness of the formal semantic model, the aspects of
data handling, fault handling and compensation behavior are carefully separated
from the core of the language. To this end, the core of BPELAM provides a basic,
yet comprehensive, model for abstract processes in which data handling focuses
on protocol relevant data in the form of correlations while payload data values
are left unspecified [1].

Compensation and fault handling behavior is a fairly complex issue in the
definition of BPEL. An in-depth analysis in fact shows that the semantics of
fault and compensation handling, even when ignoring all the syntactical issues,
is related to more than 40 individual requirements spread out all over the LRM.
These requirements (some of them comprise up to 10 sub-items) address a variety
of separate issues related to the core semantics, general constraints, and various
special cases (see [10, App. A]). While most of these requirements are defined
with painstaking accuracy, such definitions are not free of ambiguities and impre-
cisions inherent to natural languages. Consequently, complementary formal de-
scriptions are vital for turning abstract requirements into precise specifications.
Specifically, they are beneficial since: 1) analyzing a requirement to construct a
formal specification often provides a different view to the requirement (and to the
system under inspection) potentially uncovering possible problems, such as am-
biguities, inconsistencies and loose ends; 2) formalization of requirements along
with their informal description (the idea of literate specifications [15]) provides
a sensible way of gaining precision without loosing intelligibility.

A thorough treatment of the extensions is beyond the space limitations of this
paper. We present an overview of the fault handling behavior in the following
sections and refer to [10] for a comprehensive description of non-trivial issues.

3.1 Scope Activity

The scope activity is the core construct of data handling, fault handling, and
compensation handling in BPEL. A scope activity is a wrapper around a logical
unit of work (a block of BPEL code) that provides local variables, a fault handler,
and a compensation handler. The fault handler of a scope is a set of catch
clauses defining how the scope should respond to different types of faults. A
compensation handler is a wrapper around a BPEL activity that compensates
the effects of the execution of the scope. Each scope has a primary activity
which defines the normal behavior of the scope. This activity can be any basic
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or structured activity. BPEL allows scopes to be nested arbitrarily. In BPELAM,
we model scopes by defining a new type of activity agents, called scope agents.

Fault handling in BPEL can be conceived as a mode switch from the normal
execution of the process [1]. When a fault occurs in the execution of an activity,
the fault is thrown up to the innermost enclosing scope. If the scope handles the
fault successfully, it sends an exited signal to its parent scope and ends gracefully,
but if the fault is re-thrown from the fault handler, or a new fault has occurred
during the fault handling procedure, the scope sends a faulted signal along with
the thrown fault to its parent scope. The fault is thrown up from scopes to
parent scopes until a scope handles it successfully. A successful fault handling
switches the execution mode back to normal. If a fault reaches the global scope,
the process execution terminates [1].

The normal execution lifecycle of the process execution model (Figure 1)
needs to be extended to comprise the fault handling mode of BPEL processes.
The occurrence of a fault causes the kernel agent (be it an activity agent or the
main process) to leave its normal execution lifecycle and enter a fault handling
lifecycle. Figure 2 illustrates the extended execution lifecycle of BPEL activities.

In BPELAM, whenever a sub-process agent encounters a fault, the agent leaves
its normal execution mode and enters the Execution-Fault mode. If this agent
is not a scope agent, it informs its parent agent of the fault and stays in the
Execution-Fault mode until it receives a notification for termination. On the
other hand, if the faulted agent is a scope agent, it terminates its enclosing
activity, creates a fault handler, assigns the fault to that handler, and switches
to the Fault-Handling mode. If the fault handler finishes successfully, the scope
agent enters the Exited mode indicating that this agent exited its execution with
a successful fault handling process. The difference between a scope which has
finished its execution in the Completed mode and a scope that has finished in
the Exited mode is reflected by the way scopes are compensated, which we do
not further address in this paper.
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Start fault handler 
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Fig. 2. Activity Execution Lifecycle: Fault Handling
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3.2 Pick Activity: Extended

The structured activities of the core (activity agents) are also refined to capture
the fault handling behavior of BPEL. The well-defined activity execution life-
cycle of BPELAM (Figures 1 and 2) along with the fact that the fault handling
behavior of BPEL is mostly centered in the scope activity, enable us to generally
extend the behavior of structured activities by defining two new rules: Handle-

ExceptionsInRunningMode and WaitForTermination. As an example, the pick agent
program of Section 2.4 is refined as follows:

Pick Activity Extended
PickProgram ≡

PickProgramcore

case execMode(self ) of
Running → HandleExceptionsInRunningMode
ExecutionFault → WaitForTermination
Faulted → stop self

Activity agents react to a fault by informing their parent agent of the fault and
stay in the Execution-Fault mode until they receive a notification for termination.
If the parent agent is not a scope agent, the parent agent reacts in the same way
and the fault is passed upwards until it reaches a scope agent. The scope agent
handles the fault as described in Section 3.1, and sends a termination notification
to its child agent. Upon receiving the notification, a sub-process agent that is
waiting for a termination notification in turn passes it to its child agents (if any)
and enters the Faulted mode, where it then terminates. If a sub-process agent
receives a termination notification while in its normal execution mode, it first
enters the Execution-Fault mode and then reacts as if it were waiting for the
notification.

The normal execution of activity agents in the Running mode is extended by
the following rule. The faultExtensionSignal predicate holds only if the agent has
received a signal related to fault and compensation handling. The normalExe-
cution predicate in PickAgentRunning (Section 2.4) is defined as the negation of
this predicate which facilitate conservative refinement of the core model.

In the Execution-Fault mode, if a termination notification is received, the pick
agent terminates its enclosing activity and goes to the Faulted mode. Analogously
to the Completed mode, sub-process agents terminate their execution in the
Faulted mode. For the complete extended pick agent program see [13].

Structured Activity Extended
HandleExceptionsInRunningMode ≡

if faultExtensionSignal(self ) then
onsignal s : AGENT EXITED

execMode(self ) := ActivityCompleted
otherwise

onsignal s : AGENT FAULTED
TransitionToExecutionFault(fault(s))

otherwise
onsignal s : FORCED TERMINATION
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faultThrown(self ) := fault(s)
PassForcedTerminationToChildren(fault(s))
execMode(self ) := emExecutionFault

The LRM does not precisely specify how activity termination (due to a fault)
takes place. It states that when a fault occurs in a scope, the fault handler
begins by implicitly terminating all activities inside the scope. Further, in [1,
Appendix A] on standard faults, the LRM states that forcedTermination is used
by a scope to terminate its enclosing activities. However, it is not clear how the
forcedTermination fault is used to terminate enclosing activities: it is not stated
whether the faulted activities should wait for the forcedTermination fault when
they encounter a fault, or they should terminate spontaneously. See [10] for an
example and more details on this discussion.

4 Related Work

There are various research activities to formally define, analyze, and verify Web
Services orchestration languages. A group at Humboldt University is working on
formalizations of BPEL for analysis, graphics and semantics [16]. In [17], they
translate a small business process into a Petri net model without addressing
fault handling, compensation handling, and timing aspects. The ultimate goal
is versification of business processes, however, the feasibility of verifying larger
business processes is still subject to future work. The ASM semantic model
in [18] closely follows our work in [19, 10, 13] with minor technical differences in
handling basic activities and variables. The core of BPELAM was first introduced
in [9]. In [20], elaboration and refinement of the core is briefly discussed.4

The SPIN model-checker is used for verification [21] by translating Web Ser-
vices Flow Language (WSFL) descriptions into Promela. The approach in [22]
is based on Petri-nets, while [23] uses a process algebra to derive a structural
operational semantics of BPEL as a formal basis for verifying properties of the
specification. In [24], BPEL processes are translated to Finite State Process
(FSP) models and compiled into a Labeled Transition System (LTS) which is
used as a basis for verification.

Various research has been done to evaluate the capabilities and limitations
of different languages proposed for Web services composition. Notably, van der
Aalst et al. presented a pattern-based analysis of BPEL [25], and BPML and
WSCI [26] based on a collection of workflow and communication patterns which
allows comparing the capabilities and limitation of these languages.

5 Conclusions

We propose a BPEL abstract machine as a well-defined formal framework for
establishing the key semantic concepts of BPEL. The hierarchical and modular
4 Neither [9] nor [20] present details of the BPELAM architecture such as the process

execution model and the inbox manager. Also, the two other papers do not discuss
the problems we encountered in the LRM.



156 R. Farahbod, U. Glässer, and M. Vajihollahi

structure of the abstract machine architecture supports a gradual formalization
of complex requirements and ensures a clear separation of concerns. As a result
of building this ASM ground model, we actually discovered a number of weak
points in the LRM, some of them are addressed in this paper (Sections 2.2 and
3.1); for a complete list see [12, 10].

The focus in this paper is on formal specification rather than verification,
understanding the former as a prerequisite for the latter. Beyond reasoning about
the language design and checking consistency and validity of semantic properties,
the abstract machine also serves as a platform for experimental validation. As
result of the final refinement step, we obtain an abstract executable semantics
encoded in AsmL, an industrial design language [11]. Experimental validation
of high-level design specifications clearly offers additional benefits in eliminating
deficiencies prior to low-level coding.

The dynamic nature of standardization calls for flexibility and robustness of
the formalization approach. To this end, we feel that the ASM formalism and
abstraction principles offer a good compromise between practical relevance and
mathematical elegance — already proven useful for practical purposes in other
standardization contexts [5].
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Preface 
(BPI 2005) 

Business process intelligence (BPI) is an emerging area that has been increasing in 
importance during the last few years as a result of the pressing need for companies to 
improve the business processes underlying their business operations so as to better 
meet their business goals. A number of groups in different research areas are working 
on technologies to support different aspects of BPI, even if they do not call it this. 

Many other names exist for such technologies, and there is confusion concerning 
the exact meaning of terms like BAM (business activity monitoring), BOM (business 
operations management), BPM (business performance management), among others. 
The reality is that there is much overlap among techniques and tools supporting all 
these technologies. The realization of the first workshop on BPI gave the opportunity 
to start consolidating this field while at the same time building a community that 
recognizes BPI as an area encompassing all these technologies whose end goal is the 
improvement of enterprise business operations. 

Broadly speaking we can say that BPI is the application of business intelligence to 
business processes so as to improve different aspects of how such processes are being 
conducted.  Some of these aspects include: 

- Process discovery: this refers to the analysis of enterprise operations in order to 
derive the process models that these operations obey. It may be useful for users to 
better understand their operations and it can be the first step that leads to supporting 
the process with a workflow tool. It can also be used to reengineer an existing process 
model to make it more efficient. 

- 'Intelligent' process analysis: this refers to the analysis of business process execu-
tion to discover interesting correlations, e.g., between process data and resources and 
business metrics, to perform capacity planning, or to identify the causes of low-
quality process executions. For example, users may be interested in discovering under 
which situations a certain exception is raised, or the process follows a certain path, or 
leads to a certain outcome. 

- Prediction: besides analyzing the value of business metrics and understanding, 
among other things, the causes of low-quality process executions, BPI aims at predict-
ing critical situations (e.g., an exception, or a delay) on a running process instance 
before it actually happens. Ideally, predictions are made at the early stages of execu-
tion of a process instance, and are then refined as the execution progresses and more 
data becomes available. 

- Exception handling: once a problem has been recognized (or predicted), another 
goal of BPI is to assist the analyst in making decisions to address the problem. This 
may be, for example, based on mining how similar problems have been successfully 
handled in the past. 

- Static and dynamic optimization: on the static side, the intelligent analysis de-
scribed above may lead to the identification of areas of optimization for a process, for 
example, in terms of different sizing of resource pools, different resource assignment 
criteria, and the like. BPI offers support for optimizing the process configuration to 
improve upon those areas. On the dynamic side, ideally one could think of an intelli-
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gent component that constantly manages and supervises each process instance (in a 
controlled way), for example, by having influence in routing and task assignment 
decisions in order to maximize certain business objectives. 

In spite of the wide variety of aspects addressed by BPI, in this first instance of the 
BPI workshop the submitted contributions, briefly described below, only covered a 
very reduced subset. The strongest focus was on process discovery and related sub-
jects, perhaps because it is the most well-known area of BPI. This is evidence that 
BPI is still in its infancy and that the research community working on related fields 
needs to be made aware of the emergence of this new technology.  
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Abstract. Most information systems log events (e.g., transaction logs,
audit trails) to audit and monitor the processes they support. At the
same time, many of these processes have been explicitly modeled. For
example, SAP R/3 logs events in transaction logs and there are EPCs
(Event-driven Process Chains) describing the so-called reference models.
These reference models describe how the system should be used. The co-
existence of event logs and process models raises an interesting question:
“Does the event log conform to the process model and vice versa?”. This
paper demonstrates that there is not a simple answer to this question. To
tackle the problem, we distinguish two dimensions of conformance: fitness
(the event log may be the result of the process modeled) and appropri-
ateness (the model is a likely candidate from a structural and behavioral
point of view). Different metrics have been defined and a Conformance
Checker has been implemented within the ProM Framework.

1 Introduction

New legislation such as the Sarbanes-Oxley (SOX) Act [22] and increased em-
phasis on corporate governance and operational efficiency has triggered the need
for improved auditing systems. To audit an organization, business activities need
to be monitored. Buzzwords such as BAM (Business Activity Monitoring), BOM
(Business Operations Management), BPI (Business Process Intelligence) illus-
trate the interest of vendors to support the monitoring and analysis of business
activities. The close monitoring of processes can be seen as a second wave follow-
ing the wave of business process modeling and simulation. In the first wave the
emphasis was on constructing process models and analyzing them. The many no-
tations (e.g., Petri nets, UML activity diagrams, EPCs, IDEF, BPMN, and not
to mention the vendor or system specific notations) illustrate this. This creates
the interesting situation where processes are being monitored while at the same
time there are process models describing these processes. The focus of this paper
is on conformance, i.e., “Is there a good match between the recorded events and
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the model?”. A term that could be used in this context is “business alignment”,
i.e., are the real process (reflected by the log) and the process model (e.g., used
to configure the system) aligned properly.

Most information systems, such as WFM, ERP, CRM, SCM, and B2B sys-
tems, provide some kind of event log (also referred to as transaction log or audit
trail) [6]. Typically such an event log registers the start and/or completion of
activities. Every event refers to a case (i.e., process instance) and an activity,
and, in most systems, also a timestamp, a performer, and some additional data.
In this paper, we only use the first two attributes of an event, i.e., the identity of
the case and the name of the activity. Meanwhile, any organization documents
its processes in some form. The reasons for making these process models are
manifold. Process models are used for communication, ISO 9000 certification,
system configuration, analysis, simulation, etc. A process model may be of a de-
scriptive or of a prescriptive nature. Descriptive models try to capture existing
processes without being normative. Prescriptive models describe the way that
processes should be executed. In a Workflow Management (WFM) system pre-
scriptive models are used to enforce a particular way of working using IT [2].
However, in most situations prescriptive models are not used directly by the in-
formation system. For example, the reference models in the context of SAP R/3
[18] and ARIS [23] describe the “preferred” way processes should be executed.
People actually using SAP R/3 may deviate from these reference models.

In this paper, we will use Petri nets [13] to model processes. Although the
metrics are based on the Petri net approach, the results of this paper in general
can be applied to any modeling language that can be equipped with executable
semantics. An event log is represented by a set of event sequences, also referred
to as traces. Each case in the log refers to one sequence. The most dominant
requirement for conformance is fitness. An event log and Petri net “fit” if the
Petri net can generate each trace in the log. In other words: the Petri net should
be able to “parse” every event sequence. We will show that it is possible to
quantify fitness, e.g., an event log and Petri net may have a fitness of 0.66.
Unfortunately, a good fitness does not imply conformance. As we will show, it
is easy to construct Petri nets that are able to parse any event log. Although
such Petri nets have a fitness of 1 they do not provide meaningful information.
Therefore, we introduce a second dimension: appropriateness. Appropriateness
tries to capture the idea of Occam’s razor, i.e., “one should not increase, beyond
what is necessary, the number of entities required to explain anything”. Clearly,
this dimension is not as easy to quantify as fitness. We will distinguish between
structural appropriateness (if a simple model can explain the log, why choose a
complicated one) and behavioral appropriateness (the model should not be too
generic). Using examples, we will show that both the structural and behavioral
aspects need to be considered to measure appropriateness adequately.

To actually measure conformance, we have developed a tool called Confor-
mance Checker. It is part of the ProM framework1, which offers a wide range of
tools related to process mining, i.e., extracting information from event logs [6].

1 Both documentation and software can be downloaded from www.processmining.org.
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This paper is organized as follows. Section 2 introduces a running example
that will be used to illustrate the concept of conformance. Section 3 discusses
the need for two dimensions. The fitness dimension is discussed in Section 4.
The appropriateness dimension is elaborated in Section 5. Section 6 shows how
these properties can be verified using the conformance checker in ProM. Finally,
some related work is discussed and the paper is concluded.

2 Running Example

The example model used throughout the paper concerns the processing of a
liability claim within an insurance company (cf. Figure 1(a)).

At first there are two tasks bearing the same label “Set Checkpoint”. This can
be thought of as an automatic backup action within the context of a transactional
system, i.e., activity A is carried out at the beginning to define a rollback point
enabling atomicity of the whole process, and at the end to ensure durability of
the results. Then the actual business process is started with the distinction of
low-value claims and high-value claims, which get registered differently (B or
C ). The policy of the client is checked anyway (D) but in the case of a high-
value claim, additionally, the consultation of an expert takes place (G), and then
the filed liability claim is being checked in more detail (H ). Finally, the claim is
completed according to the former choice between B and C (i.e., E or F ).

Figures 1(b)-(d) show three example logs for the process described in Fig-
ure 1(a) at an aggregate level. This means that process instances exhibiting the
same event sequence are combined as a logical log trace, memorizing the number
of instances to weigh the importance of that trace. That is possible since only the
control flow perspective is considered here. In a different setting like, e.g., mining
social networks [5], the resources performing an activity would distinguish those
instances from each other.

Note that none of the logs contains the sequence ACGHDFA, although the
Petri net model would allow this. In fact it is highly probable that a log does not
exhibit all possible sequences of concurrent behavior, since, e.g., the duration
of activities or the availability of suitable resources may render some sequences
very unlikely to occur. With respect to the example model one could think of
task D as a standard task requiring a very low specialization level and task G
and H as highly specialized and time-consuming checks, so that finishing G and
H before D may not happen in a given log.

3 Two Dimensions of Conformance: Fitness and
Appropriateness

Measurement can be defined as a set of rules to assign values to a real-world
property, i.e., observations are mapped onto a numerical scale. In the context of
conformance testing this means to weigh the “distance” between the behavior
actually observed in the workflow log and the behavior described by the process
model. If the distance is zero, i.e., the real business process exactly complies with
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Fig. 1. Example models and logs
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the specified behavior, one can say that the log fits the model. With respect to
the example model M1 this seems to apply for event log L1, since every log
trace can be associated with a valid path from Start to End. In contrast, event
log L2 does not match completely as the traces ACHDFA and ACDHFA lack
the execution of activity G, while event log L3 does not even contain one trace
corresponding to the specified behavior. Somehow L3 seems to fit “worse” than
L2, and the degree of fitness should be determined according to this intuitive
notion of conformance, which might vary for different settings.

But there is another interesting—rather qualitative—dimension of confor-
mance, which can be illustrated by relating the process models M2 and M3,
shown in Figure 1(e) and (f), to event log L2. Although the log fits both models
quantitatively, i.e., the event streams of the log and the model can be matched
perfectly, they do not seem to be appropriate in describing the insurance claim
administration.

The first one is much too generic as it covers a lot of extra behavior, allowing
for arbitrary sequences containing the activities A, B, C, D, E, F, G, or H, while
the latter does not allow for more sequences than those having been observed
but only lists the possible behavior instead of expressing it in a meaningful way.
Therefore, it does not offer a better understanding than can be obtained by just
looking at the aggregated log. We claim that a “good” process model should
somehow be minimal in structure to clearly reflect the described behavior, in
the following referred to as structural appropriateness, and minimal in behavior
to represent as closely as possible what actually takes place, which will be called
behavioral appropriateness.

Apparently, conformance testing demands for two different types of metrics,
which are:

– Fitness, i.e., the extent to which the log traces can be associated with exe-
cution paths specified by the process model, and

– Appropriateness, i.e., the degree of accuracy in which the process model
describes the observed behavior, combined with the degree of clarity in which
it is represented.

4 Measuring Fitness

Different ways are conceivable to measure the fit between event logs and process
models. A rather naive approach would be to generate all execution sequences
allowed by the model and then compare them to the log traces using string
distance metrics. Unfortunately the number of firing sequences increases very
fast if a model contains parallelism and might even be infinite if we allow for
loops. Therefore, this is of limited applicability.

Another possibility is to replay the log in the model and somehow measure
the mismatch, which subsequently is described in more detail. The replay of
every logical log trace starts with marking the initial place in the model and
then the transitions that belong to the logged events in the trace are fired one
after another. While doing so we count the number of tokens that had to be
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created artificially (i.e., the transition belonging to the logged event was not
enabled and therefore could not be successfully executed) and the number of
tokens that had been left in the model, which indicates the process not having
properly completed.

Metric 1 (Fitness). Let k be the number of different traces from the aggregated
log. For each log trace i (1 ≤ i ≤ k) ni is the number of process instances
combined into the current trace, mi is the number of missing tokens, ri is the
number of remaining tokens, ci is the number of consumed tokens, and pi is the
number of produced tokens during log replay of the current trace. The token-based
fitness metric f is formalized as follows:

f =
1
2
(1 −

∑k
i=1 nimi∑k
i=1 nici

) +
1
2
(1 −

∑k
i=1 niri∑k
i=1 nipi

)

Note that, for all i, mi ≤ ci and ri ≤ pi, and therefore 0 ≤ f ≤ 1. Using
the metric f we can now calculate the fitness between the event logs L1, L2,
L3, and the process description M1, respectively. The first event log L1 shows
three different log traces that all correspond to possible firing sequences of the
Petri net with one initial token in the Start place. Thus, there are neither tokens
left nor missing in the model during log replay and the fitness measurement
yields f(M1, L1) = 1. Replaying the event log L2 fails for the last two traces
ACHDFA and ACDHFA, since the model requires activity G being performed
before activating task H. Therefore, in both cases one token remains in place
c6, and one token needs to be created artificially in place c7 for firing transition
H (i.e., m1 = r1 = m2 = r2 = m3 = r3 = 0, and m4 = r4 = m5 = r5 = 1).
Counting the tokens being produced and consumed in the Petri net model (i.e.,
c1 = p1 = 7, and c2 = c3 = p2 = p3 = 9, and c4 = c5 = p4 = p5 = 8), and
with the number of process instances per trace, given in Figure 1(c), the fitness
can be measured as f(M1, L2) ≈ 0.995. For the last event log L3 the fitness
measurement yields f(M1, L3) ≈ 0.540.

Besides measuring the degree of fitness pinpointing the site of mismatch is
crucial for giving useful feedback to the analyst. In fact, the place of missing
and remaining tokens during log replay can provide insight into problems, such
as Figure 1(j) visualizes some diagnostic information obtained for event log L2.
Because of the remaining tokens (whose amount is indicated by a + sign) in
place c6 transition G has stayed enabled, and as there were tokens missing
(indicated by a − sign) in place c7 transition H has failed seamless execution.
Regarding evaluation of potential alignment procedures, there rather should be
created a possibility to skip activity G in the model than considering the expert
consultation missing in almost half of the high-value claims that took place;
however, a final interpretation could only be given by a domain expert from the
insurance company.

Note that this replay is carried out in a non-blocking way and from a log-
based perspective, i.e., for each log event in the trace the corresponding transition
is fired, regardless whether the path of the model is followed or not. This leads
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to the fact that—in contrast to directly comparing the event streams of models
and logs—a concatenation of missing log events is punished by the fitness metric
f just as much as a single one, since it could always be interpreted as a missing
link in the model.

As a prerequisite of conformance analysis model tasks must be associated
with the logged events, which may result in duplicate tasks, i.e., multiple tasks
that are mapped onto the same kind of log event, and invisible tasks, i.e., tasks
that have no corresponding log event. Duplicate tasks cause no problems during
log replay as long as they are not enabled at the same time and can be seamlessly
executed, but otherwise one must enable and/or fire the right task for progressing
properly. Invisible tasks are considered to be lazy, i.e., they are only fired if they
can enable the transition in question. In both cases it is necessary to partially
explore the state space of the model. A detailed description is beyond the scope
of this paper but the interested reader is kindly referred to [21].

5 Measuring Appropriateness

Generally spoken, determining the degree of appropriateness of a workflow pro-
cess model strongly depends on subjective perception, and is highly correlated
to the specific purpose. There are aspects like the proper semantic level of ab-
straction, i.e., the granularity of the described workflow actions, which can only
be found by an experienced human designer. The notion of appropriateness ad-
dressed by this paper rather relates to the control flow perspective and therefore
is approachable to measurement but there still remains a subjective element.

The overall aim is to have the model clearly reflect the behavior observed in
the log, whereas the degree of appropriateness is determined by both structural
properties of the model and the behavior described by it. Figure 1(g) shows M4,
which is a good model for the event log L2 as it exactly generates the observed
sequences in a structurally suitable way.

In the remainder of this section, both the structural and the behavioral part
of appropriateness are considered in more detail.

5.1 Structural Appropriateness

The desire to model a business process in a compact and meaningful way is
difficult to capture by measurement. As a first indicator we will define a sim-
ple metric that solely evaluates the size of the graph and subsequently some
constructs that may inflate the structure of a process model are considered.

Metric 2 (Structural Appropriateness). Let L be the set of labels, and N
the set of nodes (i.e., places and transitions) in the Petri net model, then the
structural appropriateness metric aS is formalized as follows:

aS =
|L| + 2

|N |
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Given the fact that a business process model is expected to have a dedicated
Start and End place, the graph must contain at least one transition for every
task label, plus two places (the start and end place). In this case |N | = |L| + 2
and the metric aS yields the value 1. The more the size of the graph is growing,
e.g., due to additional places, the measured value moves towards 0.

Calculating the structural appropriateness for the model M3 yields aS(M3) ≈
0.170, which is a very bad value caused by the many duplicate tasks. For the
good model M4 the metric yields aS(M4) = 0.5. With aS(M5) ≈ 0.435 a slightly
worse value is calculated for the behaviorally (trace) equivalent model M5 in Fig-
ure 1(h), which is now used to consider some constructs that may decrease the
structural appropriateness aS .

(a) Duplicate tasks. Duplicate tasks that are used to list alternative execution
sequences tend to produce models like the extreme M3. M5 (a) indicates an ex-
ample situation in which a duplicate task is used to express that after performing
activity C either the sequence GH or H alone can be executed. M4 (b) describes
the same process with the help of an invisible task, which is only used for rout-
ing purposes and therefore not visible in the log. One could argue that this model
supports a more suitable perception namely activity G is not obliged to execute
but can be skipped, but it somehow remains a matter of taste. However, excessive
usage of duplicate tasks for listing alternative paths reduces the appropriateness
of a model in preventing desired abstraction. In addition, there are also duplicate
tasks that are necessary to, e.g., specify a certain activity taking place exactly at
the beginning and at the end of the process like task A in M4 (a).

(b) Invisible tasks. Besides the invisible tasks used for routing purposes like,
e.g., shown in M4 (b), there are also invisible tasks that only delay visible tasks,
such as the one depicted in M5 (b). If they do not serve any model-related purpose
they can simply be removed, thus making the model more concise.

(c) Implicit places. Implicit places are places that can be removed without
changing the behavior of the model. An example for an implicit place is given
in M5 (c). Again, one could argue that they should be removed as they do not
contribute anything, but sometimes it can be useful to insert such an implicit
place to, e.g., show document flows. Note that the place c5 is not implicit as it
influences the choice made later on between E and F. Both c5 and c10 are silent
places, with a silent place being a place whose directly preceding transitions are
never directly followed by one of their directly succeeding transitions (i.e., the
model is unable to produce an event sequence containing BE or AA). Mining
techniques by definition are unable to detect implicit places, and have problems
detecting silent places.

5.2 Behavioral Appropriateness

Besides the structural properties that can be evaluated on the model itself ap-
propriateness can also be examined with respect to the behavior recorded in
the log. Assuming that the log fits the model, i.e., the model allows for all the
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execution sequences present in the log, there remain those that would fit the
model but have not been observed. Assuming further that the log satisfies some
notion of completeness, i.e., the behavior observed corresponds to the behavior
that should be described by the model, it is desirable to represent it as precisely
as possible. When the model gets too general and allows for more behavior than
necessary (like in the “flower” model M2 ) it becomes less informative in actually
describing the process.

One approach to measure the amount of possible behavior is to determine
the mean number of enabled transitions during log replay. This corresponds to
the idea that for models clearly reflecting their behavior, i.e., complying with
the structural properties mentioned, an increase of alternatives or parallelism
and therefore an increase of potential behavior will result in a higher number of
enabled transitions during log replay.

Metric 3 (Behavioral Appropriateness). Let k be the number of different
traces from the aggregated log. For each log trace i (1 ≤ i ≤ k) ni is the number
of process instances combined into the current trace, and xi is the mean number
of enabled transitions during log replay of the current trace (note that invisible
tasks may enable succeeding labeled tasks but they are not counted themselves).
Furthermore, m is the number of labeled tasks (i.e., does not include invisible
tasks, and assuming m > 1) in the Petri net model. The behavioral appropriate-
ness metric aB is formalized as follows:

aB = 1 −
∑k

i=1 ni(xi − 1)

(m − 1) · ∑k
i=1 ni

Calculating the behavioral appropriateness with respect to event log L2 for
the model M2 yields aB(M2, L2) = 0, which indicates the arbitrary behavior
described by it. For M4, which exactly allows for the behavior observed in the
log, the metric yields aB(M4, L2) ≈ 0.967. As an example it can be compared
with the model M6 in Figure 1(i), which additionally allows for arbitrary loops of
activity G and therefore exhibits more potential behavior. This is also reflected
by the behavioral appropriateness measure as it yields a slightly smaller value
than for the model M4, namely aB(M6, L2) ≈ 0.964.

5.3 Balancing Fitness and Appropriateness

Having defined the three metrics f , aS , and aB, the question is now how to put
them together. This is not an easy task since they are partly correlated with each
other. So the structure of a process model may influence the fitness metric f as,
e.g., due to inserting redundant invisible tasks the value of f increases because
of the more tokens being produced and consumed while having the same amount
of missing and remaining ones. But unlike aS and aB the metric f defines an
optimal value 1.0, for a log that can be parsed by the model without any error.

Therefore we suggest a conformance testing approach carried out in two
phases. During the first phase the fitness of the log and the model is ensured,
which means that discrepancies are analyzed and potential corrective actions are
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undertaken. If there still remain some tolerable deviations, the log or the model
should be manually adapted to comply with the ideal or intended behavior, in
order to go on with the so-called appropriateness analysis. Within this second
phase the degree of suitability of the respective model in representing the process
recorded in the log is determined.

Table 1. Diagnostic results

M1 M2 M3 M4 M5 M6

f = 1.0 f = 1.0 f = 1.0 f = 1.0 f = 1.0 f = 1.0
L1 aS = 0.5263 aS = 0.7692 aS = 0.1695 aS = 0.5 aS = 0.4348 aS = 0.5556

aB = 0.9740 aB = 0.0 aB = 0.9739 aB = 0.9718 aB = 0.9749 aB = 0.9703
f = 0.9952 f = 1.0 f = 1.0 f = 1.0 f = 1.0 f = 1.0

L2 aS = 0.5263 aS = 0.7692 aS = 0.1695 aS = 0.5 aS = 0.4348 aS = 0.5556
aB = 0.9705 aB = 0.0 aB = 0.9745 aB = 0.9669 aB = 0.9706 aB = 0.9637
f = 0.5397 f = 1.0 f = 0.4947 f = 0.6003 f = 0.6119 f = 0.5830

L3 aS = 0.5263 aS = 0.7692 aS = 0.1695 aS = 0.5 aS = 0.4348 aS = 0.5556
aB = 0.8909 aB = 0.0 aB = 0.8798 aB = 0.8904 aB = 0.9026 aB = 0.8894

Regarding the example logs given in Figure 1(b)-(d) this means that we only
evaluate the appropriateness measures of those models having a fitness value f =
1.0 (cf. Table 1) and therefore completely discard event log L3, which only fits the
trivial model M2, and the model M1 for event log L2. For event log L1 and L2
we now want to find the most adequate process model among the remaining ones,
respectively. Given the fact that neither the structural appropriateness metric
aS nor the behavioral appropriateness metric aB defines an optimal point (note
that for the process model M2 the aS value is very high while the aB value is
very low and vice versa for the other extreme model M3 ) they both must be
understood as an indicator to be maximized without decreasing the other. A
possible outcome of such a qualitative analysis could be that M1 is selected for
L1 while M4 is selected for L2. A more in-depth evaluation can be found in a
technical report on conformance testing [21].

6 Adding Conformance to the ProM Framework

The main concepts discussed in this paper have been implemented in a plug-in
for the ProM Framework. The conformance checker replays an event log within
a Petri net model in a non-blocking way while gathering diagnostic information
that can be accessed afterwards. It calculates the token-based fitness metric f ,
taking into account the number of process instances represented by each logical
log trace, the structural appropriateness aS , and the behavioral appropriateness
aB. Furthermore, the diagnostic results can be visualized from both a log-based
and model-based perspective.

During log replay the plug-in takes care of invisible tasks that might enable
the transition to be replayed next, and it is able to deal with duplicate tasks.
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Fig. 2. Screenshot of the conformance analysis plug-in

The lower part of Figure 2 shows the result screen of analyzing the conformance
of event log L2 and process model M1. As discussed before, for replaying L2 the
model lacks the possibility to skip activity G, which also becomes clear in the
visualization of the model augmented with diagnostic information. In the other
window the process specification M4 is measured to fit with event log L1.

7 Related Work

The work reported in this paper is closely related to earlier work on process
mining, i.e., discovering a process model based on some event log. The idea of
applying process mining in the context of workflow management was first in-
troduced in [9]. Cook and Wolf have investigated similar issues in the context
of software engineering processes using different approaches [11]. Herbst and
Karagiannis also address the issue of process mining in the context of workflow
management using an inductive approach [17]. They use stochastic task graphs
as an intermediate representation and generate a workflow model described in
the ADONIS modeling language. Then there are several variants of the α algo-
rithm [8,25]. In [8] it is shown that this algorithm can be proven to be correct
for a large class of processes. In [25] a heuristic approach using rather simple
metrics is used to construct so-called “dependency/frequency tables” and “de-
pendency/frequency graphs”. This is used as input for the α algorithm. As a
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result it is possible to tackle the problem of noise. For more information on
process mining we refer to a special issue of Computers in Industry on process
mining [7] and a survey paper [6]. Given the scope of this paper, we are unable
to provide a complete listing of the many papers published in recent years.

The work of Cook et al. [12,10] is closely related to this paper. In [12] the
concept of process validation is introduced. It assumes an event stream coming
from the model and an event stream coming from real-life observations, both
streams are compared. Here the time-complexity is problematic as the state-
space of the model needs to be explored. In [10] the results are extended to
include time aspects. The notion of conformance has also been discussed in the
context of security [3], business alignment [1], and genetic mining [4]. However,
in each of the papers mentioned only fitness is considered and appropriateness
is mostly ignored. (Note that more recent work on genetic mining also includes
“penalties” for “too much behavior” [19].) In [14] the process mining problem is
faced with the aim of deriving a model which is as compliant as possible with
the log data, accounting for fitness (called completeness) and also behavioral
appropriateness (called soundness). In [24] case-based reasoning is applied to
explicitly record information about non-compliant cases, which can be re-used
for potential adaptations of the business process model.

Process mining and conformance testing can be seen in the broader context of
Business (Process) Intelligence (BPI) and Business Activity Monitoring (BAM).
In [15,16] a BPI tool set on top of HP’s Process Manager is described. The
BPI tool suite includes a so-called “BPI Process Mining Engine”. In [20] Zur
Muehlen describes the PISA tool which can be used to extract performance
metrics from workflow logs. Similar diagnostics are provided by the ARIS Process
Performance Manager (PPM). The latter tool is commercially available and a
customized version of PPM is the Staffware Process Monitor (SPM), which is
tailored towards mining Staffware logs. Note that none of the latter tools is
supporting conformance testing. The focus of these tools is often on performance
measurements rather than monitoring (un)desirable behavior.

8 Conclusion

Given the presence of both process models and event logs in most organizations
of some complexity, it is interesting to investigate the notion of conformance as
it has been defined in this paper. Conformance is an important notion in the
context of business alignment, auditing (cf. Sarbanes-Oxley (SOX) Act [22]),
and business process improvement. Therefore, the question “Does the event log
conform to the process model and vice versa?” is highly relevant.

We have shown that conformance has two dimensions: fitness and appropri-
ateness. Fitness can be captured in one metric (f). For measuring appropriate-
ness we introduced two metrics: structural appropriateness aS and behavioral
appropriateness aB. Together these three metrics allow for the quantification of
conformance. The metrics defined in this paper are supported by the Confor-
mance Checker, a tool which has been implemented within the ProM Framework.
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An interesting direction for future research is to exploit log data on a more
fine-grained level (e.g., stating the start and end of activities) and to include
other perspectives such as time, data, and resources. For example, in some ap-
plication the timing of an event is as important as its occurrence.
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Abstract. Process mining offers methods and techniques for capturing
process behaviour from log data of past process executions. Although
many promising approaches on mining the control flow have been pub-
lished, no attempt has been made to mine the staff assignment situation
of business processes. In this paper, we introduce the problem of mining
staff assignment rules using history data and organisational informa-
tion (e.g., an organisational model) as input. We show that this task
can be considered an inductive learning problem and adapt a decision
tree learning approach to derive staff assignment rules. In contrast to
rules acquired by traditional techniques (e.g., questionnaires) the thus
derived rules are objective and show the staff assignment situation at
hand. Therefore, they can help to better understand the process. More-
over, the rules can be used as input for further analysis, e.g., workload
balance analysis or delta analysis. This paper presents the current state
of our work and points out some challenges for future research.

1 Introduction

While great effort has been spent on researching the control flow aspect of busi-
ness processes, organisational aspects of processes have often been neglected. In
particular, the link between the process and the organisational elements is less
understood [1]. However, in order to fully understand a business process, it is
also necessary to know by whom the activities of the process are performed.
This especially applies when Workflow Management Systems (WfMS) should
be employed in order to support the process execution. In WfMSs rules which
are based on organisational concepts, e.g., roles, are often used to assign work
items to staff members (staff assignment rules). Staff assignment rules define,
to a certain extent, the profile of agents capable of or eligible for performing an
activity. For example, for performing the activity “create bills” agents have to
possess the role “book-keeper” and additionally need to have “computer skills”.
Properties not referred to in the staff assignment rule have don’t-care semantics.
An agent might have those properties or not.

The traditional way of acquiring staff assignment rules (or process knowledge
in general) is by means of questionnaires or interviews. However, these tech-
niques are very cost-intense and error-prone. Furthermore, the results acquired

C. Bussler et al. (Eds.): BPM 2005 Workshops, LNCS 3812, pp. 177–190, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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by applying traditional techniques are rather subjective and need not necessar-
ily reflect the staff assignment situation at hand. Therefore, it makes sense to
support the process engineer in acquiring staff assignment rules by providing
objective rules as a complement to the results acquired by traditional methods.

In this paper, we introduce the task of deriving staff assignment rules from
log data of past process executions and organisational information. We denote
this as staff assignment mining.

………

a12completedCase 4

a12startedCase 4

a7completedCase 3

a7startedCase 3

a5completedCase 2

a5startedCase 2

a4completedCase 1

a4startedCase 1

AgentEventCase

……

MTAa8

Doctora2

Clinica4

Clinica1

Organisational UnitAgent

……

MTAa8

Doctora2

Nurse, a4

Computer Skills, …a1

AbilitiesAgent

……

MTAa8

Doctora2

Nurse, Receptionist, …a4

Doctora1

RolesAgent

Staff Assignment Mining

Possible rules

Fig. 1. The process engineer is supported by proposing a set of possible staff assignment
rules for a given activity

Workflow Management Systems but also other process-oriented systems, e.g.,
Enterprise Ressource Planning Systems (ERP) like SAP, log all events which
occur while a process instance (a case) is executed. The log data, also called
audit trail or history data, typically contain information about the start and
the end of an activity but also about the agent who performed the activity. By
combining this log data with organisational information (for instance, from an
organisational model), e.g., the roles that staff members have, objective staff
assignment rules can be derived (cf. Fig. 1).
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.  .  . .  .  .

a priori SAR( )

performers of 

Audit Trail

Staff Assignment Mining

SAR( )
agents covered

agents covered

Fig. 2. Using staff assignment mining for delta-analysis

Fig. 1 shows some log data of the execution of an example activity α in
different cases. Abstracting from concrete events we will refer to a performer of
an activity as an agent who started and completed an instance of the activity.

By using organisational concepts (e.g., roles) for separating the performers of
the activity from the non-performers1 meaningful staff assignment rules can be
derived. If we for instance find out that all performers of the example activity
α, e.g., a4, a5 etc., have the role “doctor” while all non-performers do not, it
is likely that the role “doctor” is a key property for performing α. Thus, the
staff assignment rule for α could demand that all agents need to possess the role
“doctor”.

Our objective is to derive staff assignment rules for a given activity such that:

– the rules are consistent to the audit trail data
– the rules identify the actual set of performers of the activity
– the rules are general such that they cover the essential profile of the per-

formers

The derived staff assignment rules reveal the actual profile of the performers
and thus, reveal the staff assignment situation at hand. Therefore, they can
be used as input for further analysis, particularly delta-analysis (cf. Fig. 2). If
an a priori staff assignment rule of the example activity α (SAR(α)) in Fig. 2
is, for instance, more general than the rule derived, this indicates that only a
subset of the agents identified by the a priori rule really performed instances of
α. This might indicate that the work item is delivered to work queues of staff
members who never performed the activity. This, of course, can be intended.
However, it might also indicate that the staff assignment situation has changed
and that the a priori rule is obsolete. Besides a better understanding of the
process behaviour knowing the actual staff assignment situation at hand also
allows for incrementally defining staff assignment rules.

This paper is organised as follows. After addressing related work in the pro-
cess mining context in Sect. 2 we will refer to the problem of learning staff
1 Agents who did not perform the activity.
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assignment rules. For this purpose an organisational meta-model and an appro-
priate representation of staff assignment rules are introduced in Sect. 3. Then,
the problem of learning staff assignment rules is addressed in Sect. 4. Finally,
Sect. 5 concludes the paper.

2 The Process Mining Context

Besides staff assignment rules, many information can be derived from the audit
trail data of process executions. Process mining deals with developing meth-
ods and techniques to capture the process behaviour from audit trail data. In
particular, a structured process description can be derived using process mining
techniques. The derived process model can be used as input for further analysis.
For instance, delta-analysis can be applied to detect discrepancies between the
a priori and the derived process model.

Many papers on process mining have been published recently (e.g., [6, 7, 10, 12,
14, 20, 11]). Most of them focus on mining the control flow (control flow mining).
Only few papers consider organisational aspects. For a survey on process mining
approaches the reader is referred to [3, 2].

Approaches integrating organisational aspects can be divided into two cate-
gories. The first category concentrates on relations between agents involved in
the process [4, 5]. The second category focuses on the relations between a process
and organisational concepts. Our approach presented in this paper falls in the
second category.

In [4, 5] van der Aalst and Song introduce an approach for mining social
networks from log data. The authors define four categories of metrics expressing
potential relationships between agents (e.g., metrics based on joint activities).
Using these metrics sociograms are derived which can be further used for social
network analysis. This work can be considered an important contribution to
enterprise social networks analysis.

The authors also mentioned the possibility of “guessing” organisational struc-
tures, in particular, guessing roles of agents. Agents performing the same activ-
ities are assigned the same roles. However, in [4, 5], van der Aalst and Song do
not consider the use of additional organisational information in this context. In
addition, it seems that this was just a suggestion since no further work on this
aspect has been published. At our best knowledge, no other work on mining the
relations between the process and the organisation is available to date.

Staff assignment mining is a novel facet of process mining and can be
smoothly integrated in the mining process. We consider our approach a com-
plement to current process mining efforts.

3 The Organisational Meta-model

As a starting point, we use a simple but yet powerful organisational meta-model
to describe organisational concepts (cf. Fig. 3). However, the approach pre-
sented in this paper is not restricted the meta-model and the organisational
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concepts presented here. In fact, our approach can be directly applied for other
organisational meta-models and further organisational concepts as well. In or-
der to present our approach, however, a meta-model is needed to specify the
organisational concepts used. The meta-model uses the following organisational

Org. Unit Org. Positionhas(0, n) (1, 1)

is subordinated

Agenthas(0, n) (0, n)

Role

describes
(0, n)

has

Ability

(0, n)

(0, n)

has(0, n)

(0, n)

specializes

(0, n) (0, 1)

(0, n) (0, 1)

(0, n)

Fig. 3. The organisational meta-model used

concepts: agents, organisational units, roles, abilities, and organisational posi-
tions. Since the latter one is considered to be assigned to only one agent (except
for time-sharing aspects) we neither consider agent objects nor organisational
positions when deriving rules, since those rules would not represent a general
profile. Abilities can be assigned to agents directly or indirectly via roles. Being
assigned a certain role an agent also has all abilities, i.e. capabilities and priv-
ileges, associated with that role. For example, the role “receptionist” has the
ability “computer skills”. Organisational positions, e.g., “1st book-keeper”, can
be interpreted as an instantiation of a set of roles. Due to space limitations we
cannot go into detail on the meta-model. For further information the reader is
referred to [18]. Table 1 shows an example of an organisation model based on
this meta-model. We will refer to this example later.

Based on the organisational meta-model, staff assignment rules (abbr.: SAR)
can refer to organisational entities in a manner similar to disjunctive normal
forms (DNF) in order to define the profile of the performers. A SAR of the
example activity α (SAR(α)) is given below, where a certain role (ability) is
specified by R (A). This rule would identify the agents a4, a5, a7, a11 and a12
from Tab. 1.

SAR(α):

(R = ’receptionist’ AND A = ’english’)

OR

(R = ’receptionist’ AND A = ’french’)



182 L.T. Ly et al.

Table 1. Example of an organisational model. The first part lists agents and respective
organisational entity, position and roles (MTA stands for medical-technical assistant).
The second part lists agents and respective abilities. Abilities directly assigned to the
agent are marked with an asterisk.

Agent Org. unit Org. position Roles

A1 Clinical Centre 1st Doctor Doctor
A2 Clinical Centre 2nd Doctor Doctor
A3 Clinical Centre 3rd Doctor Doctor
A4 Clinical Centre 1st Nurse Nurse, Receptionist, Book-keeper
A5 Clinical Centre 2nd Nurse Nurse, Receptionist, Book-keeper
A6 Clinical Centre 3rd Nurse Nurse, Receptionist, Book-keeper
A7 Clinical Centre 4th Nurse Nurse, Receptionist, Book-keeper
A8 Clinical Centre 1st MTA MTA
A9 Clinical Centre 2nd MTA MTA
A10 Clinical Centre 3rd MTA MTA
A11 Clinical Centre 1st Secretary Secretary, Receptionist, Book-keeper
A12 Clinical Centre 2nd. Secretary Secretary, Receptionist, Book-keeper

Agent Abilities

A1 Computer skills*, Take blood sample, Issue prescription, English*
A2 Computer skills*, Take blood sample, Issue prescription
A3 Computer skills*, Take blood sample, Issue prescription, English*
A4 Computer skills, Take blood sample, English*, French*
A5 Computer skills, Take blood sample, English*
A6 Computer skills, Take blood sample
A7 Computer skills, Take blood sample, French*
A8 English*
A9 English*
A10
A11 Computer skills, French*
A12 Computer skills, English*

Note that it is also possible to use negative qualifications by using NOT, in
the sense of demanding that an agent must not have certain properties. If an
agent is not related to an organisational entity, then he is considered to have
negative qualifications concerning these entities. Though organisational entities
may have many attributes (for example, the ability “english” may have the
attribute “level” with values ranging from “beginner” to “expert”) we abstract
from attributes other than the name of the entity.

Rules in the form described above can be used to define the profile of ap-
propriate performers of a workflow activity but also to define access rules or
constraints for any kind of information system and objects (e.g., to control the
access to electronic documents) [19, 22].
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4 Learning Staff Assignment Rules

In this section, we present our approach for deriving meaningful staff assignment
rules using audit trail data and organisational information based on the meta-
model described before.

4.1 Decision Tree Learning

Since staff assignment rules are supposed to identify the performers of a given ac-
tivity, the question is to determine combinations of organisational properties that
distinguish performers from non-performers. Thus, the problem of deriving staff
assignment rules can be interpreted as an inductive learning task, particularly
learning from positive and negative examples. Unlike with control flow mining,
negative examples are directly given for our problem: every non-performer can
serve as a negative example. First, we define the notion of positive and negative
examples for this learning problem.

Definition 1 (Positive/Negative Examples). Let A be a set of agents, and
let X be the total set of activities. Then performer(x,a) is a classification function
which determines whether a given agent a ∈ A has worked on any instance of
activity x ∈ X or not:

performer : X × A → {True, False}
performer(x, a) =

{
True if a has performed an instance of x
False otherwise

An ’example’ is a triple (x, a, performer(x, a)). We further distinguish be-
tween positive examples, i.e., (x, a, True), and negative examples, i.e., (x, a,
False). Note that due to this definition, agents performing x multiple times will
be associated with a respective number of examples. For every non-performer a
negative example can be generated.

Table 2 shows a set of examples referring to the agents from our organisational
model depicted in Tab. 1 and our example activity α (cf. Fig. 1). Since we refer
to α, our running example throughout this paper, the activity information is
omitted in Tab. 2.

Based on the examples the objective is to derive rules which approximates
the classification function performer. This problem belongs to supervised learn-
ing [13] since we have predefined classes (performers and non-performers).

Various learning methods can be applied to solve this learning problem. We
have chosen to adapt decision tree learning [9]. Decision tree learning is one of
the most widely-used methods of inductive inference. It can be employed for
attribute-based learning of disjunctive concepts. This method is simple and ex-
plicitly facilitates graphical representations. This constitutes an advantage when
developing a user-friendly graphical interface for a respective staff assignment
mining tool. Furthermore, decision tree learning also incorporates methods for
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Table 2. A set of examples. The agents a1, a2, a6, a8, a9, and a10 did not perform α
while the agents a4, a5, a7, a11, and a12 did.

Agent a performer(α,a)

a1 False

a2 False

a3 False

a4 True

a5 True

a6 False

a7 True

a8 False

a9 False

a10 False

a11 True

a12 True

handling noise data and continuous attribute values. Continuous attribute values
do not occur with our preliminaries. However, this will be an important feature
when we will extend our approach to consider attributes of organisational entities
as well.

Staff assignment rules can be derived by growing decision trees (cf. Fig. 4).
Starting at the root node, an organisational entity is chosen as testing at-
tribute in order to separate the positive from the negative examples. In Fig. 4
R = ’receptionist’ was chosen as the first attribute. (Which attributes are
chosen and in which order is discussed in the following.) Depending on whether
they are related to an organisational entity, examples (i.e., agents) are assigned to
the “yes”-child-node or “no”-child-node, respectively. Note that for every agent,
it can be determined whether the agent is related to an organisational entity or
not. This procedure is repeated recursively for the child nodes until only exam-
ples from one class, indicated by the ’+’ and the ’−’ set in Fig. 4, are left, or
there are no attributes left. The ’+’ set represents the class of performers while
the ’−’ set represents the class of non-performers.

All entities of an organisational model can be used as testing attributes. For
example, the set of possible attributes shown below can be derived from the or-
ganisational model described in Tab. 1. A certain organisational unit is specified
by OU.

{OU = ’clinical centre’, R = ’nurse’, R = ’doctor’,
R = ’receptionist’, ...}

From a decision tree if-then-rules or rules in DNF can be easily derived. The
conjunction of attribute values of a path from a leaf-node with the target class
to the root represents the if-part of the if-then-rule or a disjunction element of
the DNF.
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R = „receptionist“

A = „english“

A = „french“

yes

yes

yes

no

no

no

+ {a4, a5, a7, a11, a12}
-  {a1, a2, a3, a6, a8, a9, a10}

+ {a4, a5, a7, a11, a12}
-  {a6}

+ { }
-  {a1, a2, a3, a8, a9, a10}

+ {a7, a11}
-  {a6}

+ {a4, a5, a12}
-  { }

+ {a7, a11}
-  { }

+ { }
-  {a6}

Fig. 4. A decision tree for the example set for activity α from Tab. 2. From this
decision tree the rule SAR(α): (R = ’receptionist’ AND A = ’english’) OR (R =

’receptionist’ AND A = ’french’) can be derived.

However, our objective is to mine general profiles of performers with as less
conjunction elements as possible. Finding decision trees representing minimal
rules is of NP-hard complexity [16]. Therefore, a gready search strategy using
the metrics information gain [17, 16] for guiding the search, i.e. choosing an
attribute, is applied. The information gain metrics is based on entropy calcula-
tions. The formulas for calculating the entropy and information gain are given
below. S denotes an example set, a an attribute, and p+ and p− indicate the
proportion of positive and negative examples respectively. Syes and Sno are the
example sets assigned to the “yes”- or the “no”-child of the node belonging to
S, respectively.

The entropy is a metrics for the homogeneity of a set. At each separation step
the attribute with the best information gain value is chosen. Thus, the decision
tree algorithm tries to achieve the best split of the remaining example set in
every step.

entropy(S) = −p+ log2 p+ − p− log2 p− (1)

information gain(S, a) = entropy(S)− |Syes|
|S| entropy(Syes)− |Sno|

|S| entropy(Sno) (2)



186 L.T. Ly et al.

R = „book-keeper“

A = „english“

A = „french“

yes

yes

yes

no

no

no

+ {a4, a5, a7, a11, a12}
-  {a1, a2, a3, a6, a8, a9, a10}

+ {a4, a5, a7, a11, a12}
-  {a6}

+ { }
-  {a1, a2, a3, a8, a9, a10}

+ {a7, a11}
-  {a6}

+ {a4, a5, a12}
-  { }

+ {a7, a11}
-  { }

+ { }
-  {a6}

Fig. 5. An alternative decision tree for the example data. From this de-
cision tree the rule SAR(α): R = (’book-keeper’ AND A = ’english’) OR (R =

’book-keeper’ AND A = ’french’) can be derived.

The decision tree in Fig. 4 was generated using information gain. For further
information on decision trees and metrics please refer to [17, 16, 15].

Generally, more than one decision tree can often be derived which fit the input
data. This also applies to our example set from Tab. 2. Therefore, it is important
to offer a set of potential rules to the process engineer. The process engineer
can then, after an evaluation process, decide which of the rules are useful. In
order to extract more than one rule, backtracking is needed. Again, information
gain can be used for choosing the suitable attributes. Instead of using only
the best separating attribute, the k-best attributes can be used, whereas k is
a configurable parameter. Figure 5 shows an alternative decision tree using the
second best testing attribute (R= ’book-keeper’) at root level. Note that besides
the trees shown here even more decision trees can be derived from our example
set by choosing another k and/or allowing backtracking on other than the root
level.

4.2 Advanced Issues

Attributes, i.e. organisational entities, are, with regard to the given organisa-
tional meta-model, not necessarily independent. In fact, attributes can be related
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to each other in different ways. Organisational units can consist of other units.
Thus, any agent in the sub-unit also belongs to the superordinate unit. Further-
more, roles can be in a specialisation/generalisation relationship to other roles.
For example, the role “nurse” can have the role “lead nurse” as specialisation,
which inherits all privileges and abilities of the role “nurse”. Thus, having the
role “lead nurse” directly implies having the role “nurse”.

Another case of dependent attributes occurs with roles and abilities. Roles can
imply abilities but not vice versa. Since every organisational entity is represented
by an attribute, those dependencies need not be handled separately. However,
when an attribute is selected for separation, all attributes implied by it need not
be used as testing attributes because they would not achieve a further separation.
Therefore, these attributes can be excluded from the set of remaining attributes
for this path. This helps reducing the amount of attributes to test.

Moreover, it will typically be possible to confine the set of relevant organisa-
tional entities as well as relevant examples in advance. On the one hand, it is
often possible to exclude certain organisational entities. For the activity “create
bills’, for instance, ’ the ability “take a blood sample” is fairly uninteresting.
Therefore, the ability “take a blood sample” can be excluded from the set of
testing attributes since staff assignment rules based on this attribute would not
make sense anyway.

On the other hand, a basic set of qualifications necessary for performing an
activity is often already known in advance. For example, for activity “examine
the patient” the role “doctor” is required. Agents, who do not have the required
qualifications, can be excluded from the example set. This helps reducing the
amount of examples. The task of excluding attributes in advance or selecting
qualifications, which agents need to possess, should be performed by the process
engineer.

4.3 Dealing with Noise

“Perfect” process executions and perfect log data as in the previous examples,
however, cannot be taken for granted. Hence, we also have to deal with excep-
tional cases and noise data. Exceptional cases are considered to be cases, where
agents perform the activity although they are not eligible to do so , e.g., as a re-
placement. Replacement performers do not necessarily have the profile of regular
performers. Therefore, the decision tree might not reveal the profile of regular
performers.

Noise data occur when, for instance, a wrong agent is logged as the performer
of the activity. In order to account for those cases, threshold values are intro-
duced. Concerning performers, the frequency of their occurrence in the example
set can be used as an indication of whether they are regular performers or not.
If agent a4, for instance, executed activity α twice while all other agents who
executed α did so a lot more often, this indicates that agent a4 is not a regular
perfomer of activity α. Thus, performers executing α less often than a given
threshold value can be removed from the example set in advance. Threshold
values can also be used for post-pruning the decision tree. For example, nodes
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where the proportion of positive examples is less than a threshold value can be
transformed into a leaf-node.

Since it is our objective to identify the actual performer set, pruning the tree
based on negative examples should mainly be used in order to account for mi-
nor errors of the organisational model, e.g., non-performer agents were assigned
spurious properties making them more difficult to separate from the positive
examples. In a post-pruning operation nodes where the amount of negative ex-
amples is less than a threshold value can be transformed into a leaf-node. For
further information on pruning decision trees the interested reader is referred
to [17, 9].

In contrast to control flow mining we use organisational information (organ-
isational model) as input data, in addition to the audit trail data. Thus, the
quality of the derived rules highly depends on the quality of the organisational
model. As aforementioned, minor errors in the organisational model can be com-
pensated using threshold values. Nevertheless, the organisational model needs
to be complete, in the sense of that all relevant organisational entities are mod-
elled. Mistakes or incompleteness of the organisational model may lead to less
meaningful rules. However, the derived rules at least reveal the actual situation.

5 Conclusion and Outlook

In this paper, we concentrated on a new aspect of process mining: mining staff as-
signment rules. We have shown that the problem of deriving staff assignment rules
using information from audit trail data and organisational information (e.g., an
organisational model) as input can be interpreted as an inductive learning prob-
lem. Therefore, machine learning techniques can be adapted in order to solve the
problem. In particular, we have used decision tree learning to derive meaningful
staff assignment rules. Thus, it is possible to provide staff assignment information
about activities enabling a better understanding of the underlying process.

However, enhancements and alternative learning methods have to be con-
sidered. Instead of using information gain as the metrics for guiding the search,
another metrics, which prefers positive qualifications of positive examples, can
be applied. This may lead to better results since performers’ profiles are typically
defined by positive rather than negative properties. Furthermore, another way of
dealing with dependent attributes may also be considered, e.g., by incorporating
a reasoning-component. In addition, alternative learning methods are interesting
subjects of study. In particular, inductive logic programming [21] and mining
association rules [13] seem to be interesting in this context. Alternative learning
techniques will be an important subject for future research.

Besides possible enhancements of the mining procedure itself, many other in-
teresting questions concerning staff assignment mining have arised, e.g., dealing
with dependent staff assignment rules (i.e., the performer working on activity d
should be always the same as the one who worked on a preceding activity c), and
combining different mining perspectives (e.g., for credit amounts greater than
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50000 e other agents are needed). Furthermore, for comprehensively supporting
the process engineer, validation features for staff assignment rules also seem very
useful in a respective tool.

We are currently working on an implementation of our approach as a plug-in
for the ProM framework2 [8]. ProM is a process mining tool where particular
approaches can be incorporated as plug-ins. For further information on ProM,
please refer to [8].

Though tests on real data sets are still required, we believe that the first
steps are taken to mine the relations between the process and organisational
structures.
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Abstract. In order to support business processes effectively, their im-
plementation by a process management systems (PMS) must be as close
to the real world’s processes as possible. Generally, it is not sufficient
to analyze and model a business process only once, and then to han-
dle respective business cases according to the defined model for a long
period of time. Instead, process implementations must be quickly adapt-
able to changing needs. A PMS should enable process instance changes
and provide facilities for analyzing these instance-specific changes in or-
der to derive optimized process models. In this paper we introduce a
framework for the agile mining of business processes which supports the
whole process life cycle in an integrated way. Our framework is based on
process mining techniques, adaptive process management, and conversa-
tional case-based reasoning. On the one hand, it allows annotating execu-
tion and change logs with semantical information to gather information
about the reasons for ad-hoc deviations, which can then be analyzed by
the process engineer (with support from the PMS). On the other hand,
it enables the process engineer to adapt process models based on the
outcome of these analyses and to migrate related process instances to
the new model.

1 Introduction

Companies are developing a growing interest in aligning their information sys-
tems in a process-oriented way. Recently, process mining, in particular Delta
analysis [1,2], has been proposed to improve business alignment [3]. If no pro-
cess models are available yet, process mining techniques can be applied to iden-
tify repetitive process fragments. However, if the business processes are already
captured in process models, Delta analysis can help to detect discrepancies be-
tween the modeled and the observed execution behavior of a process. Though
process execution logs can be used to reveal malfunctions or bottlenecks, they
do not provide any semantical information about the reasons for the observed
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discrepancies. In respect to the optimization of the process models these logs
therefore provide only limited information to process engineers. Furthermore,
current PMS do not sufficiently support process engineers to incorporate the re-
sults of a Delta analysis into an improved process model and to smoothly migrate
running process instance to the new model version.

Obviously, the practical benefit of process mining depends on the quality of
the available log data. In PMS, for instance, respective execution logs can only
reflect situations the PMS is able to handle. Particularly, if the PMS does not
support process instance changes it has to be bypassed in exceptional situations
(e.g., by executing unplanned process activities outside the scope of the PMS).
Consequently, the PMS is unaware of the applied deviations and thus unable to
log information about them. This missing traceability of process instance changes
significantly limits the benefits of process mining and Delta analysis approaches.

Continuous process improvement requires adaptive PMS which enable autho-
rized users to flexibly deviate from premodeled processes as needed. Since this
results in more meaningful execution logs, which implicitly reflect the applied
process instance changes, process mining and Delta analysis approaches become
more useful. If such analyses result in an optimized version of a process model,
adaptive PMS support the process engineer to quickly implement the model
change and smoothly migrate running process instances to the new model.

In addition to process execution logs, adaptive PMS maintain information
about applied instance modifications in change logs. Minimally, a change log
should keep syntactical information about the kind and the context of the ap-
plied changes (e.g., the type and position of a dynamically inserted process
activity). While this information is useful for process mining, it is not sufficient
to effectively support process optimization efforts, process engineers also need
semantical information about the reasons for the change. This is particularly
important if the same or similar instance changes happen over and over again.
Assume that in a patient treatment process an unplanned lab test is dynami-
cally added for a considerable number of process instances. Then the respective
change logs should also reflect information about the semantical context of the
applied instance changes (e.g., that insertions have been mainly performed for
patients older than 40 years and suffering from diabetes).

In this paper we introduce a framework for the agile mining of business pro-
cesses which supports the whole process life cycle in an integrated way and fosters
continuous and quick adaptation to change. Our framework is based on process
mining [3], adaptive process management (PM) [4,5], and, to close the semantic
gap, conversational case-based reasoning (CCBR) [6]. CCBR is an interactive
extension of the case-based reasoning (CBR) paradigm [7]. In particular, we
combine the advantages of these three approaches in an integrated prototype.
We enhance execution and change logs with semantical information, which is
then analyzed by the process engineer with support from the PMS to provide
knowledge about the context of and the reasons for discrepancies between pro-
cess models and related instances. This semantical information is also reused to
support users when similar deviations become necessary. Finally, our framework
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enables the process engineer to adapt process models based on the outcome of
process mining efforts and to smoothly migrate related process instances to the
new model version.

Section 2 describes building blocks for the agile mining of business processes.
Section 3 gives an overview of our framework and Section 4 discusses a sample
application. The paper closes with a summary and an outlook in Section 5.

2 Building Blocks for Agile Mining of Business Processes

This section summarizes main characteristics of our framework’s building blocks:
process mining, case-based reasoning, and adaptive PM.

2.1 Process Mining

Process mining denotes the extraction of process knowledge from log data related
to past process and application executions (cf. Fig. 1). Respective logs are usually
provided by workflow systems, but also by other process-oriented applications,
like enterprise resource planning or supply chain management systems. Typically,
all these systems log event-based data (e.g., related to the start or completion
of task executions) together with additional context information (e.g., about
actors).

Schema  S

Start Instance (I127)
Start Activity (I127, A)
End Activity (I127, A)
Start Instance (I128)
Start Activity (I128, A)
End Activity (I128, A)
Start Activity (I127, B)
End Activity (I127, B)
Start Activity (127, C)
Start Activity (128, B)
End Activity (I127, C)
End Activity (128, B)
Start Activity (127, D)
End Activity (127, D)
Start Activity (127, E)
End Activity (127, E)
Start Activity (128, C)
End Activity (I128, C)
Start Activity (128, D)
End Activity (I128, D)
Start Activity (128, E)
End Activity (I128, E)
…………………..........

Execution Log

A B C ED

Fig. 1. Process Mining

The main objective of process mining is to effectively use automatically
collected data in order to gain process knowledge from the logs. In particular,
process mining extracts formal process models from execution logs [3,8,9,10,11].
So far, the focus has been put on issues related to control-flow mining. However,
first approaches have been developed which use event-based data for mining or-
ganizational and performance aspects as well [12,13]. Process mining is generally
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considered as an alternative to interviews or questionnaires to acquire process
knowledge. Its results can be used for further analysis. For instance, Delta anal-
ysis [1,2] compares existing process models with the results of process mining in
order to detect discrepancies between the modeled and the observed execution
behavior. This information is then used to improve the process model.

2.2 Case-Based Reasoning

Case-based reasoning (CBR) is a contemporary approach to problem solving
and learning [7]. New problems are dealt with by drawing on past experiences –
described in cases – and by adapting their solutions to the new problem situation
(cf. Fig. 2).

Problem

Lab test required

Question-Answer Pairs

Solution

Insert Lab test

Age? > 40
Diagetes? Yes

Problem

Lab test required

Question-Answer Pairs

Solution
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Problem

Additional Test required

Question-Answer Pairs
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Fig. 2. Case-Based Reasoning

Reasoning based on past experiences is a powerful and frequently applied
way to solve problems by humans [14]. A physician, for example, remembers
previous cases to determine the disease of a newly admitted patient. A case is a
contextualized piece of knowledge representing an experience [7], which typically
consists of a problem description and the corresponding solution.

Our framework applies conversational CBR, an extension of the CBR
paradigm, which actively involves users in the inference process [15]. CCBR
systems are interactive systems that, via a mixed-initiative dialogue, guide
users through a question-answering sequence in a case retrieval context. Unlike
traditional CBR, CCBR neither requires users to provide a complete a priori
problem specification for case retrieval nor to provide knowledge about the
relevance of each feature for problem solving. Instead, the system assists users in
finding relevant cases by presenting a set of questions to assess a given situation.
Furthermore, it guides users who may supply already known information on their
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initiative. Therefore, CCBR is especially suitable for handling exceptional or
unanticipated situations which cannot be dealt with in a fully automated way.

CBR has been applied to PM for several purposes [16]. Our research prototype
CBRFlow, for example, uses CCBR to perform ad-hoc changes of single process
instances, to memorize these changes, and to support their reuse in similar future
situations [16].

2.3 Adaptive Process Management

Adaptive PM technology increases the flexibility of process-oriented information
systems by enabling (dynamic) changes of different process aspects (e.g., control
and data flow). Such process changes can be performed at two levels – the process
type and the process instance level [5,17] (cf. Fig. 3).

I1 on S

T = condInsert(S, X, C, D)

I1 on S‘

Process Type Schema S Process Type Schema S‘

Process Instances

migrate

I2 on S migrate I2 on S‘

I2 serialInsert(S, X, C, D), deleteActivity(S, E)
Change Log Entry for Instance I2

A B D
X

A B C ED C E

Fig. 3. Adaptive Process Management

When a process template or, more precisely, the process type schema repre-
senting this template is changed, the respective changes should be propagated
to already running process instances [18]. This has to be done in a correct and
consistent manner, and respective migration procedures must efficiently handle a
high number of concurrently running process instances. In this context it must be
possible to propagate process type changes to both unbiased and biased process
instances. We denote process instances as unbiased if they are running according
to the original process type schema they were derived from, whereas process
instances are denoted as biased if they have been individually modified (e.g., due
to an ad-hoc change) [17].

Instance–specific ad-hoc changes (e.g., switching the order of two activities
or adding new ones) must be performed to deal with exceptional situations [4].
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Usually, they are stored in change logs, which provide information about the
type of the applied change and related context information (e.g., the position
of a newly inserted activity). This log information contributes to the analysis of
potential conflicts between process type and process instance changes as well as
to the documentation of the instance history. The described functionality has
been implemented in our ADEPT PMS [4,5,17,18].

3 Framework for Agile Mining of Business Processes

The implementation of a framework for the agile mining of business processes
raises a number of challenges. This section outlines basic requirements (Section
3.1), gives an overview of the designed framework (Section 3.2), and describes
the current state of its implementation (Section 3.3).

3.1 Requirements for an Agile Process Mining Framework

An agile process mining framework must provide comprehensive facilities for
business process monitoring and must allow quick responses to observed dis-
crepancies between the modeled and the executed processes. In particular, pro-
cess engineers should be supported in learning from previous (ad-hoc) instance
changes and in deriving optimized process models from log data.

When performing a process instance change information about the reasons
for the change should be kept in a case–base. This can be done by either adding
a new case (when no similar change has been applied before) or by reusing an
existing one (representing a previously applied, similar ad-hoc change). A pure
syntactical approach is not sufficient to stimulate the reuse of change informa-
tion, semantical information about the changes must be maintained as well. Con-
sider, for example, a patient treatment process and assume that an additional
activity (i.e., a lab test) has been frequently inserted for patients older than
40 years and suffering from diabetes. If such context information is explicitly
maintained, respective cases can be reused in similar situations and optimized
process models can be derived from instance change logs.

To continuously optimize business processes, extended mining techniques
must be provided. They should use information from execution and change logs
as well as the semantical information (cases) associated with the changes. When
similar ad-hoc changes occur frequently enough (i.e., their occurrence exceeds a
certain threshold), process engineers should be notified and assisted in optimiz-
ing the process model. Semantical change information must be represented in
such a way that useful suggestions can be made. For example, assume that our
lab test activity has been inserted for a significant number of process instances
in the context just mentioned. When moving this change to the process type
level the simple insert operation (used at the instance level) cannot be applied
directly as the additional lab test activity shall only be performed if the specific
conditions (older than 40 years, diabetes) are met. Therefore, the PMS should be
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able to translate instance changes and related semantical information to process
type changes (i.e., to respective transformations of the process type schema) and
to suggest them to the process engineer.

Process engineers should not only be supported in deriving new schema ver-
sions from log data, but also in migrating already running instances to a modified
schema. For this, the PMS has to check whether these instances are compliant
with this new schema version or not. Depending on whether an instance is biased
or unbiased (cf. Section 2.3) and depending on the degree of overlap between
process type and process instance change, different migration strategies must
be supported by the PMS [19]. Furthermore, the system has to migrate the se-
mantical information associated with the process schema as well (i.e., the cases
representing ad-hoc changes on instances of this schema), as only information
not yet covered by the new process schema must be migrated. Information on
the ad-hoc change which triggered the process type evolution should be omitted,
i.e., those cases should be dropped from the new case-base version.

3.2 Overview of the Framework

In order to meet these requirements and to reflect a company’s business processes
adequately, process models must be continuously monitored and adapted to
changing needs. For this, both execution and change logs must be enriched with
semantical information. As illustrated in Fig. 4, different information sources
(i.e., execution logs, change logs, and case-bases) are relevant in this context.
These sources must be continuously evaluated and changes to the process model
should be triggered when discrepancies between it and its instances occur fre-
quently. Based on the information maintained in the execution logs, in the change
logs, and in the case-base, the process engineer can then adapt the process model
and migrate related process instances by using adaptive PM technology (cf. Sec-
tion 2.3).

Execution and change logs provide the syntactical information on what hap-
pened, i.e., which activities were executed and which deviations occurred at what
time. CCBR (cf. Section 2.2) is used to provide semantical information on why
changes happened. More precisely, experiences from previous changes are stored
as cases in a case-base. A case represents a concrete ad-hoc modification of one
or more process instances, it consists of a textual problem description briefly ex-
plaining the problem that made the deviation necessary, a set of question-answer
pairs, and a solution part. The question-answer pairs describe the reasons and
the context of the ad-hoc deviation and the solution part reflects the concrete
change operations that have been applied to the respective instance(s) to per-
form the desired ad-hoc change by using services of the adaptive PMS (for a
more detailed description see [20,21]).

In Fig. 4 the mining of the process execution log reveals that activities A, B,
C, D and E are always executed in sequence. The change log further indicates
that for some process instances running on schema S the additional activity X
was dynamically inserted between activities C and D. However, the change log
does not provide any semantical information on why activity X was inserted. By
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Fig. 4. Information Sources Triggering Process Evolution

analyzing the cases in the case-base, the process engineer learns that activity X
was primarily added and executed for patients older than 40 years who suffers
from diabetes. Based on this information he can derive a new process schema
containing the additional activity X for patients matching these two conditions.
Finally, after the new version of the process type schema is released, process
instances can be migrated to the new schema version.

In the following we describe how the building blocks (cf. Section 2) and their
respective information sources (i.e., execution log, change log and case-bases)
work together to complete the process life cycle (cf. Fig. 5). An initial process
schema can either be created by applying process mining techniques (i.e., by
observing process and/or task executions) or by business process analysis (1).
During run-time new process instances are created from such a predefined pro-
cess schema (2). In general, process instances are then executed according to
their process type schema and execution logs are written (3). However, when
deviations from the predefined schema become necessary (e.g. due to exceptions
or unanticipated situations) process actors must be able to deviate from it. They
can either specify a new ad-hoc deviation and document the reasons for their
changes in the CCBR subsystem, or reuse a previously specified ad-hoc modifi-
cation from the case-base (4). In both situations an appropriate change log entry
is written (5) and the execution continues. When a particular ad-hoc modifica-
tion is frequently reused, the process engineer is notified to perform a process
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type change (6). Both execution and change logs are needed to know how often a
particular schema has been instantiated and how frequently deviations occurred.
The process engineer can then perform a schema evolution (7), as supported by
the adaptive PMS, and, if possible, migrate running instances to the new schema
version.

Thus, combining process mining and CCBR techniques with adaptive PM
allows full process life cycle support and the seamless integration of the detected
discrepancies into a new, optimized process schema.

3.3 Current State of the Framework

Our ongoing research focuses on the integration of adaptive PM technology and
CCBR. We currently work on the integration of the methods, concepts, and
prototypes developed by our groups in the ADEPT and the CBRFlow projects.

ADEPT [4] is a next generation PMS that offers full functionality in respect to
the modeling, analysis, execution, and monitoring of business processes [4,5,18].
To our best knowledge it is the only PMS providing full support for adaptive
processes at both the process instance and the process type level. When per-
forming process instance changes, ADEPT ensures consistency and correctness.
In the context of process type changes it additionally allows to migrate running
process instances efficiently to the new schema version [5,17,18]. A powerful pro-
totype demonstrating this functionality exists and is used by several research
groups and industry partners.
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CBRFlow [16] supports users in performing simple ad-hoc instance changes
and allows them to express the semantics of these changes by applying CCBR
techniques. It documents the reasons for a process instance change and enables
the user to reuse information about previously performed ad-hoc deviations
when creating new ones for other instances of the same process type. Like with
ADEPT, a powerful prototype exists.

By integrating ADEPT and CBRFlow significant synergies can be exploited,
fostering integrated process life cycle support [20,21]. On the one hand the com-
bined system provides a powerful process engine, supporting all kinds of changes
in one system. On the other hand it enables the intelligent reuse of process in-
stance changes and fosters deriving process type changes from collected informa-
tion. Currently we implement a prototype which integrates both systems; future
work will include process mining tools as well [22]. We will apply and evaluate
our prototype in different application settings, including healthcare processes
and emergent workflows (e.g., in the automotive sector).

4 Sample Application of the Framework

Contemporary PMS rely on predefined process models requiring large upfront
investments to analyze and model business processes before process-aware in-
formation systems can be deployed. It is especially difficult to create adequate
process models for knowledge-intensive processes (e.g., engineering processes in
the automotive sector) comprising both routinized and non-routinized work. In
some cases process schemes are already obsolete when their specification is ”com-
pleted”. However, in today’s dynamic business environment not all eventualities
and deviations can be considered in advance as requirements change or evolve
over time. Covering too many details in a process schema early on raises the
risk of including rarely needed, not yet needed or never needed parts. For these
reasons process modeling on demand and focusing on core functionality offer
promising perspectives to foster shortened modeling cycles and earlier delivery
of productive systems.

To cope with these risks and to ensure that the modeled process schemes
closely reflect a company’s business processes, short iteration cycles must be
supported. Instead of starting with a completely defined process schema, the
process engineer can either develop a preliminary one with a clear focus on core
functionality (e.g., covering the standard process, but not all alternative paths)
or apply process mining techniques to extract process fragments from event logs.

When starting with an inital process model our framework can be used to
iteratively evolve the model over time. Whenever necessary, extensions to the
processs schema can be performed in an ad-hoc way by using adaptive process
management. CCBR is applied to document these deviations, to memorize them
and to support their reuse. Case reuse in combination with execution/change logs
is applied to trigger process type changes and to incorporate these deviations
into respective process schemes (cf. Fig. 5).
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The framework also provides support for evolving process fragments which
have been extracted by process mining techniques. Initially, new process frag-
ments may only reflect a partial view on a process, i.e., the derived models
are not mature. However, they already represent meaningful process knowledge
which can be evolved over time and be reused in a different context (e.g., to
automate routine work or to derive more comprehensive process templates). For
example, engineers may want to customize fragments to individual needs or
combine them to come up with more complete process views reflecting complex
processes. When adapting or extending process fragments in such a way, new
process knowledge is created, which again could be reused, harvested, and linked
with existing fragments.

In this scenario fragment creation, storage, reuse, composition, and execution
are important tasks, our framework provides fundamental support to deal with
them. Initially, process fragments are derived by applying process mining tech-
niques; the resulting models can then be semantically annotated using CCBR
before they are stored in the process repository. When a user wants to retrieve
a fragment, he is guided through a question-answering sequence by the CCBR
sub-system. When a fragment is selected, its reuse counter is increased. Addi-
tionally, quality ratings from users are aggregated in a reputation score. A special
challenge is the execution of incomplete fragments which are to be completed or
adapted; for this, adaptive process management technology is key to success. Al-
together, our framework provides the needed adaptation and mining techniques
to support such evolving and emergent processes.

5 Conclusion and Outlook

We have introduced a framework for the agile mining of business processes based
on CCBR, adaptive PM and process mining. The main focus has not been put
on the development of new concepts in these domains, but on the integration of
existing methods, concepts and prototypes (ADEPT and CBRFlow) and on the
support of business process intelligence. We have sketched the basic relationships
between the different components, discussed technical requirements for providing
an integrated solution, and drafted the approach we take. Currently we work on
the implementation of the framework presented, starting with the integration
of ADEPT and CBRFlow. In this context we have also developed concepts for
process evolution and the migration of related case-bases [20,21]. In the next
step we want to incorporate process mining tools into our framework.
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Abstract. One of the aims of process mining is to retrieve a process
model from a given event log. However, current techniques have prob-
lems when mining processes that contain non-trivial constructs and/or
when dealing with the presence of noise in the logs. To overcome these
problems, we try to use genetic algorithms to mine process models. The
non-trivial constructs are tackled by choosing an internal representation
that supports them. The noise problem is naturally tackled by the genetic
algorithm because, per definition, these algorithms are robust to noise.
The definition of a good fitness measure is the most critical challenge in a
genetic approach. This paper presents the current status of our research
and the pros and cons of the fitness measure that we used so far. Experi-
ments show that the fitness measure leads to the mining of process models
that can reproduce all the behavior in the log, but these mined models
may also allow for extra behavior. In short, the current version of the ge-
netic algorithm can already be used to mine process models, but future
research is necessary to always ensure that the mined models do not allow
for extra behavior. Thus, this paper also discusses some ideas for future
research that could ensure that the mined models will always only reflect
the behavior in the log.

Keywords: process mining, genetic mining, genetic algorithms, Petri nets,
workflow Petri nets.

1 Introduction

One of the aims of process mining is to automatically build a process model that
describes the behavior contained in an event log. The models mined by process
mining tools can be used as an objective starting point during the deployment of
systems that support the execution of processes and/or as a feedback mechanism
to check the prescribed process model against the enacted one. We illustrate
how process mining techniques work using an example. Consider the event log
shown in Table 1. This log shows the events for applying to get a license to ride
motorbikes or drive cars. Note that applicants for different types of licenses do
the same theoretical exam (task C) but different practical ones (tasks D or E).
In other words, whenever task B is executed, task E is the only one that can be
executed after the applicant has done the theoretical exam. This shows that there

C. Bussler et al. (Eds.): BPM 2005 Workshops, LNCS 3812, pp. 203–215, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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Table 1. Where: X = “Apply for license”, A = “Attend to classes on how to ride
motorbikes”, B = “Attend to classes on how to drive cars”, C = “Do theoretical exam”,
D = “Do practical exam to ride motorbikes”, E = “Do practical exam to drive cars”,
and Y = “Get result”

ID Process instance
1 X, A, C, D, Y
2 X, B, C, E, Y
3 X, A, C, D, Y
4 X, B, C, E, Y
5 X, B, C, E, Y
6 X, A, C, D, Y

EndStart p1 p6

p5

p4

p3

p2

X
A

B
Y

E
C

D

Fig. 1. Mined net for the log in Table 1

is a dependency between tasks B and E, and also between tasks A and D. Based
on this log and these observations, process mining tools could retrieve the model
in Figure 1. In this case, we are using Petri nets to depict this model. We do so
because Petri nets [5, 10] will be used to explain how the semantics of our internal
representation work.

Petri nets are a formalism to model concurrent processes. Graphically, Petri
nets are bipartite directed graphs with two node types: places and transitions.
Places represent conditions in the process. Transitions represent actions. Tasks
in the event logs correspond to transitions in Petri nets. The state of a Petri
net (or process for us) is described by adding tokens (black dots) to places. The
dynamics of the Petri net is determined by the firing rule. A transition can be
executed (i.e. an action can take place in the process) when all of its input places
(i.e. pre-conditions) have at least a number of tokens that is equal to the number
of directed arcs from the place to the transition. After execution, the transition
removes tokens from the input places (one token is removed for every input arc
from the place to the transition) and produces tokens for the output places (again,
one token is produced for every output arc). Besides, the Petri nets that we
consider have a single start place and a single end place. For the Petri net in
Figure 1, in the initial state there is only one token in place Start. This implies
that X is the only transition that can be executed in the initial state. When X
executes (or fires), one token is removed from the place Start and one token is
added to the place p1. In this marking, A or B are enabled to fire. If A fires, it
consumes the token in p1 and produces one token for p2 and another for p3. Note
that, although place p3 has now one token, transition D cannot fire yet because the
place p4 is not marked. The next transitions to fire are respectively C, D and Y .
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Current research in process mining [1, 2, 3, 4, 7, 8, 11] still has problems to dis-
cover process models with certain structural constructs and/or to deal with the
presence of noise in the logs. The problematic constructs are: non-free-choice,
invisible tasks and duplicate tasks [8]. Non-free-choice constructs combine syn-
chronization and choice. The example in Figure 1 illustrates a non-free-choice
construct involving the tasks D and E. The current techniques do not capture
the dependency between the tasks A−D and B −E. Invisible tasks are only used
for routing purposes (for instance, to skip the execution of another task) and do
not appear in the log. The current techniques do not mine models with unlabelled
tasks. Duplicate tasks mean that multiple transitions have the same label in the
original process model. The problem here is that most of the mining techniques
treat these duplicate tasks as a single one. Noise can appear in two situations:
event traces were somehow incorrectly logged or event traces reflect exceptional
situations. Either way, most of the techniques will try to find a process model
that can parse all the traces in the log. However, the presence of noise will hinder
the correct mining of the most common behavior.

One of the reasons why the current techniques cannot completely cope with the
above mentioned problematic constructs and/or with noisy logs is because their
search is based on local information in the log. For instance, the α-algorithm (see
[2] for details) uses only information about which tasks directly succeed or precede
one another in the process instances. As a result, this algorithm does not capture
the dependency in non-free-choice constructs. For example, the α-algorithm will
never discover the Petri net in Figure 1 for the log in Table 1 because none of
the process instances has the sub-trace “A,D” or “B,E”. Consequently, the α-
algorithm will not link these tasks. To overcome these problems, our research
uses genetic algorithms [6] to mine process models. The main motivation is to
benefit from the global search that is performed by this kind of algorithms.

Genetic algorithms are adaptive search methods that try to mimic the process
of evolution. These algorithms start with an initial population of individuals (in
this case process models). Every individual is assigned a fitness measure to indicate
its quality. In our case, an individual is a possible process model and the fitness
is a function that evaluates how good the individual expresses the behavior in
the log. Populations evolve by selecting the fittest individuals and generating new
individuals using genetic operators such as crossover (combining parts of two of
more individuals) and mutation (random modification of an individual).

When using genetic algorithms to mine process models, there are three main
concerns. The first is to define the internal representation. The internal represen-
tation defines the search space of a genetic algorithm. The internal representation
that we define and explain in this paper supports all the problematic constructs,
except for duplicate tasks. The second concern is to define the fitness measure.
In our case, the fitness measure evaluates the quality of a point (individual or
process model) in the search space against the event log. A genetic algorithm
searches for individuals whose fitness is maximal. Our fitness measure makes sure
that individuals with a fitness that is equal to 1 will parse all the process instances
(traces) in the log. The third concern relates to the genetic operators (crossover
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and mutation) because they should ensure that all points in the search space de-
fined by the internal representation may be reached when the genetic algorithm
runs. This paper presents a genetic algorithm that addresses these three concerns.

The rest of the paper is organized as follows. Section 2 explains the internal
representation that we use and its semantics. Section 3 explains how the genetic
algorithm works. Section 4 discusses the experiments and results. This section
also shows the results when the genetic algorithm uses some heuristics during the
building of the initial population. Section 5 presents the current ideas to make
sure that the returned model is “minimal”. Section 6 presents the conclusions and
future work.

2 Internal Representation and Semantics

When defining the internal representation to be used by our genetic algorithm,
the main requirement was that this representation should express the dependen-
cies between the tasks in the log. In other words, the model should clearly express
which tasks would enable the execution of other tasks. Additionally, it would be
nice if the internal representation would be compatible with a formalism to which
analysis techniques and tools exist. This way, these techniques could also be ap-
plied to the discovered models. Thus, one option would be to directly represent the
individual (or process model) as a Petri net [10]. However, such a representation
would require determining the number of places in every individual and this is
not the core concern. It is more important to show the dependencies between the
tasks. So, we defined an internal representation that is as expressive as Petri nets
(from the task dependency perspective) but that focusses only on the dependen-
cies between tasks. This representation is called causal matrix. Figure 2 illustrates
in (i) the causal matrix1 that expresses the same task dependencies that are in the
“original Petri net”. The causal matrix shows which tasks enable the execution
of other tasks via the matching of input (I) and output (O) condition functions.
The sets returned by the condition functions I and O have subsets that contain
the tasks in the model. Tasks in a same subset have an OR-split/join relation.
Sets in different subsets have an AND-split/join relation. Thus, every I and O set
expresses a conjunction of disjunctions. Additionally, a task may appear in more
than one subset in a same set. As an example, for task D in the original Petri
net in Figure 2 the causal matrix states that I(D) = {{F, B, E}, {E, C}, {G}}
because D is enabled by an AND-join construct that has 3 places. From top to
bottom, the first place has a token whenever F or B or E fires. The second place,
whenever E or C fires. The third place, whenever G fires. Similarly, the causal
matrix has O(D) = {} because D is executed last in the model. The following
definition formally defines these notions.

Definition 1 (Causal Matrix). A Causal Matrix is a tuple CM = (A, C, I, O),
where
1 Due to space limitations, Figure 2 shows a compact representation of this causal

matrix.
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TASK  I(TASK)  O(TASK)  
A {}  {{F,B,E},{E,C},{G}}  
B {{A}}  {{D}}  
C {{A}}  {{D}}  
D {{F,B,E},{E,C},{G}}  {}  
E {{A}}  {{D}}  
F {{A}}  {{D}}  
G {{A}}  {{D}}  
 

Fig. 2. Mapping of a PN with more than one place between two tasks (or transitions)

- A is a finite set of activities,

- C ⊆ A × A is the causality relation,

- I ∈ A → P(P(A)) is the input condition function,2

- O ∈ A → P(P(A)) is the output condition function,

such that

- C = {(a1, a2) ∈ A × A | a1 ∈ ⋃
I(a2)},3

- C = {(a1, a2) ∈ A × A | a2 ∈ ⋃
O(a1)},

- C ∪ {(ao, ai) ∈ A × A | ao
C•= ∅ ∧ C• ai = ∅} is a strongly connected graph.

Any Petri net without duplicate tasks and without more than one place with the
same input tasks and the same output tasks can be mapped to a causal matrix.
Definition 2 formalizes such a mapping. The main idea is that there is a causal
relation C between any two tasks t and t′ whenever at least one of the output
places of t is an input place of t′. Additionally, the I and O condition functions
are based on the input and output places of the tasks. This is a natural way of
mapping because the input and output places of Petri nets actually reflect the
conjunction of disjunctions that these sets express.

Definition 2 (ΠPN→CM). Let PN = (P, T, F ) be a Petri net. The mapping of
PN is a tuple ΠPN→CM (PN ) = (A, C, I, O), where

- A = T ,

- C = {(t1, t2) ∈ T × T | t1 • ∩ • t2 �= ∅},
2 P(A) denotes the powerset of some set A.
3 I(a2) is the union of the sets in set I(a2).
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- I ∈ T → P(P(T )) such that ∀t∈T I(t) = {•p | p ∈ •t},
- O ∈ T → P(P(T )) such that ∀t∈T O(t) = {p • | p ∈ t•}.

The semantics of the causal matrix can be easily understood by mapping them
back to Petri nets. This mapping is formalized in Definition 3. Conceptually, the
causal matrix behaves as a Petri net that contains visible and invisible tasks. For
instance, see Figure 2. This figure shows (i) the mapping of a Petri net to a causal
matrix and (ii) the mapping from the causal matrix to a Petri net. The firing rule
for the mapped Petri net is very similar to the firing rule of Petri nets in general.
The only difference concerns the invisible tasks. Enabled invisible tasks can only
fire if their firing enables a visible task. Similarly, a visible task is enabled if all
of its input places have tokens or if there exits a set of invisible tasks that are
enabled and whose firing will lead to the enabling of the visible task. Conceptually,
the causal matrix keeps track of the distribution of tokens at a marking in the
output places of the visible tasks. Every causal matrix starts with a token at
the start place. We point out that, in Figure 2, although the mapped Petri net
does not have the same structure of the original Petri net, these two nets are
behaviorally equivalent. In other words, given that these two nets initially have a
single token and this token is at the start place (i.e., the input place of A), the set
of traces the two nets can generate is the same. Additionally, the invisible tasks
in the mapped Petri net show that the causal matrix supports the representation
of invisible tasks that are used, for instance, to skip tasks. A detailed explanation
and formalization about the mappings in this section can be found in [9].

Definition 3 (ΠN
CM→PN ). Let CM = (A, C, I, O) be a causal matrix. The naive

Petri net mapping of CM is a tuple ΠN
CM→PN = (P, T, F ), where

- P = {i, o} ∪ {it,s | t ∈ A ∧ s ∈ I(t)} ∪ {ot,s | t ∈ A ∧ s ∈ O(t)},
- T = A ∪ {mt1,t2 | (t1, t2) ∈ C},
- F = {(i, t) | t ∈ A ∧ C• t = ∅} ∪ {(t, o) | t ∈ A ∧ t

C•= ∅} ∪ {(it,s, t) | t ∈
A ∧ s ∈ I(t)} ∪ {(t, ot,s) | t ∈ A ∧ s ∈ O(t)} ∪ {(ot1,s, mt1,t2) | (t1, t2) ∈
C ∧ s ∈ O(t1) ∧ t2 ∈ s}∪{(mt1,t2 , it2,s) | (t1, t2) ∈ C ∧ s ∈ I(t2) ∧ t1 ∈ s}.

3 Genetic Algorithm

In this section we describe the main building blocks of our genetic algorithm.

3.1 Initial Population

The initial population is randomly built by the genetic algorithm. As explained in
Section 2, individuals are causal matrices. When building the initial population,
we roughly follow Definition 1. Given a log, all individuals in any population of the
genetic algorithm have the same set of activities (or tasks) A. This set contains the
tasks that appear in the log. However, the causality relation C and the condition
functions I and O are randomly built for every individual in the population. As a
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result, the initial population can have any individual in the search space defined
by a set of activities A. Note that the higher the amount of tasks that a log
contains, the bigger this search space.

3.2 Fitness Calculation

Our fitness is based on the parsing of the event traces by individuals. For a noise-
free log, the perfect individual should have fitness 1. For a noisy log, the perfect
individual should have fitness close to 1 (since it would be able to parse most of
the traces but it would have problems to parse the noisy traces). From this discus-
sion, a natural fitness for an individual to a given log seems to be the number of
properly parsed event traces4 divided by the total number of event traces. How-
ever, this fitness measure is too coarse because it does not give indication about
how many parts of an individual are correct when the individual does not properly
parse an event trace. So, we defined a more elaborate fitness function: when the
task to be parsed is not enabled, the problems (e.g. number of missing tokens to
enable this task) are registered and the parsing proceeds as if this task would be
enabled. This continuous parsing semantic is more robust because it gives a bet-
ter indication of how many tasks do or do not have problems during the parsing
of a trace. The fitness function that our algorithm uses is in Definition 4. The
notation used in this definition is as follows. allParsedActivities(L, CM) gives the
total number of tasks in the event log L that could be parsed without problems
by the causal matrix (or individual) CM . numActivitiesLog(L) gives the number
of tasks in L. allMissingTokens (L, CM) indicates the number of missing tokens
in all event traces. allExtraTokensLeftBehind (L, CM) indicates the number of
tokens that were not consumed after the parsing stopped plus the number of to-
kens of the end place minus 1 (because of proper completion). numTracesLog(L)
indicates the number of traces in L. numTracesMissingTokens(L, CM) and
numTracesExtraTokensLeftBehind(L, CM) respectively indicate the number of
traces in which tokens were missing or tokens were left behind during the parsing.

Definition 4 (Fitness). Let L be an event log. Let CM be a causal matrix.
Then the fitness F : L × CM → (−∞, 1] is a function defined as
F (L, CM) = allParsedActivities(L,CM) − punishment

numActivitiesLog(L) , where

punishment = allMissingTokens(L,CM)
numTracesLog(L) − numTracesMissingTokens(L,CM)+1 +

allExtraTokensLeftBehind(L,CM)
numTracesLog(L) − numTracesExtraTokensLeftBehind(L,CM)+1

The fitness F gives a more detailed indication about how fit an individual is to a
given log. The function allMissingTokens penalizes (i) nets with OR-split where
it should be an AND-split and (ii) nets with an AND-join where it should be an
OR-join. Similarly, the function allExtraTokensLeftBehind penalizes (i) nets with
4 An event trace is properly parsed by an individual if, for an initial marking that

contains a single token and this token is at the start place of the mapped Petri net
for this individual, after firing the visible tasks in the order in which they appear in
the event trace, the end place is the only one to be marked and it has a single token.
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AND-split where it should be an OR-split and (ii) nets with an OR-join where
it should be an AND-join. Note that we weigh the impact of the allMissingTo-
kens and allExtraTokensLeftBehind functions by respectively dividing them by
the number of event traces minus the number of event traces with missing and
left-behind tokens. The main idea is to promote individuals that correctly parse
the more frequent behavior in the log. Additionally, if two individuals have the
same punishment value, the one that can parse more tasks has a better fitness
because its missing and left-behind tokens impact fewer tasks. This may indicate
that this individual has more correct I and O condition functions than incorrect
ones. In other words, this individual is a better candidate to produce offsprings
for the next population (see Subsection 3.4).

3.3 Stop Criteria

The mining algorithm stops when (i) it finds an individual with fitness equals 1;
or (ii) it computes n generations, where n is the maximum number of generation
that is allowed; or (iii) the fittest individual has not changed for n/2 generations
in a row.

3.4 Genetic Operators

We use elitism, crossover and mutation to build the individuals of the next gener-
ation. A percentage of the best individuals (the elite) is directly copied to the next
population. The other individuals in the population are generated via crossover
and mutation. Two parents produce two offsprings. To select parents, a tourna-
ment is played in which five individuals in the population are randomly drawn
and the fittest one always wins. The crossover rate determines the probability
that two parents undergo crossover. Crossover is a genetic operator that aims at
recombining existing material in the current population. In our case, this material
is the set of current causality relations in the population. The crossover operation
should allow for the complete search of the space defined by the existing causal-
ity relation in a population. Given a set of causality relations, the search space
contains all the individuals that can be created by any combination of a subset
of the causality relations in the population. Thus, our crossover operator allows
an individual to: lose tasks from the subsets in its I/O condition functions (but
not necessarily causality relations because a same task may be in more than one
subset of an I/O condition function), add tasks to the subsets in its I/O condition
functions (again, not necessarily causality relations), exchange causality relations
with other individuals, incorporate causality relations that are in the population
but are not in the individual, lose causality relations, decrease the number of sub-
sets in its I/O condition functions, and/or increase the number of subsets in its
I/O condition functions. The crossover point of two parents is a randomly chosen
task. Note that, after crossover, the number of causality relations for the whole
population remains constant, but how these relations appear in the offsprings may
be different from the parents.
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After the crossover, the mutation operator takes place. The mutation opera-
tor aims at inserting new material in the current population. In our case, this
means that the mutation operator may change the existing causality relations of
a population. Thus, our mutation operator performs one of the following actions
to the I/O condition functions of a task in an individual: (i) randomly choose a
subset and add a task (in A) to this subset, (ii) randomly choose a subset and
remove a task out of this subset, or (iii) randomly redistribute the elements in
the subsets of I/O into new subsets. For example, consider the input condition
function of task D in Figure 2. I(D) = {{F, B, E}, {E, C}, {G}} can be mu-
tated to (i) {{F, B, E}, {E, C}, {G, D}} if task D is added to the subset {G},
(ii) {{F, B, E}, {C}, {G}} if task E is removed from the subset {E, C}, or (iii)
{{F}, {E, C, B}, {G}, {E}} if the elements in the original I(D) are randomly re-
distributed in a random chosen number of new subsets. Every task in an offspring
may undergo mutation with the probability determined by the mutation rate.

4 Experiments and Results

As a first test for our genetic algorithm (GA), we applied it for noise-free event
logs and checked if it could mine process models that contain all the behavior in
these logs. In other words, the mined model should have the fitness F = 1. During
the experiments, the genetic algorithm mined event logs from nets that contain
5, 7, 8, 12 and 22 tasks. These nets contain short loops, parallelism and/or non-
free-choice constructs. Every event log has 1000 random executions of the nets.
For each noise-free event-log, 10 runs of the genetic algorithm were executed. The
populations had 500 individuals and were iterated for at most 100000 generations.
The crossover rate was 1.0 and the mutation rate was 0.01. The elitism rate was
0.01. The initial population might contain duplicate individuals. All the experi-
ments were run using the ProM framework, our tool set that can be obtained via
www.processmining.org. We implemented the genetic algorithm described in this
paper as a plug-in for this framework. This framework also supports a mapping
from the internal representation to Petri nets (cf. Definition 3).

The results in Table 2 show that the GA could find an individual that can
parse all log traces in most of the runs 5. However, none of these individuals
are equal to the original nets that were used to generate the event logs. This
happens because, although the requirements that the fitness F captures are all
necessary to ensure that the GA mines a process model that can parse all traces
in the log, these requirement are not sufficient to ensure that the mined model
will always give a good insight about what is happening in the log. The reason
is that different models are able to parse all event traces and these models may
allow for extra behavior that does not belong to the class of traces in the log. A
class of traces defines all possible combinations of task orderings for a given set
of tasks. For instance, the traces “a,b,c,d” and “a,c,b,d” belong to the same class
5 Note: The experiments for the log of the net with 22 tasks were run for at most 250

generations because they take too much time to complete. However, the obtained
results suggest that the population was evolving towards the right direction.
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Table 2. Results of the mining for 10 runs. “#” means “number of”. The columns BFE,
WFE and MBF respectively show the Best Fitness Ever, the Worst Fitness Ever (i.e.
the best one in the worst run) and the Mean Best Fitness (i.e. average over 10 runs)

# Tasks Figure # Runs BFE WFE MBF Mean Original
F = 1 # Generations Found

5 3.a 9 1 0.989 0.998 5016 0
7 2 6 1 0.987 0.997 29259 0

7 (nfc) 1 10 1 1 1 511 0
8 3.b 10 1 1 1 5145 0
12 3.c 10 1 1 1 1831 0
22 4 0 0.931 0.537 0.739 249 0
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Fig. 3. The original nets with 5, 8 and 12 tasks

because they involve the same set of tasks {a, b, c, d} and show that these tasks
can be interleaved probably because they are in parallel or they are short loops.

Thus, the challenge we have now for our GA is: “How to ensure that the
retrieved model that can parse all the traces does not allow for extra undesired
behavior as well?”. To illustrate this we consider the nets shown in Figure 5. These
models can also parse the traces in Table 1, but they allow for extra behavior. For
instance, both models allow for the applicant to take the exam before attending
to classes. To define a fitness measure to punish models that express more than it
is in the log is especially difficult because we do not have negative examples. The
logs show the allowed (positive) behavior, but they do not express the forbidden
(negative) one.

A possible way to increase the probability that the GA will mine models that
allow for none or little extra behavior is to use a hybrid version of evolutionary
algorithm that uses heuristics in the search [6]. In our case, the hybrid version
uses some heuristics to build the initial population. In short, the more often a
task t is directly followed by a task t′ (i.e. the subtrace “t, t′” appears in traces
in the log), the higher the probability that individuals are built with a causality
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Fig. 5. Example of nets that can also reproduce the behavior for the log in Table 1. The
problem here is that these nets allow for extra behavior that is not in the log.

Table 3. Results of the mining for 10 runs when heuristics are used to build the initial
population

# Tasks Figure # Runs BFE WFE MBF Mean Original
F = 1 # Generations Found

5 3.a 10 1 1 1 2 2
7 2 9 1 0.999 0.999 16323 4

7 (nfc) 1 10 1 1 1 0 0
8 3.b 10 1 1 1 2 9
12 3.c 10 1 1 1 1 10
22 4 1 1 0.972 0.989 192 0

relation from t to t′. Details about the heuristics can be found in [9]. With this
setting, the genetic algorithm could also find, most of the time, an individual that
could parse all traces in the log. Furthermore, the genetic algorithm sometimes
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found an individual that is equal to the original net (see Table 3). Note that the
hybrid genetic algorithm performed better for nets with few or no parallelism.
Additionally, the use of heuristics hindered the discovering of the non-free-choice
construct. This happens because the heuristics are based on local relations in the
log. Note that there is no direct relation between tasks A − D and B − E, and if
we remove the places p3 and p5 from the net in Figure 1, the resulting net can
also parse all traces that the net in Figure 1 can parse.

Another possible solution is to improve the fitness function to make sure that
the mined model is not only complete (parses all traces in a log) but it is also
minimal (does not allow for classes of traces that cannot be derived from the log).
The next section presents some ideas on how to do so.

5 Challenges and Some Ideas

Although our fitness measure F (see Subsection 3.2) punishes individuals with
wrong AND/OR-split/join constructs and individuals with missing arcs, it does
not punish individuals that allow for additional behavior not present in the log.
Thus, our challenge is to include in the fitness function F a measure that punishes
for extra behavior.

One possible solution to punish an individual that allows for undesirable be-
havior could be to build the coverability graph [10] of the mapped Petri net for
this individual and check the fraction of event traces this individual can generate
that are not in the log. The traces that express different paths of execution for
parallelism are not considered as extra behavior. The main idea in this approach
is to punish the individual for every extra event trace it generates. Unfortunately,
building the coverability graph is not very practical and it is unrealistic to assume
that all possible behavior is present in the log.

Another possibility is to check, for every marking, the number of visible tasks
that are enabled. Individuals that allow for extra behavior tend to have more
enabled tasks than individuals that do not. For instance, the nets in Figure 5
have more enabled tasks in most reachable markings than the net in Figure 1.
The main idea in this approach is to punish more the individuals that have more
enabled visible tasks during the parsing of the log.

6 Conclusions and Future Work

In this paper we presented a genetic algorithm to mine process models. The inter-
nal representation allows for the mining of process models that contain non-free-
choice and invisible tasks. The current version can search the space defined by the
set of tasks in the log and return a process model (individual) that can parse all
event traces, regardless of how the initial population is built. This means that our
genetic operators (crossover and mutation) are working as expected. However, the
fitness measure needs to be improved to make sure that the mined models only
express the behavior in the log. Our main challenge here is how to cope with the
lack of negative examples. We do not have logs that show the forbidden (negative)



Genetic Process Mining: A Basic Approach and Its Challenges 215

behavior. Thus, the genetic algorithm has to work with what actually happened
(positive examples), but it still should punish the individuals that allow for extra
behavior that does not comply with the log. Some ideas to improve the fitness
measure include (i) computing all the traces that an individual can produce (its
coverability graph) or (ii) checking the amount of tasks that are enabled at ev-
ery marking during the parsing of event traces. Our future work will focus on
developing metrics to mine process models that are not only complete (express
the behavior in the log), but are also minimal (do not allow for extra undesired
behavior).
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Abstract. With the ever growing importance of the service-oriented
paradigm in system architectures more and more (business) processes
will be executed using service-oriented systems. Therefore, we believe
that the ability to discover processes in loosely-coupled systems is essen-
tial in system optimization. Firstly, we briefly describe our previously
introduced idea of Web Services Interaction Mining (WSIM) and then
direct our attention on mining for workflows in logs provided by SOA.
We thoroughly examine strategies in other fields of mining for their ap-
plicability in SOA. After that, we discuss logging possibilities in service-
oriented systems and analyze mining opportunities with regards to the
provided logs. As a case study we present a service-oriented system and
its logging features. We conclude with a demonstration of how we suc-
cessfully applied existing process mining strategies on this system’s logs
and present the results of that mining in the form of workflow models.

1 Introduction

With the emergence of Web services (WS) as a widely accepted standard, service-
oriented architectures (SOA) increasingly gain attention, both, in research and
in industry. The use of Web services facilitates the integration of formerly inde-
pendent systems. In the future, service-oriented systems can be expected to gain
more and more importance in information technology (IT). Designing new sys-
tems based on the service-oriented paradigm allows for the development and the
deployment of loosely-coupled systems which promise to be more flexible and
more easily adaptable when business process requirements change over time.
Such quickly evolving systems demand for sophisticated and powerful mon-
itoring in order to ensure correct system behavior and to allow for optimiz-
ing system characteristics, like performance or usability. In other fields, mining
techniques are applied to gain additional knowledge about systems and data.
In this paper, we argue that mining may also be applied to service-oriented
systems.

In our previous work we have introduced the idea of Web services Interac-
tion Mining (WSIM) [1,2]. In WSIM we make use of the findings in the fields of
data mining and process mining and apply them to the world of Web services
and service-oriented architectures. Mining describes the act of examining and
analyzing large amounts of (log) data with the ultimate goal of knowledge dis-
covery (KD). Consequently WSIM attempts to apply mining techniques on logs

C. Bussler et al. (Eds.): BPM 2005 Workshops, LNCS 3812, pp. 216–228, 2006.
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provided by Web services and SOA infrastructures. We begin by presenting an
overview of WSIM to outline the cornerstones of our approach.

1.1 Fundamentals of Web Services Interaction Mining

We currently develop our Web Services Interaction Mining approach with regards
to three levels of abstraction that represent three complementary “views” on Web
services.

The lowest level of abstraction is the Web service operational level. On this
level only one Web service is to be examined. Its standing within a service-
oriented system is not yet considered. Characteristics of a WS to be examined
on this level include, but are not limited to, execution time, service usage, or
service availability. Mining on this level can be as detailed as to only analyze
single operations of a given WS.

The second level of abstraction is the Web service interactions level. On this
level the focus is still on a single Web service but with regards to its interac-
tions with other services. In these interactions the given WS may act as either
provider or consumer. Therefore, analyses on this level may deal with WS con-
versation, i.e., in what order are operations invoked by service requestors, or
WS composition, i.e., which services are consumed by a given composite WS [3].
Furthermore, a thorough analysis of past interaction with a given WS can reveal
dependencies in service-oriented systems and provide the information necessary
for an impact analysis when changes to a WS are planned. The result of mining
on this level can be an interaction graph as presented in [1].

The highest level of abstraction is the Web services workflow level. Here, we
attempt to identify workflows, or (business) processes, that are implemented us-
ing the functionalities of Web services. In that sense WSIM is positioned one step
before WS orchestration. WS orchestration allows for the definition of workflows
in an orchestration language such as WSBPEL [4] and for a monitored execu-
tion of that workflow using a BPEL engine [5,6]. However, WSIM deals with
service-oriented systems that do not yet apply WS orchestration tools. A fu-
ture application of WSIM on the workflow level might therefore be to generate
abstract workflow definitions of discovered processes and thereby facilitate the
work of workflow designers.

This paper focuses on the discovery of Web services workflows. We want to
emphasize that we are working in environments where no means of WS orches-
tration, e.g. BPEL, are used.

The remainder of this paper is structured as follows. In Section 2 we examine
other fields of mining and discuss their relevance for workflow mining in service-
oriented architectures. In Section 3 we analyze logging possibilities in SOA and
propose a scale of levels of logging as well as the mining opportunities on these
levels. Section 4 describes a service-oriented system we have implemented as a
motivating example. In Section 5 we describe the mining experiments that were
performed in our case study. A conclusion is given in Section 6.
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2 Related Work

In this section we present the current state-of-the-art in other fields of research
which have influence on Web services Interaction Mining, the most relevant of
which are Web usage mining (WUM) and process mining.

2.1 Web Usage Mining

With the ever growing importance of the World Wide Web (WWW) many re-
searchers have directed their attention to developing means of managing, an-
alyzing, and understanding the vast amounts of data provided on and by the
web. These efforts are centered around applying data mining strategies to the
content of Web sites, Web server log records, etc. Depending on the data that is
analyzed and the desired outcomes of these analyses, web mining can be further
broken down into sub-categories: Web content mining, Web structure mining
and Web usage mining [7]. Web usage mining, and possibly Web content min-
ing provide methods and approaches that can be integrated and used in Web
services Interaction Mining.

Web usage mining is concerned with discovering Web access patterns in Web
server logs in order to analyze user browsing behavior [8,9]. Most Web servers
provide logging features, which record one log entry for each request received by
the server. Such a log entry typically contains the following information [10,11]:
the IP-address of the requesting host, a timestamp, the request line, e.g. "GET

/index.html HTTP/1.0", and the HTTP status code returned to the client. An-
other important element a log entry may contain is the referer (sic). This is an
identifier a client may include in his request indicating where he was referred
from when requesting this resource, i.e., where the link was he clicked to request
the current resource. Also, if user authentication is required to access a web site,
the username is included in all log records of requests sent by that user.

In order to discover access patterns it is first necessary to group individual
requests into user sessions, a process called session reconstruction. A session
describes a user’s visit to a Web site from opening the first page until the site
is left. Once sessions have been identified, WUM mines in these sessions for
reoccurring patterns. The knowledge gained is used to optimize or customize
Web sites. Session reconstruction can be done by collecting requests sent from
a given host and applying time constraints [12]. Such time-oriented heuristics
pose limitations on the duration of the entire session (h1) and on the duration
of a stay on one individual page (h2). The values for h1 and h2 are often fixed,
e.g., to 30 and 10 minutes, respectively. Some argue that these values should
be flexible and should also incorporate the structure and content of a web site
[13,14].

2.2 Process Mining

Workflow mining or process mining (the terms may be used interchangeably),
describes the effort to discover workflow patterns in a given set of log data. A
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workflow is a reoccurring, ordered set of activities that are performed in order
to fulfil a higher-level task. Each individual execution of that workflow is called
an instance of the workflow, or a case. The goal of process mining is to analyze
a so-called workflow execution log in order to construct a workflow model that
best describes all recorded instances of that workflow. Log entries must include
a workflow identifier and a case identifier, so that the recorded events can be
mapped to the according workflow and case.

The greatest challenge in process mining is the construction of models for
complex processes. Workflows may contain alternative flows, concurrencies, or
loops [15]. Such complex patterns pose challenges to the development of efficient
mining algorithms. In [16] van der Aalst et al. present the current state of process
mining. In [17] the InWoLvE process mining system is presented which claims
to be able to discover a wide range of process models. In [18] an algorithm for
“mining exact models of concurrent workflows” is introduced. More issues are
discussed in [19,20,15].

2.3 Applicability of Web Usage Mining and Process Mining in
WSIM

Web usage mining will have an impact on our work of developing methods to dis-
cover workflows in WS-related logs. Comparable to the browsing through Web
sites, Web service interactions can also be seen as isolated request-response trans-
actions, embedded in larger-scale sessions made up of numerous such transactions.
The records one can keep of WS interactions are somewhat similar to records found
in Web server logs. Especially the scenarios addressed in [13,8], i.e., mining in Web
server log records in the absence of session information, pose the same problems as
the situation we are faced with in WSIM. However, the values used in time-oriented
algorithms for user session reconstruction, namely h1 and h2, may be suitable in
human user interaction scenarios, where page requests often do happen in inter-
vals of >1 minute. However, in service-oriented systems which are designed for
machine-machine interactions, the time elapsed between two interactions may be
far less. Therefore, new metrics will have to be found when applying WUM ap-
proaches in WSIM. Also, the structure of the system to be examined will have an
impact of the values assumed for h1 and h2, which is also one of the key statements
in [13]. For example, in a system that performs a workflow of ordering products,
time heuristics similar to those in Web usage mining may be suitable. On the other
hand, in a system for chemical simulations, in which certain services compute parts
of computationally intensive equations, interactions might happen in intervals of
only a few milliseconds. Therefore, there are limitations to the possibilities of ap-
plying WUM in service-oriented systems.

Another disadvantage in the approaches of Web usage mining that itdoes not
go as far as attempting to construct complete process models. The construction of
such a model, however, is the main goal of WSIM on the workflow level. This goal
is clearly shared with process mining. A major advantage of process mining is the
availability of powerful algorithms, which can clearly be of use in WSIM research.
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A draw-back of process mining is, in our opinion, the restrictive assumptions made
about the richness of information available in workflow execution logs [16].

From our research we conclude that WSIM is located between WUM and pro-
cess mining. Web usage mining attempts to find frequent traversal path patterns
from a limited amount of log information. Process mining, on the other hand, tries
to construct complete workflow models from very rich log data. The log data avail-
able in WSIM is comparable to that in Web server logs. However, the more steps are
taken, and the earlier WSIM is considered in the development process of a service-
oriented system, the richer the log information can become. Therefore, WSIM on
the workflow level should both (a) apply Web usage mining techniques on service-
oriented systems that provide little log information and (b) present methods for
the development of more sophisticated logging in service-oriented systems, so that
these systems may later be mined for exact workflow models with the assistance
of process mining tools. Consequently, the quality of workflow models that can be
discovered using WSIM will depend on the quality and richness of execution log
data provided by the underlying system.

3 Web Service Logging

In this section we examine and formalize the logging possibilities in service-
oriented architectures. The levels of logging vary in the richness of the informa-
tion that is logged and in the additional development effort that is needed when
implementing the respective features.

Level 1: Standard HTTP-server logging

The most commonly used log formats provided by Web servers are the Common
Log Format and the Combined Log Format [10,11,21]. The log entry recorded
in Apache Tomcat when a request is sent to a WS ExampleService may look as
follows:

127.0.0.1 - - [15/Mar/2005:19:50:13 +0100]

"POST /axis/services/ExampleService HTTP/1.0" 200 819 "-" "Axis/1.1"

The log entry contains the requestor’s IP address, a timestamp, the request
line, the HTTP code returned by the server, i.e., 200 for OK, the size of the
returned resource, and the User-Agent, i.e., Axis/1.1. The empty element, i.e.
“-”, indicates that no referer-information is available. Such log records allow for
tracking of the service consumer, determining which service is called how often
(but not which operation of the service), or analyzing service failure rates.

This level of logging can be achieved by simply enabling the respective Web
server’s logging facilities. The service-oriented environment is in no way affected.

Level 2: Logging of complete HTTP requests and responses

Alternatively to Web server logging, an HTTP listener may be used to record all
traffic directed to a given port, which allows for logging of the complete HTTP
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request and response traffic. This way the involved SOAP messages are also
recorded since they are sent as part of the HTTP messages.

Achieving logging on level 2 requires an HTTP level logger that listens to a
given port A and redirects to another port B. Also, it is necessary to reconfigure
the HTTP server from the original port A, where service calls are expected to
be received, to port B, to which the HTTP logger redirects. The service-oriented
system is not affected. An existing open-source HTTP listener is Apache TCP
Tunnel/Monitor [22].

Level 3: Logging at WS container level

On level 3 the logging is done inside the WS container, e.g., Apache Axis [23].
Unlike on levels 1 and 2, the logging is more flexible and can be configured, e.g.,
by only monitoring and logging certain WS. Also, HTTP requests not directed
at Web services are ignored. The logging itself is achieved using SOAP interme-
diaries. In Apache Axis such intermediaries are called handlers, and they can be
added to each deployed Web service’s request and/or response flow.

This level of logging can be reached by developing SOAP intermediaries that
log all SOAP traffic and integrating them into the service-oriented system. The
WS themselves are not affected.

Level 4: Logging client activity

Logging on levels 1 through 3 involves provider-side logging only. Such scenarios
are comparable to the situations addressed by Web usage mining where inter-
action with a single, central server is assumed. On level 4 logging should also
be done on the consumer side, e.g., when a WS is a composite service and it-
self makes calls to other WS possibly deployed on other hosts. Level 4 logging,
therefore, greatly expands the opportunities of workflow mining, since a system’s
activities as a client are also recorded. If a workflow spans over multiple hosts
or systems, such interactions may be discovered if level logs are available.

Apache Axis allows for the use of client-side handlers which are invoked when-
ever the Axis API is used to consume services [23]. The system itself is not
affected when level 4 logging is to be implemented.

In [24,25] the authors present a sophisticated logging architecture for service-
oriented systems. Their logging facilities reach level 4 logging on the scale we
propose. Some of the authors’ goals they wish to reach using the log architecture
are also addressed by WSIM on the operational level, such as service execution
time and Web service usage.

Level 5: Providing for process information

As stated in subsection 2.3, successful mining for exact workflow models requires
workflow information in log records. We have also shown that such information
is not available in conventional Web server logs. One of the goals of WSIM is
to make service-oriented systems fit for process mining by providing suitable logs.
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Table 1. Summary of logging features and mining opportunities

Level Logged information Logging facilities Mining opportunities

1 - consumer IP - Web server - service utilization
- invoked WS - consumer tracking
- timestamp - failure rates
- HTTP status code

2 - level 1 + - HTTP listener - level 1 +
- SOAP request & response & logger - WS execution time
- timestamps - analysis of SOAP messages

3 - invoked WS & operation - WS container - level 2
- SOAP request & response - SOAP handlers
- timestamps

4 - level 3 + - WS container - level 3 +
- consumer-side activity - SOAP handlers - client-side activity

5 - level 4 + - level 4 + - level 4 +
- workflow information - Web services - Web services workflows

Therefore, the highest level of logging in SOA must provide for both a work-
flow identifier and a case identifier in each interaction that is logged. This in
turn requires for additional design and implementation considerations when im-
plementing service-oriented architectures. To be precise, Web services must “co-
operate” in a sense that they are able to receive and forward information regard-
ing the workflow they are currently part of. The exchange of that information
between Web services can be done by using SOAP headers. Web services should
process the workflow information and forward it to other WS it consumes in the
process. If such measures are taken when designing Web services the recorded
logs will allow the mining of exact models of complex workflows. Our future
work includes the development of an API that facilitates the implementation of
Web services which allow for level 5 logging.

4 Motivating Example

In this section we present a motivating example showing possible applications
of WSIM. Although only simple, the example has been fully implemented and
it demonstrates, on a small scale, what could be done with WSIM on a much
larger scale in the not so distant future. We first present the scenario and then
describe the mining process in Section 5.

The sample service-oriented system we have developed is a collection of 13
WS which are shown in Figure 1. We assume to have ownership over host 1, i.e.,
access to its logs, while host 2 and 3 are third-party owned.

The workflow is started by a client application making a call to the Order-
Service (WSA), which triggers the execution of an application implementing the
workflow by using the other Web services. The DataValidationService (WSB) is
called to check if the customer is registered and if the given product is available
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Fig. 1. Case Study Service oriented system

in the desired quantity. If the product is not available the StockManagementSer-
vice (WSC) is called, which in turn makes a call to the ReorderService (WSI) on
host 2. Furthermore, the DataValidationService (WSB) calls a CreditCardVal-
idation (WSJ) on host 3. The CreditCardValidation-WS makes, depending on
the company in the credit card information supplied, a call to either the Visa-,
the MasterCard-, or the AmEx- Web service. Once order data and customer data
have been successfully validated, the PackagingService (WSD) is invoked. When
completed, the ShippingDecisionService (WSE) is called which determines the
method of shipping and finally invokes one of the ShippingServices. This com-
pletes the workflow.

In addition to the example workflow we have implemented logging facilities
which reach level 5 on our proposed scale, i.e., the Web services are able to
receive, process, and forward workflow information. The SOAP enabling software
used was Apache Axis [23], deployed on an Apache Tomcat servlet engine [21].
The logging is done by SOAP handlers on both the client and the server side
which are invoked before and after the invocation of each WS. Therefore, all
request and response messages are logged. Each log record is of the format

uniqueID - mappingID- targetWS - msgType - SOAPmessage - timestamp

where mappingID is an identifier mapping a SOAP request to its corresponding
response, targetWS is the URL of the invoked service, msgType is the type
of message, i.e., request or response, and SOAPmessage is the complete SOAP
message that was sent.

5 The Mining Process

In our experiments the workflow was executed several times so that every possi-
ble flow of the process was performed at least once, e.g., in at least one instance
of the workflow products were unavailable and the ReorderService had to be
called. Once a sufficient amount of data was collected the log records were pre-
processed to a format more suitable for data mining. For example, the recorded
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SOAP messages were analyzed for workflow information in their headers and
the invoked method was retrieved. Also, corresponding log records, i.e., request
and corresponding response, were combined into one log record, so that one call
to a Web service was represented by one record. The log format after data pre-
processing was as follows:

workflowID - instanceID - targetWS - operation - SOAPrequest -

requestTimestamp - SOAPresponse - responseTimestamp

5.1 Scenario

In order to demonstrate the benefits of logging on level 5 consider the following
scenario. The formerly independent hosts 1 - 3 in our case study are now under
ownership of one virtual organization. Such a situation might occur when compa-
nies merge or when the independent hosts were previously managed by separate
departments and are now put under the control of one central IT-department
or outsourced. In such a situation it is beneficial when workflow information is
available for processes that are performed using services deployed on (formerly)
independent hosts.

5.2 Data Pre-processing for ProM

In our experiments we used ProM as the process mining tool [26]. ProM requires
an input file in XML format which contains the information concerning processes
and their instances. It should be noted that ProM works with event-based data
in order to be able to discover complex workflow patterns. This means that
not activities are recorded but rather events. The simplest events regarding an
activity are start and complete. Therefore, the Web service execution logs have
to be transformed into an event-based view. The XML format of a ProM - input
file is roughly the following:

The root element is the <WorkflowLog> element and it has a number of
<Process> sub-elements, each encapsulating execution data of one process, or
workflow. A <Process> element has a number of <ProcessInstance> child ele-
ments. A <ProcessInstance> has numerous <AuditTrailEntry> child elements.
An <AuditTrailEntry> represents one log record and contains an identifier of
the activity, the event-type and a timestamp.

The pre-processed logs described in the previous subsection were traversed
for log records belonging to a given workflow, i.e., “orderprocess” in our case.
Because ProM requires log entries to be sorted by process instances, a list of
instances was constructed, which was then traversed until all instances were
processed. As an activity identifier we used the values targetWS-operation of the
pre-processed logs. Furthermore, the receiving of a SOAP request was taken as
the start event of an acivity, the sending of the SOAP response was considered
the complete event. Also, since both, provider- and consumer-side interactions
were logged, care had to be taken that interactions were only considered once,
in cases of provider and consumer residing on the same host.
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5.3 Mining Results

The procedure of creating a ProM - compatible workflow log was performed
several times with varying amounts of log data available. In one session only the
logs collected at host 1 were used. This scenario may very well appear in the real
world when system owners decide to upgrade their infrastructure to a BPEL -
enabled environment.

Fig. 2. Process model of host 1

The log data first had to be cleaned from interactions which were recorded
twice, i.e., by both provider-side and consumer-side handlers. For all interactions
with third party hosts the consumer-side entries made at host 1 were used to
capture these interactions. From the information extracted from the logs the
workflow model in Figure 2 was constructed using ProM. The workflow model
turned out to be complete and correct.

Fig. 3. Process model of all hosts

Note that the names of WS and operations were abbreviated in Figures 2 and
3 and only start-events were considered in order for the models to be displayable
here. The abbreviations correspond to those used in Figure 1. Furthermore, the
original images created by ProM had to be “cut in half”. The circles marked X
are where the two halves should be joined.
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In another experiment, we considered all logs collected on the three hosts. This
scenario is imaginable when formerly independent hosts come into ownership of
one virtual organization. Again, the data was pre-processed and cleaned from
double recorded interactions. The workflow model in Figure 3 was constructed
which now includes the workflow performed on host 3. Figure 3 demonstrates
the benefits from providing logs at a level 5 of our scale. The portion of the
model highlighted is the additional knowledge gained from including logs from
host 3 in the mining process.

6 Conclusion and Future Work

In this paper we have presented our approach of Web services Interaction Mining
(WSIM) with a focus on mining for Web services workflows. We have examined
related work, of which we specifically point out Web usage mining and process
mining. Since the possibilities of process mining in SOA seem limited using tra-
ditional logging facilities like Web server logs, we have presented a classification
of service-oriented systems by the richness of the log data they provide. De-
pending on the level of logging, different methods of WSIM may be applied to
a system. If level 5 logging is implemented, a service-oriented system may be
mined for complete workflow information using already existing process mining
tools such as ProM. As a case study we presented such a system and described
the process of processing the log data to create logs understandable by ProM.
We also showed the results achieved by mining the logs for workflows.

Since level 5 logging cannot be assumed in many service-oriented systems, our
future work will be directed at developing strategies and algorithms for WSIM in
systems which provide less log information. Specifically, we will examine WUM
strategies and adapt them to the needs when mining in logs provided by service-
oriented systems.

Our current research effort goes in two directions. On the one hand, we ex-
amine the possibilities of workflow mining in environments with limited log in-
formation. In such environments workflow mining may be impossible, which is
why we currently focus on discovering frequent interaction patterns rather than
complete workflows. On the other hand, we are examining strategies to gener-
ate workflow information in incomplete logs which may later allow for workflow
mining. The most promising strategy at the moment seems to be that of session
reconstruction in service-oriented systems.
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Preface 
(ENEI 2005) 

The aim of the Enterprise and Networked Enterprises Interoperability (ENEI 2005) 
workshop, organized in the framework of the 3rd International Conference on 
Business Process Modelling (BPM 2005), was to bring together researchers and 
practitioners to present and discuss the variety of practices, novel methods, automated 
support, architectures and technologies that may improve the ability of an enterprise 
“as a whole” to easily, correctly and safely render its existing as well as its future 
applications and software communication and cooperation. 

In response to the ENEI 2005 call for papers, 23 regular papers and 5 short papers 
were submitted from 13 countries. Each paper was reviewed by three referees and 13 
regular papers and 2 short papers were selected. This volume contains the revised 
versions of the selected papers organized according to the workshop sessions 
schedule. 

It is a fact that enterprises need to communicate and collaborate and that networked 
business encounters recurrent difficulties due to the lack of interoperability between 
enterprise systems. Most of the research effort focused on studying how to make 
companies collaborate and communicate in the most effective and seamless way. 
Indeed, computer-supported integration and interoperability of enterprise applications 
and software have a growing need for language standardization in order to face the 
increased complexity of the enterprise ground business. The first session reported on 
related work in Enterprise Modelling Languages for Enterprise Interoperability from 
an industrial point of view, from a European project resulting on a unified enterprise 
modelling language and from international standardization initiatives. The papers 
focused on different and complementary issues related to a common enterprise 
modelling language. The paper “Exchange of Business Process Models Using the 
POP* Meta-model” presents a proof of concept of the POP* language. The paper 
“UEML 1.0 and UEML 2.0: Comparison, Benefits and Problems” focuses on the 
methodology to be used to define such a common language. The paper “Facilitating 
Interoperability: A Cross-Analysis of the Language UEML and the Standard ISO/DIS 
19440” compares two candidate languages to be used as a common enterprise 
modelling language. 

The interoperability problem is more crucial when one considers networked and 
extended enterprises. Indeed, enterprises are faced today with a situation similar to 
that of software engineering environments a couple of years ago: that is, enterprises 
are provided with collections of software coming from heterogeneous applications 
and software tools  that  were neither designed nor developed to favor their interaction 
and their cooperation. The second session focussed on Networked Enterprises 
Interoperability with contributions on architecture and enterprise reference models for 
collaborative networks that can be created among companies, people and societies in 
order to generate shared knowledge and wealth. Four papers were presented in this 
session: the first two were on frameworks and architectures for virtual enterprises, 
focusing on integration and interoperability. The proposed solutions pointed out key 
issues: (i) interoperability assessment and management, throughout an architecture 
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recognizing the concept of “Systems of Systems” (SoS), that is, following the author, 
the main abstraction for understanding the behaviors of networked enterprises; (ii) the 
concept of agents could be used to support all the Virtual Enterprise Lifecycle and 
provides the corresponding conceptual agent-based platform and hints for 
implementation. The other two papers describe more specific situations: distributed 
organization of scientific environments, and integration of CRM (customer 
relationship management) and SCM (supply chain management). The first one 
provides a possible organization for performing, in a distributed way, scientific 
experiments involving several laboratories. The second one points out the necessity of 
defining “business components” providing abstraction over the running systems such 
as SCM and CRM.  

Due to the confusion of model contents and use, the reuse of existing enterprise 
models is limited. The inability of various aspects of an enterprise to be aware of its 
existing models further exacerbates this problem. One of the key drawbacks is the 
definition of services requirements for networked organizations to collaborate. The 
third session about Interoperability Requirements and Models dealt with such 
concerns in order to study the different frameworks for taking into account enterprise 
services heterogeneity. This session comprised five papers.  

Some experiments of enterprise and networked enterprise interoperability are 
currently ongoing. The last session of the workshop encompassed three papers and 
dealt with Interoperability Applications and Case Studies to demonstrate the 
feasibility of technological solutions in different application domains (health care 
supply chain, travelling services, etc.). 

It has been a great pleasure to work with the members of the Programme 
Committee and the additional reviewers who dedicated their time to review the 
submitted papers: we are indebted to all of them. We are also indebted to G. Berio (U. 
of Torino, Italy) and M. Petit (U. of Namur, Belgium), who moderated  and reported 
on some of the workshop sessions, as we are indebted to the INTEROP network of 
excellence (European FP6 IST-508-011, http://www.interop-noe.org) for its support.  
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Abstract. Enterprise Modelling, in general, and Business Process Mod-
elling, in particular, have been used for decades for different purposes and
with interesting results. However, a variety of problems can be identified
in this context and many enterprises find it difficult to leverage the full
potential and benefits of these technologies. One of the most important
problems in this sense is the lack of interoperability among enterprises
at the modelling level. Quite a lot of efforts has been carried out in this
domain to improve enterprise interoperability at this level. The devel-
opment of the POP* meta-model is one of these initiatives, which aim
to establish a meta-model and a corresponding methodology that enable
enterprises to exchange their enterprise models, despite the fact that they
use different Enterprise Modelling Tools.

In this paper, we present a ‘proof of concept’ of the POP* meta-
model focused on the process dimension, which is expected to further our
understanding of how this meta-model can be used to exchange different
business process models among the partners in networks of collaborative
enterprises. Moreover, the work performed in this ‘proof of concept’ has
been a valuable aid to validate and improve the development of the POP*
meta-model.

1 Introduction

Enterprise Modelling is defined in [1] as the art of ‘externalising’ enterprise
knowledge, that is to say, by representing the enterprise in terms of its organ-
isation and dimensions (process, decision, product, resource, and so forth) [2].
Therefore, Enterprise Modelling enables enterprises to gain a much deeper knowl-
edge and understanding of their business so that their objectives can be aligned
with the market needs.

In the 70s, the first concepts of modelling were applied to the computer sys-
tems (E/R Model, DFD, and so forth), but the concept of Enterprise Modelling
appeared in the USA at the beginning of the 80s, with the Computer Integrated
Manufacturing (CIM) initiative. Examples of this initiative are the Integrated
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Computer Aided Manufacturing (ICAM) Project carried out by the US Air
Force or the Integrated Computer Aided Manufacturing-International (CAM-
I) Project. In the mid 80s, different Enterprise Modelling Languages, such as
GRAI or CIMOSA, emerged in Europe. In addition, numerous commercial tools
appeared in the 90s to lend support to a great number of different modelling lan-
guages (ARIS ToolSet, FirstSTEP, METIS, KBSI Tools, MO2GO, e-MAGIM,
and so forth.) [2].

Today, the use of Enterprise Modelling is widely extended and many lan-
guages, methodologies and tools related to Enterprise Modelling exist, even for
modelling Virtual or Extended Enterprises [3]. Enterprise Modelling Languages
provide constructs with which to describe and model peoples’ roles, operational
processes and functional contents, as well as support information, and produc-
tion and management technologies. However, integration of the models generated
with these languages is complicated, since tools for exchanging models generated
with different languages do not exist [4,5,6,7]. In summary, the main problems
with respect to Enterprise Modelling can be seen as lying along two axes [8]:

– Horizontal: the lack of interoperability between Enterprise Modelling Lan-
guages and their corresponding Enterprise Modelling Tools. Almost all lan-
guages of this sort are proprietary specifications and can only be imple-
mented with specific tools designed for this purpose. This problem compli-
cates the interoperability of enterprises at the conceptual level. The main
solutions provided by the research community to address this problem are
focused on defining a common exchange format. This was, for instance, the
goal of the UEML Project [7] and one of the objectives of the INTEROP [6]
and ATHENA [4] Projects.

– Vertical: the weak connection between enterprise models and the genera-
tion of software is one of the major reasons why enterprises develop only
a few models, which, moreover, are rarely updated and are therefore not
very successful in accomplishing their initial purposes. Initiatives, such as
MDA [9] promoted by OMG and MDI within INTEROP [6], are intended
to solve this kind of problems.

These same problems can also be observed in the business process context.
The number of modelling techniques and tools available for supporting Busi-
ness Process Modelling is growing rapidly, because of the increasing popularity
of business process orientation [10]. In recent years, many advantages of using
Business Process Modelling have been pointed out [11].

Nevertheless, collaborative enterprises face a number of problems when at-
tempting to harvest the benefits of Business Process Modelling. A collaborative
enterprise is an enterprise where teams work together across boundaries, e.g.
life-cycle phases, sharing results and knowledge to improve their common un-
derstanding and enable better performance and higher quality results [12]. The
main reason for this situation is the large number of techniques and tools [10]
that support and that are used for Business Process Modelling; as a result, col-
laborative enterprises find it difficult to exchange business process models in an
efficient way.
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Taking the problem of interoperability as its main inspiration, the objective
is to achieve a common format, like POP* or UEML, which are valid initiatives
allowing enterprises to exchange different kinds of models and to set up an en-
vironment in which existing models can be reused [4,5,6,7]. In particular, within
the framework of the ATHENA Project [4], the POP* methodology was devel-
oped with the aim of solving this kind of problems and improving enterprise
interoperability. In this context, then, this paper presents the work carried out
in the ‘proof of concept’ of the POP* meta-model in order to validate it and it
describes how the POP* meta-model could be used to exchange business process
models among different partners from a process-oriented point of view.

The paper is organised as follows. Section 2 gives a brief description of the
ATHENA Project as the framework in which this research was carried out, and
also discusses the main issues regarding the POP* meta-model and especially
its process dimension. Section 3 describes the research work performed and the
main results obtained in the ‘proof of concept’ of the POP* meta-model. Finally,
the main conclusions are outlined in section 4.

2 ATHENA Project

ATHENA (Advanced Technologies for interoperability of Heterogeneous Enter-
prise Networks and their Applications) is an Integrated Project sponsored by
the European Commission in support of the Strategic Objective ‘Networked
businesses and government’ set out in the IST 2003-2004 Work Programme of
FP6 [4]. ATHENA aims to make a major contribution to interoperability by iden-
tifying and meeting a set of inter-related business, scientific and technical, and
strategic objectives. In ATHENA, different Research and Development projects
are executed in an integrated way. The research work presented in this paper was
developed within the framework of one of these projects, called A1, and which
focuses on ‘Enterprise Modelling in the Context of Collaborative Enterprises’.

The overall goal of this project is the development of methodologies, core lan-
guages and architectures as models, model-generated workplaces, services and
execution platforms for establishing collaborative on-demand Extended Enter-
prises and Networked Organisations.

2.1 POP* Meta-model

One of the main goals of the A1 Project is to develop a methodology that
provides a set of basic modelling constructs to support model exchange in the
context of collaborative enterprises. The methodology includes [12]:

1. The POP* meta-model, which describes the set of basic modelling con-
structs defined and their relationships.

2. The guidelines, which describe the management and use of the POP* meta-
model.
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With respect to this goal and business process orientation, the work per-
formed in the project has similar objectives, but at the same time a different
scope, to other approaches like UEML [7] or BPDM [13]. Although the devel-
opment of the POP* meta-model is based on the adoption of a holistic point of
view of an enterprise which takes into account its different dimensions, that is to
say, process, organisation, decision, and so forth, this first version is developed
in a more comprehensive manner and focuses on the process dimension.

Moreover, POP* was developed taking into account how enterprises need
to establish flexible relationships with other partners in order to achieve some
competitive advantage, and also with a top-down approach that allows for def-
inition of the constructs needed to depict the particular features of this kind of
enterprises. On the other hand, the POP* meta-model was also developed with
a bottom-up approach, which involved reviewing some of the most important
Enterprise Modelling Languages like IEM, EEML, GRAI, and so forth, and as a
result it covers the common concepts identified in these languages. However, the
POP* meta-model is neither the merge of the meta-models of these specific En-
terprise Modelling Languages, nor the addition of them, but the mapping of the
main constructs of these languages in order to identify common concepts and to
avoid redundancies. In this sense, the POP* meta-model is a valid mechanism
with which to exchange enterprise models among partners in a collaborative
enterprise that use different enterprise modelling platforms and languages.

Therefore, the POP* meta-model is a first, but necessary, step in order
to achieve enterprise interoperability at the conceptual level. Furthermore, the
POP* meta-model will be useful for developing the architecture specification
of the Modelling Platform for Collaborative Enterprise (MPCE) within the
ATHENA Project. This platform will facilitate the exchange of different kinds
of enterprise models, based on the POP* meta-model, and allow them to be
managed in a better fashion.

A thorough explanation of the POP* meta-model and its corresponding
methodology can be found in [12]. This work includes the description of the
POP* meta-model in its first version, with the dimensions defined so far:

– Process dimension: representing the activities and tasks carried out in an
enterprise and the different objects that are needed to perform them.

– Organisation dimension: expressing the formal and informal organisa-
tional structures of an enterprise, as well as the different stakeholders and
relationships that form part of this organisation.

– Product dimension: representing the products or services that an enter-
prise offers to the market.

– Decision dimension: expressing the decision-making process and the struc-
ture needed in an enterprise to perform it.

– Infrastructure dimension: depicting the ICT infrastructure of an enter-
prise.

Furthermore, it also provides guidelines illustrating the management and
potential use of the POP* meta-model in a cross-organisational setting. The
main goal of these guidelines is to explain how the POP* meta-model can be
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used to exchange enterprise models among or inside enterprises that use different
Enterprise Modelling Tools.

2.2 Process Dimension

The process dimension of the POP* meta-model, shown in Fig. 1, is concerned
with the activities and elements needed to enact and execute processes in a
collaborative enterprise. Its objective is to provide the basic constructs with
which to model the tasks and the main enterprise objects that participate in
these tasks with different roles, such as input, output, control, and so forth. The
process dimension also supports the representation of the process flow, as well
as conditions or associated decisions.

Fig. 1. POP* meta-model: process dimension

In this section, we present a brief description of the main constructs in the
process dimension of the POP* meta-model (see Fig. 1). A complete description
of these constructs can be found in [12].

– Process: this represents a task or an activity performed in an enterprise.
A Process can be derived into different subprocesses in order to depict the
desired level of detail.

– Role/Process Role: this is used to express the function of the diverse
enterprise objects in the execution of a Process. Consequently, the subclasses
of the Process Role are: Control, Input, Output and Resource.

– Decision Point: this depicts a conditional point used to solve the process
flow and continuation, i.e., the process sequence. A Decision Point can be a
Process Role, which can have an object attached to it, or a Gateway, which
is a true decision point without attached object, and is owned by a process.
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– Flow: this construct represents the connection of Processes across two De-
cision Points, which can be either Gateways or Process Roles played by
different enterprise objects.

3 ‘Proof of Concept’ of the POP* Meta-model

Within the framework of the above-mentioned ATHENA Project, this paper de-
scribes the work performed in the ‘proof of concept’ of the POP* meta-model.
The main objective of this research work is to demonstrate that the POP*
meta-model is well defined, as it provides a common and standard language
to exchange models among different Enterprise Modelling Tools.

3.1 Process Description

Our demonstration method includes two main steps, as shown in the diagram
in Fig. 2. First, an existing model compliant with a specific Enterprise Mod-
elling Tool (MO2GO) [14] is transformed by hand into a POP* model using a
UML Profile 2.0. Second, the POP* model is imported into different Enterprise
Modelling Tools (GraiTools [15] and Metis [16]).

Fig. 2. Diagram showing tasks performed in the ‘proof of concept’ of the POP* meta-
model

In order to achieve this goal, a UML Profile 2.0 of the POP* meta-model was
implemented using the ECLIPSE platform. UML Profiles 2.0 is a mechanism
that allows the metaclasses of an existing meta-model to be extended, in order
to adapt it for different purposes. Therefore, this mechanism includes the ability
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to tailor the UML meta-model to different platforms (such as J2EE or .NET) or
domains (such as real-time or BPM) [17].

In our case, we will use this mechanism to define a UML Profile 2.0 of the
POP* meta-model with the aim of carrying out a ‘proof of concept’ of POP*.
The idea is to extend the UML meta-model within a specific domain by means
of our profile. This profile can then be used to model collaborative enterprises
according to the POP* meta-model.

Therefore, the first task to be carried out in this process is the definition of
the UML Profile 2.0 of the POP* meta-model. Following the recommendations
given in [18], the main steps involved in defining this profile are:

1. To include one stereotype for each element of the POP* meta-model in a
‘profile’ package.

2. To specify what elements of the UML meta-model are extended by the stereo-
types.

3. To define the attributes of the POP* meta-model as tagged values.
4. To define the constraints of the domain.
5. To implement the profile defined by using the ECLIPSE UML 2.0 plug-in.

On the other hand, the remainder tasks shown in Fig. 2, which are needed
to complete the ‘proof of concept’, are explained in more detail in the following
section.

3.2 Work Performed

The ‘proof of concept’ of the POP* meta-model was performed in order to
validate it and to demonstrate a real application of the POP* meta-model as an
exchange format. Thus, the work performed and explained in this section can
be useful to gain a better understanding of how the POP* meta-model could be
used to exchange business process models. This work was carried out according
to the steps proposed by the guidelines defined in [12] for applying and managing
the POP* meta-model. In what follows, the main steps performed and illustrated
in Fig. 2 are presented.

STEP 1. Select the source model to be transformed. For the ‘proof of
concept’ we selected one of the ATHENA scenarios, from the Telecom sector. In
particular, the scenario is related to the Product Portfolio Management Process
(PPM). We used the PPM scenario modelled in MO2GO, and we chose only a
part of this model in order to ensure that the work could be performed in a short
amount of time.

The part of the PPM model selected was the ‘WIBAS1 Project development’
process (see Fig. 3), because it illustrates some crucial POP* concepts. It includes
almost all the elements that can be represented in a MO2GO model, and it is
sufficiently complex to demonstrate the use of POP* as an exchange format.

1 WIBAS is the name of a particular product development project.
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Fig. 3. ‘WIBAS project development’ process of PPM model developed in MO2GO

STEP 2. Define and implement the UML Profile 2.0 of POP*. The
result of the tasks performed in this step is a description of the UML Profile
2.0 of the POP* meta-model. This profile could be used as a basis for further
implementation of POP* as an Enterprise Modelling Language. The profile iden-
tifies a subset of the UML meta-model elements but does not remove any of the
UML meta-model functionalities, and therefore all the utilities of UML remain
available for the final users.

Three components are needed to create UML profiles: stereotypes, restric-
tions and tagged values. Stereotypes are defined by their names and the ele-
ments of the meta-model that are associated to them. They establish the features
that designers assign to the elements that are extended by the profile. Restric-
tions are used to establish conditions over the stereotyped elements, and tagged
values are additional meta-attributes that are associated to a meta-class in the
extended meta-model. This profile specification was developed in accordance
with the latest version of the Unified Modelling Language, UML 2.0 [17,19].

STEP 3. Model the source model selected in UML 2.0. Prior to mod-
elling, it is necessary to select UML diagrams that are useful for our ‘proof of
concept’. We focused on the most expressive UML diagrams that can be used for
business processes modelling, which are class and activity diagrams. This step
was carried out using the Rational Rose modeller from the Rational division of
IBM on ECLIPSE platform. This tool was chosen in order to take advantage
of the ECLIPSE UML 2.0 plug-in and to support advanced UML profile 2.0
management and XMI 2.0 interchange.
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Fig. 4. ‘WIBAS project development’ process of PPM model developed in POP*

STEP 4. Stereotype the model developed in UML 2.0 with the UML
Profile 2.0 of POP*. Using the UML Profile 2.0 of POP* thus implemented,
all components of the model previously developed in UML 2.0 were extended
using stereotypes (see Fig. 4). In this way we obtained a full, semantically equiv-
alent model but which is now UML 2.0 compliant, that is, it is fully compliant
with XMI 2.0 and therefore easily interchangeable.

Elements in the MO2GO diagram were replaced by POP* concepts, but
obviously translating native models to POP* involves more than simply replacing
each element in the native models by its corresponding element in POP*. The
translated model should follow the rules that define how POP* concepts can be
related (that is, the syntactic rules defined by the POP* meta-model). This could
entail having to include new elements, as can be seen in Fig. 5. For example, in
order to develop the class diagram of the translated POP* model:

– Processes were defined to include their interfaces with the outside world.
These are specialisations of the Process Role: Input, Control, Output and
Resource.

– ‘Split’ or ‘Join’ in the MO2GO diagram were transformed into Gateways in
the POP* class diagram.

– Flows were stereotyped as associations in order to simplify the diagram and
give it more expressiveness.

– According to the POP* meta-model, Flows can connect only Decision Points
(this means Gateways or Process Roles). For example, we cannot connect
two Processes (or an Object with a Process) directly by means of a Flow.
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Fig. 5. Modelling of flows in POP*

STEP 5. Generate an XMI file to be imported. Finally, the objective is to
generate an XMI file of the POP* model generated in the step 4 by means of the
capabilities from the ECLIPSE platform, which will be imported into different
Enterprise Modelling Tools, like GraiTools or Metis, for instance.

3.3 Results and Lessons Learned

The ‘proof of concept’ of the POP* meta-model fulfilled its initial purpose.
It assisted in the final development of the POP* meta-model, clarifying some
concepts of the meta-model and proving that it is possible to transform models
developed in different Enterprise Modelling Tools by means of POP*. Moreover,
the tangible results obtained in this research work are:

– The definition of the UML Profile 2.0 of the POP* meta-model, and its
implementation in the ECLIPSE UML 2.0 plug-in.

– A real-use case modelled in POP*, based on a source model developed in a
specific Enterprise Modelling Tool.

– The XMI files of the real-use case modelled in POP* that can be imported
into other Enterprise Modelling Tools.

Finally, the main lessons learned in performing the ‘proof of concept’ of POP*
can be summarised in the following points:

– Major problems were encountered in understanding the source model, espe-
cially because it was not developed by one of the team members. In spite
of knowing the constructs of a specific Enterprise Modelling Language, the
modelling process is sometimes subjective and hence it is hard to interpret a
source model that is to be transformed into another model. To this regard,
POP* can be useful since it establishes a mapping among the constructs of
the most important Enterprise Modelling Languages.
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– When transforming a source model into another one by means of POP*,
it will sometimes be necessary to include some additional elements in the
target model, as shown in Fig. 5. However, these new elements should not
modify the semantics of the source model. Hence, it is possible to have some
concepts in a specific Enterprise Modelling Language which do not have any
correspondence with others. As a consequence, the transformation process
must sometimes be performed in a semi-automatic way and with expertise
human collaboration.

4 Conclusion

We can conclude that it is possible to use the POP* meta-model as an exchange
format among enterprises that use different Enterprise Modelling Languages.
Hence, it is a first step on the way to achieving interoperability in the context
of collaborative enterprises at the modelling level, and a valid result to be taken
into account in further works that are going to be developed in the ATHENA
Project, such as the specification of the MPCE, for instance.

On the other hand, and even though it was not the initial objective of the
ATHENA Project, the POP* meta-model is now sufficiently well defined to be
able to use it as the basis for the further development of an Enterprise Modelling
Language, which could be used by providers of tools with meta-modelling capa-
bilities. However, the work within the ATHENA Project will continue to improve
and refine the POP* meta-model, particularly the less mature dimensions like the
decision dimension, and also to add new dimensions with the objective of provid-
ing an exchange format for Enterprise Modelling from a holistic point of view.

Finally, the ‘proof of concept’ of the POP* meta-model was useful as an aid
to understanding how it is possible to exchange business process models among
different partners in the context of collaborative enterprises using the POP*.
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Abstract. Enterprise model integration, transformation, translation are today an 
essential issue for building complex systems that show high autonomy of 
constituents, and robustness to changes and evolution (especially for reducing 
the risk to make the “next generation of legacy systems”). Some of the problems 
raising in enterprise model integration, transformation, translation are related to 
the usage of distinct languages and to the distinct usage of languages. To 
address these problems, it is possible to try to characterise and to represent 
respectively, (i) relationships between constructs in several relevant languages, 
(ii) a unique language “UEML core language” (Unified Enterprise Modelling 
Language core language) and (iii) precise relationships between this unique 
language and these relevant languages. To this aim, this paper summarises and 
justifies the approaches undertaken in UEML 1.0 and UEML 2.0, tries to 
compare them alongside their strengths and benefits, and presents some related 
works.  

1   Introduction 

This paper presents the recent advances on UEML1. Specifically, it presents UEML 
1.0, i.e. a major result of the UEML project (www.ueml.org) [10], [14], and UEML 
2.0, initial result of the current INTEROP project (www.interop-noe.org); then, the 
paper discusses benefits, problems and similarities between UEML 1.0 and UEML 
2.0.

The main objective of UEML concerns the support of enterprise model integration, 
translation, transformation (shortly referred to as model exchange in the remainder) 
and to support the required global consistency between distinct enterprise models over 
their evolution [1]. These models are supposed to be represented in distinct enterprise 
modelling languages. 

UEML should facilitate the model exchange and the required global consistency, 
by providing a set of basic correspondences between several enterprise modelling 
languages in which the various models are expressed. However, UEML alone is not 
the full solution to the model exchange and to consistency: indeed, the need to support 

1  This work is partially supported by the Commission of the European Communities under the 
sixth framework programme (INTEROP Network of Excellence, Contract N° 508011, 
<http://www.interop-noe.org>). 
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model integration, transformation and translation also appears whenever models are 
expressed in only one language; the language is always the same while the things the 
language is representing (in the models) are not necessarily the same ones. For 
instance, class-diagram allows to refer, in a context, to the set of employees in one 
enterprise by a class Employee; class-diagram allows to refer to a relational table 
Employees about employees, stored in a database. Class-diagram allows in both cases 
to represent the same phenomenon (let’s say “group of objects”) but models refer to 
distinct, maybe unrelated or partially related things (i.e. the employees). As a 
consequence, it these models should be integrated, it requires, additionally, to know 
that class-diagram is used to represent exactly to the same things (i.e. to the same set 
of employees). 

Starting from this point of view, UEML would tend to describe possible basic 
correspondences between distinct modelling languages that are, in principle, context 
independent (in the class-diagram example above, the “group of objects”). 

Dealing with enterprise modelling raises two key issues that make the objectives of 
UEML very challenging: 

1. which languages are enterprise modelling languages; 
2. the informal nature of the underlying meaning (also called semantics) of many 

enterprise modelling languages. 

According to point (1) (taking into account two recent states of the art [7],[16] and 
historical surveys [17]), several languages can be included (in principle, there is not 
limit), each of them concerning some aspects of enterprises. Some of these several 
languages often come from other disciplines, such as software engineering (e.g. 
UML, Petri Nets), knowledge engineering (e.g. OWL, PSL) and information system 
engineering (e.g. I*). As a consequence, languages for enterprise modelling are often 
very different in their nature, therefore difficult to be related by the advocated basic 
correspondences. 

According to point (2), the meaning of a construct of an enterprise modelling 
language is often provided by a text in English, French, Italian etc. (that often 
represents how a specific language is used within a (methodological) context). 
Therefore, the phenomena that those languages are able to represent, are often 
unclear. However, problems do not really decrease even if some formalisation of the 
meaning underlying languages are available (Sect. 3.2). Indeed, a distinction to be 
carefully made is between, any formalisation and the understanding of the phenomena 
represented by a language (in the software engineering literature, this is often referred 
to as “formal semantics” (i.e. expressing the meaning in a formal language) and 
“precise semantics” (i.e. expressing the meaning without ambiguities) respectively 
[9]). Having any formalisation of the language meaning does not guarantee to 
understand the phenomena; moreover, for UEML, understanding the represented 
phenomena is the key point because formalisations of these phenomena may take 
several forms. 

The paper is organised as follow. Section 2 provides few technical details. Sections 
3 and 4 provide presentation of UEML 1.0 and UEML 2.0 approaches, and describe 
some benefits and problems. Section 5 contains the final remarks on UEML 1.0 and 
UEML 2.0 as well as some possible research directions.  
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2   Technical Definitions 

The discussion needs some few technical details. Specifically, we need to introduce at 
least two layers: the language layer, often called the meta-level, and the model layer
respectively. 

In the literature concerning formal languages, three important concepts related to 
the concept of language are mentioned [3], [9]: the concept of syntax, the concept of 
semantics and the concept of semantic domain. While named distinctively, the 
concepts of syntax and semantic domain are closely related: as explained in [3], a 
semantic domain needs to be represented and therefore it corresponds to the syntax of 
some language. The same happens for semantics. What is usually called 
“formalisation of a language” means to represent the three concepts in, possibly 
several, formal languages. However, it often happens that the formalisation of a 
language is confused with the “formalisation of its syntax”. 

The concept of semantics is often synonymous of function that associates to 
syntactical-artefacts belonging to the syntax (also called model-artefacts in the 
remainder), some semantic-artefacts that are represented in the semantic domain. 
Often, the semantics is fully independent from some conventions that can be applied 
to generate or to visualise the syntactical-artefacts: for instance, in IEM [10], the 
resources of an activity are visualised under the activity box. Sometimes, some 
meaning is hidden in these conventions (especially in visual modelling languages): 
this means that if conventions are not respected, the models may become not 
understandable (visual meaning). Nevertheless, we base our discussion on the fact 
that the semantics of a language is usually defined on what is called the abstract 
syntax i.e. a syntax that focuses on the constructs of a language and their structure 
(and not on the way the constructs are generated and visualised). This is why most of 
the formalisations of languages start from the definition of the abstract syntax. The 
abstract syntax is important to abstract from unimportant syntactical details of a 
language. However, these details can be represented by using a special syntax that is 
often referred to as concrete syntax.

3   From UEML 1.0 to UEML 2.0 

3.1   UEML 1.0: The Approach 

UEML 1.0 only described the abstract syntax without taking into account any specific 
method for making this abstract syntax. The reason was also to do not going inside of 
often difficult semantic aspects of languages (often not explicitly represented as said 
in the Introduction).  

The idea developed in the UEML 1.0 was to state some basic correspondences 
between languages by using examples. That was inspired from the database design 
[15]. The undertaken way for approaching UEML 1.0 can be seen as organised in four 
main iterative steps [2]: 

1) The abstract syntax step: i.e. to represent the abstract syntax of each language that 
should be taken into account; sometimes this is a difficult step because not all the 
enterprise modelling languages are equipped with an abstract syntax (or with a good 



248 G. Berio 

version of it or a commonly accepted version of it). Additionally, as pointed out in the 
Introduction, special attention should be devoted to which languages should be taken 
into account (i.e. are relevant for UEML).  
2) The common model step: identifying, by using a common model, the constructs in 
the various languages used for representing the same sets of model-artefacts; in other 
words, the idea is to discover the relationships between distinct languages based on 
what distinct constructs in these distinct languages are able to represent; i.e. two 
constructs are made in correspondence iff they are able to model the same enterprise 
phenomena. This step reveals constructs, represented thorough the abstract syntaxes 
of the various languages, that refer to common phenomena (also called common 
concepts). Most of the complexity of this step is related to the manual procedure that 
has been undertaken. 

Therefore, the underlying thinking of the UEML 1.0 approach can be summarised 
by the following definition: 

(1)

3) The UEML constructs abstract syntax step: according to what it has been 
performed in step (1), the revealed common concepts are represented throughout an 
abstract syntax; specifically, each common concept is represented with a 
corresponding UEML common construct (Fig.1). For instance, instead of saying 
<Action basically corresponds to Activity>, it is said <Action basically corresponds to 
UEML Activity> and <Activity basically corresponds to UEML Activity>.

Abstract Syntax 1

Language 1

Abstract Syntax 2

Language 2

U
E
M
L

constructs

represented by represented by

Fig. 1. Basic correspondences are represented in an effective way (reduced number of the 
correspondences to be represented) by using explicit UEML constructs 

4) The mapping step: a common concept revealed by performing step (2) and 
represented throughout a UEML common construct according to step (3), is mapped 
on to the constructs belonging to the original languages, that contribute, in step (2), to 
reveal the common concepts themselves. 

We can represent two important axis along which the UEML 1.0 approach is 
deployed and used (Fig. 2). The vertical axis provides the “Extent of Exchanged 
Information” (EEI): indeed, not all the information that can be represent in the various 
languages need to be taken into account for UEML. This fact has been summarised by 
the following formula associated to the UEML 1.0 [2]: 

UEML = Common Concepts + (some of) non Common Concepts 

there is a basic correspondence between two distinct constructs in two 
(distinct) languages iff these two constructs can (i.e. not necessarily must) 
always be used for modelling the same (real world or enterprise) phenomena. 
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The horizontal axis is associated to the effective exchange of models and it 
provides the “Extent of the Exchanged Information Under specific Objectives” 
(EEIUO). Existing model artefacts are represented according to UEML constructs 
according to the basic correspondences (i.e. existing model artefacts are exported in 
UEML). Afterwards,  exported model artefacts can be compared for integration or can 
be used to generate new model artefacts, translating or transforming those exported 
artefacts. Then, the new model artefacts can be further imported in some of the 
languages taken into account in step (1). In other words, apart the basic 
correspondences, specific mappings (i.e. specific functions for transforming, 
integrating and translating models) can be additionally defined whenever models need 
to be exchanged, integrated, translated, under specific objectives stated in a given 
context of application. 

E
E
I

EEIUO

Abstract Syntax 1

Language 1

Abstract Syntax 2

Language 2

U
E
M
L

constructs

Fig. 2. Organisation of the UEML 1.0 approach 

3.2   Discussion: Benefits and Problems of the UEML 1.0 Approach 

Why  introducing several and complex steps for developing a UEML? Where are the 
benefits? Where are the problems? 

We can point out several underlying benefits that can be gained by the approach 
outlined in Section 3.1: 

• Practical, because the method proposes at least one suitable way to map one 
language onto another one (throughout a set of correspondences and UEML 
constructs); 

• Conceptual, because the model artefacts represented in a language and further 
represented by UEML constructs, are understandable in term of what they are 
intended to represent (because the correspondences found in step 2 tend to be basic 
correspondences); 

• Potential, because, a part the simple exchanges of models that can be realised by 
using only the identified correspondences, more complex exchanges may also be 
realised iff a mapping language is available for representing mappings over meta-
model artefacts (for instance, as in the QVT initiative of OMG (Query View 
Transformation), and also in related initiatives as [5], [6]); 

• Architectural, because the approach makes possible to implement an architecture 
in which it is possible to provide a uniform interface for accessing models 
represented in several languages; 
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• Methodological, because new relationships between UEML constructs, not 
available between language constructs (because distinct languages are not related) 
can be identified (and new methods and methodologies can be developed). 

Problems. The proposed approach seems difficult to be generalised, to be suitable for 
managing situations of potential inconsistencies of correspondences (e.g. a construct 
in a language can represent several constructs in another language), and to be 
independent on the models used to find out the correspondences and modellers 
building these models (step 2 described in Sect. 3.1). 

The approach does not guarantee that the exported model artefacts according to the 
correspondences are “formally semantically equivalent” i.e. meaning preserving. This 
is however a “bad statement” for two reasons. First, the statement does not make 
sense in every case: despite formalised syntaxes, most of the enterprise modelling 
languages are not equipped with formalised semantics or even precise meaning. 
Second, the approach is very useful whenever languages are fully formalised in their 
semantics. Indeed, between two fully formalised languages (even between a language 
and itself) there are several possible correspondences: the problem is still how to 
identify correspondences that might be basic correspondences. To better illustrate the 
last reason, a good example is provided by the standardisation of High Level Petri 
nets [4]. In this case, implicit correspondences between nets are represented with four 
elements: place, transition, token and arrow. Despite the well-known formality of the 
several classes of Petri nets, it is explicitly stated that the proposed standard does not 
guarantee any formal equivalence of semantics between distinct Petri nets classes [4]. 

Finally, the advocated specific mappings that realise complex model exchanges 
can be represented if a specific mapping language is available (as for instance in [5], 
[6]): in this case, we can say that models are exchanged by using this mapping 
language. However, once time more, the UEML 1.0 approach does not help to 
formally proof (correctness) properties of these exchanges. 

Conclusions. On one hand, the approach undertaken in UEML 1.0 allows: 

• To identify correspondences between distinct constructs belonging to distinct 
languages; 

• To partially gain evidence that the identified correspondences are also basic 
correspondences according to the definition (1) provided in Section 3.1; 

• To represent these correspondences between distinct languages by using a set of 
specifically defined UEML constructs; 

• To further represent complex exchanges by adding languages for specifying 
mappings, eventually dependent on the objectives to be achieved. 

On the other hand, the approach undertaken in UEML 1.0 does not help: 

• To formally proof, according to some meaning of models, properties of the 
identified basic correspondences; if languages taken into account in step (1) are 
fully formalised, these proofs should be provided elsewhere to eventually verify 
the identified basic correspondences; 

• To formally proof, according to some meaning of models, properties of the 
exchanges; instead, these proofs should be provided elsewhere. 
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4   The UEML 2.0 

4.1   The UEML 2.0: The Approach 

The UEML 2.0 undertakes a very different, eventually complementary approach. 
Indeed, it requires to fully model the languages in their three conceptual components: 
abstract syntax, semantic domain and semantics. These three components are 
organised according to a meta-meta-model [12], [13] (also in [1]): any language is 
represented by constructs, in turn associated to some meaning provided by a semantic 
domain. Fig. 3 below provides a simplified version of the meta-meta-model as a UML 
class diagram. 

Fig. 3. A simplified version of the meta-meta model in the UEML 2.0 approach (UML class 
diagram) 

Accordingly, the first approached problem is how to organise the semantic domain. 
Taking into account the literature, the INTEROP work and also the experience on 
UEML 1.0, we can observe that the semantic domain should describe as much as 
possible the underlying phenomena, in an explicit way. Generally speaking, the 
semantic domain represented according to the meta-meta-model is organised in two 
distinct parts: a static part and a behavioural part. In the static part, there are classes 
of things, the construct is intended to represent, and the relevant properties of these 
things. In the behavioural part, there are events and statuses concerning these things. 
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Now, the second approached problem is what classes, properties, events and 
statuses should be used for representing a language. In the first attempts performed in 
INTEROP, the idea has been to use an existing ontological theory, specifically the 
BWW [18], very general, that allows to distinguish between several real world 
phenomena (while we are not constrained by any ontological theory). 

Basic correspondences are not statically defined as in step (3) of the UEML 1.0 
approach (Sect. 3.1); instead, they should be inferred according to the represented 
semantics and the semantic domain. A further consequence is that the UEML 2.0 
approach does not suggest UEML constructs to represent the basic correspondences 
(while this is possible once the represented semantic domain contains enough 
information). In the remainder, we develop a complete example on how basic 
correspondences can be inferred and how these basic correspondences can be used for 
supporting one model transformation. 

Fig. 4. Comparing UEML 2.0 approach and UEML 1.0 approach 

The UEML 2.0 approach can be compared to the UEML 1.0 approach by Fig. 4 
below. In Fig. 4, the most important similarities become evident: both ones requires to 
represent abstract syntaxes but in UEML 2.0 there is a standardised way to do the 
work, according to the meta-meta model. Additionally, the UEML 2.0 requires to 
explicitly represents the semantic domain and the semantics. Specifically, the 
semantic domain corresponds to objects of classes Event, State, Property and Class
depicted in Fig. 3. The semantics corresponds to the links between RepresentedClass,
RepresentedProperty, RepresentedState and RepresentedEvent (which objects nearly 
correspond to abstract syntaxes) and the associated classes of the semantic domain. 

4.2   An Application of UEML 2.0 on Languages and Correspondences 

In this section, we describe a complete example of how the proposed approach works 
by using two well-known enterprise modelling languages: IEM (that was analysed for 
the UEML 1.0) [10] and Coloured Petri Nets (CPN).  

IEM comprises constructs such as Activity, State and Flow to represent enterprise 
processes; however, statuses are not mandatory. According to the BWW concepts 
(represented in bold in the remainder and implicitly referred by objects created from 
the class-diagram that represents the meta-meta model (Fig. 3)) and the IEM 
constructs definitions: 
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• Construct Activity represents the class ActiveThings;
• Construct State represents the class AllThings and the property Regular  property;
• InputArrowFromState represented property from State to Activity represents any 

MutualBinding property describing, for instance, any pre-requisite of Activity;
• OutputArrowToState represented property can be any MutualBinding property

between Activity (ActiveThings) and State (AllThings) describing, for instance, any 
post-condition of the Activity;

• InputArrowFromActivity represented property can be any MutualBinding property
between Activity (ActiveThings) and itself; 

• OuputArrowToActivity can be any MutualBinding property between Activity
(ActiveThings) and itself; 

• Construct Connector is “a combining arrow” but what does it describe really? May 
be the class ActiveThings, or the property TransformationLaw property (and some 
additional classes). 

Similarly, a  possible definition of CPN is as follow [1]: 

• Construct Transition represents the class ActiveThings;
• IncomingArrow represented property between Transition (ActiveThings) and Place

(ActedOnThings) represents any set of MutualBinding property because it 
essentially indicates the tokens outgoing from a place and resulting from some 
transition fire; 

• OutgoingArrow represented property between Transition (ActiveThings) and Place 
(ActedOnThings) represents any set of MutualBinding property because it 
essentially indicates the tokens outgoing from a place and selected to fire some 
transition; 

• Construct Place represents the class ActedOnThings (other than acting on tokens, 
transitions act on the places where tokens are located); 

• PlaceContent represented property between Place and Token represents any set of 
MutualBinding property between Token (ActedOnThings) and Place
(ActedOnThings); because tokens in a place at a given step are what is entering 
minus what is exiting; therefore, PlaceContent represented property (i.e. 
MutualBinding property) is
− sub-property of (the MutualBinding property linked to) IncomingArrow;
− sub-property of (the MutualBinding property linked to) OutgoingArrow;

• Construct Token represents the class ActedOnThings because transitions also act on 
tokens, not only on places; 

• TokenColour represented property is any Regular property of Token.

Inference of one basic correspondence. Transition and Activity both represent 
ActiveThings, therefore one activity and one transition can refer to the same active 
thing (element of ActiveThings). However, they probably represents distinct 
properties of these ActiveThings. State in IEM is used to represent any Regular 
property of AllThings. Given a thing (in AllThings) appearing as a status in a IEM 
model, if this thing can further be specialised into ActedOnThings, it is possible to 
establish one correspondence to CPN (it is interesting to note that this analysis reveals 
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that it is not implicitly forced by IEM that AllThings associated to State, are also 
things on which activities act on!). However, because in CPN both Place and Token
represent ActedOnThings, there is the need to decide if the correspondence from State
of IEM is to ActedOnThings linked to Token or ActedOnThings linked to Place of 
CPN.  This is a very interesting issue: a thing represented by a status in IEM and 
specialised in ActedOnThings further linked to Token of CPN, seems reasonable. In 
fact, State essentially represents any Regular property associated to AllThings,
describing statuses of things and Token does the same through TokenColour.

The conclusion is that, under the hypotheses that both in IEM and CPN is 
acceptable (correct) referring to ActedOnThings, it is possible to say that the construct 
State corresponds to the construct Token: additionally, in CPN, a place containing 
tokens is needed even if, according to the previous decision, Place has not counterpart 
in IEM. 

  IEM: State  CPN: Token and Place

Fig. 5. A basic correspondence represented by a double-ended arrow 

Even if it might seem quite strange, according to the BWW based definition of 
CPN, Place is a complex construct that indicates the set of things produced and 
consumed by transitions. That is not necessarily the case for IEM. 

Supporting exchanges of models with inferred basic correspondences. Given a 
specific status in a IEM model, it is possible to build the corresponding thing in the 
class AllThings, then it might be possible to specialise this thing in the class 
ActedOnThings and, finally, to build, the corresponding token in a CPN model. 
However, in CPN, each token is involved in a MutualBinding property with a place 
and therefore it is required to additionally define a place (where locating the token). 
The required place, however, is not representing the specific status belonging to the 
IEM model but is representing an additional construct needed by CPN whenever 
tokens are introduced. 

4.3   Discussion: Benefits and Problems of the UEML 2.0 Approach 

The meta-meta model depicted in Fig. 3 introduces, formally, the notion of construct, 
and forces to become clear on the abstract syntax. This is a good point but it is also a 
strong point. For instance, in the example about CPN, arrows have been represented 
as properties of transitions; a natural question is: should it be possible to represent 
arrows as properties of places? The same might happen for IEM.  

All the benefits concerning UEML 1.0 and mentioned in Section 3.2, are mostly 
valid for the UEML 2.0. Additionally, the UEML 2.0 approach improves the UEML 
1.0 approach as follow: 

• It guides, according to a meta-meta model, the representation of abstract syntax, 
semantics and semantic domain for any enterprise modelling language; 
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• It allows to infer basic correspondences between distinct languages, once their 
semantics and the semantic domain have been represented (i.e. to fully apply the 
definition (1) in Sect. 3.1); 

• While not suggested, it allows to represent some UEML constructs and their 
semantics whenever the semantic domain contains enough information (i.e. 
whenever a significant number of relevant languages has been represented). 

As for UEML 1.0, the undertaken approach does not allows  

• To formally proof properties of basic correspondences and more complex 
exchanges; while the meta-meta model (Fig. 3) is represented with a UML class-
diagram, it can be represented in some formal language enabling reasoning.  

5   Conclusion 

In this paper, we have reviewed the approaches undertaken in UEML 1.0 and UEML 
2.0. We have also described benefits and problems of both approaches. These two 
approaches share similar ideas but the envisioned mechanisms to implement these 
ideas are different. Specifically, the paper presents how basic correspondences 
between languages are addressed in UEML 1.0 and UEML 2.0. While UEML 1.0 is 
pragmatics, UEML 2.0 explicitly requires the definition of a common semantic 
domain for languages, grounding the future work on correspondences on this domain. 
However, an important research work is nevertheless required to fully characterise the 
semantic domain and how basic correspondences can be characterised in term of 
properties on this domain.  

The approach suggested by UEML 2.0 is surprisingly analogous to the hybrid 
approach for ontology interoperability [8]: the main difference is the layer (Sect. 2) 
where the approach is applied, i.e. languages in UEML 2.0 and models in ontologies. 
As pointed out several times in the paper, both layers are required for realising model 
exchanges. Therefore, further research work should focus on how to the exploit the 
synergies between mechanisms suggested by UEML 2.0 (for instance the basic 
correspondences) and mechanisms suggested by ontologies for effectively realising 
complex exchanges of enterprise models.  
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Abstract. During recent years Interoperability and Interoperable En-
terprise Applications has gained a central place on the IS development
arena. Presented in this paper is a cross-analysis of two languages for en-
terprise modelling and information systems development. The languages
are the Unified Enterprise Modelling Language (UEML) and ISO/DIS
19440. The purpose of this cross-analysis is to make the languages more
complete and well defined. The analysis includes a mapping between
the languages. The results of the analysis can be used for further de-
velopment of the languages which in the long run will beneficial for the
interoperability of enterprises modelled in them.

1 Introduction

In 1986 it was estimated [4] that during the previous years, hundreds, if not thou-
sands of information systems development (ISD) methods had been introduced.
Today we can observe that from 1986 up until now hundreds, if not thousands
of ISD methods has been introduced. It can be argued as in [5,7] that what is
needed is to understand existing ISD practices, rather than adding new method-
ologies, techniques and tools to an already large existing collection. On the other
hand, this diversity may very well be beneficial for the finding of solutions for
different problems in different domains.

During this period, with the emerging web in the background, interoperability
between systems and organisations has become a focal point of interest where
diversity has turned into a problem. Today the need for developing interoperable
systems, as well as using compatible methods and languages for developing such
systems, has become a vital interest for any organisation.

� This work is founded in part by Interop NoE, IST-508011.

C. Bussler et al. (Eds.): BPM 2005 Workshops, LNCS 3812, pp. 257–268, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



258 P. Wohed, B. Andersson, and H. Panetto

To tackle the issues of interoperability, work on developing de facto stan-
dards like UML [12], and de jure standards like ISO/DIS 19440 [10] are on-
going. In addition to this, frameworks, e.g. UEML (Unified Enterprise Modelling
Language) [3], are also developed to facilitate interoperability and integration.
The main differences of the UML, ISO/DIS 19440, and the UEML framework
developments lies in the approach and methodology applied in their develop-
ment. While UML is developed by mainly identifying and integrating a number
of necessary techniques for information systems development, ISO/DIS 19440
is developed through an analytical, top down approach and focused on a spe-
cific domain—enterprise modelling. Similarly to ISO/DIS 19440, the domain of
UEML is enterprise modelling. In contrast to ISO/DIS 19440 the development
approach is bottom up. In the development of UEML three different modelling
techniques for enterprise process modelling, GRAI [6], IEM [11] and EEML [1],
were cross-compared and a synthesized meta-model of them was developed.

In this paper we will compare the UEML meta-model to the one of ISO/DIS
19440. These frameworks are chosen for two reasons; 1) they are developed to
cover the same domain. A result of a comparison should therefore uncover weak-
nesses or deficiencies in a model which could be amended with constructs from
the other. 2) They are similar enough to apply the evaluation approach suggested
by [8,13], where language meta-models are advocated for doing comparisons. For
space reasons, we focus in this paper mainly on extensions of UEML. However,
the analysis results may just as well be used on ISO/DIS 19440.

This paper proceeds by first presenting UEML and describing a number of
open questions for further work on it. Then the ISO/DIS 19440 is presented and
discussed. Finally a cross-analysis of these two notations is presented and some
guidelines for their further development suggested.

2 UEML

In this section the UEML framework [12] is presented. The meta-model of the
framework is reprinted in figure 1.

An Activity represents a generic description of a part of enterprise behaviour
which produces outputs from a set of inputs. An activity may be decomposed
into other activities and an activity may require one or several Resource Role
played by Resources for its completion. A Resource may be a Material Resource
or a Human Resource.

An Activity has at least one Input Port and at least one Output Port, where
flows representing inputs or outputs of the activity are connected.

There are two ways to represent that some Resource is used by an Activity:
1) through the definition of a role (i.e. Role Type) which a resource plays in an
Activity. This method is used when the origin of the resource is not explicitly
given; and 2) through a flow, connected to the Input Port of the Activity carrying
the resource. This method is used when the origin of the resource is explicitly
given or if the resource to be used is the result of some decision, grouping or
decomposition of some other resource(s) through a Connection Operator.
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An Object is anything that can be attached to a Flow. In other words, it is
anything that may be needed or produced by an Activity. It can be an Informa-
tion Object or a Resource.

A Flow represents the flowing of an object from an origin to a target. The
origin and target of a flow are called Anchor and can be either an Input Port, an
Output Port or a Connection Operator. A Flow is either an IO Flow, a Resource
Flow or a Control Flow.

– An IO Flow represents the flowing of an Object between two Activities. If the
Object is an input object, then the IO Flow is connected to an Input Port
of an Activity and this means that the Object is necessary for the execution
of the Activity. The Object can possibly be consumed or modified by the
Activity. If the Object is an output object of an Activity the IO Flow is
connected to the Output Port of the activity indicating that the object has
been produced by the Activity.

– A Resource Flow represents the flowing of a Resource between two Activities.
The flow then connects an Output Port of an Activity that produces it and
an Input Port of the Activity that requires it.

– A Control Flow connects two Activities and represents either: 1) a prece-
dence relationship between Activities (a Control Flow carrying no Object);
2) a triggering of an Activity (a Trigger Flow, which carries an Information
Object that triggers a second activity after the completion of a first one);
3) a constraining of an Activity (a Constraint Flow carrying a constraining
Information Object. For instance, this could be a description of a procedure
to be followed when executing the activity).

A Connection Operator represents the grouping or splitting (Join and Split)
of flows between activities. A Connection Operator of type “Join” is target of at
least two Flows and is the origin of exactly one Flow. A Connection Operator of
type “Split” is origin of at least two Flows and is target of exactly one Flow. The
attributes “AND”, “OR” and “XOR” are used to indicate parallelism, choice and
synchronisation.

2.1 Open Questions

The UEML, as defined in [3] has been developed to facilitate the integration
of different enterprise modelling languages and to demonstrate the feasibility of
applying of a bottom up approach for doing so. UEML is under development
and the current version, UEML 1.0, is to be considered as an intermediate result.
Some outstanding issues and open questions in the current version are discussed
below.

– A Resource is an Object that plays a specific Role for the performance of an
Activity. The same Resource could play another Role for another Activity.
The Role is qualified as an “object”, “organisation unit”, “person”, “tool”,
or any other valid role. However, it is the responsibility of the modeler to
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Fig. 1. UEML meta-model

define the qualified Role for every Resource performing an Activity. If this
is not done, the relationship showing which Resource are carrying out what
Activity is lost.

– An Activity modifies Object. This fact is currently not visible in the meta-
model as there is no relationship included between the classes Object and
Activity.

– The specialisation classes of Object, i.e., Information Object and Resource
are not exhaustive. Additional useful subclasses could be Product or Service,
but this should be determined after further investigations.

– The specialisation classes Control Flow, Resource Flow and IO Flow of the
class Flow are not disjoint. In the definition of UEML, the type of flow (IO
Flow, Resource Flow, Control Flow) is determined by the kind of Object the
flow carries. However, because Resource and Information Object are kinds of
Object, and as IO Flow is specified to carry objects, then IO Flow could also
carry this kind of objects (and is thereby not explicitly distinguished from
Control Flow and Resource Flow). IO Flow was introduced to specify the
flow of objects that are consumed or produced by activities, while Resource
Flow was introduced to capture the flow of Resources needed for the execu-
tion of an Activity and Control Flow the information (event or constraints)
needed by the Activity. This subtle distinction cannot explicitly be derived
from the model.

– The construct Connection Operator, was defined in order to split or join
flows according to specific rules (AND, OR, XOR). It is a straight forward
derivation to conclude that the construct of Connection Operator together
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with the construct of Action, as origin and targets of flows, are enough for
capturing the basic control flow patterns defined by WfMC [14], but a de-
tailed analysis of whether they are sufficient for capturing more advanced
control flow constructs like those defined within the Workflow Patterns Ini-
tiative1 [2] remains to be done.

3 ISO/DIS 19440

Presented in this section is the ISO/DIS 19440 framework. The model in figure 2
is an integrated meta-model of the Informational, Functional, Resource, and Or-
ganizational views of ISO/DIS 19440. In contrast to these views, in figure 2 only
the concepts described in “The modelling language constructs” section of the
document [10] are shown, while the complementary concepts (as not currently
included in the standard) are omitted.

A Domain represents the boundary and the content of an enterprise or a por-
tion of an enterprise. A Business Process represents a certain part of enterprise
behaviour. A Business Process is an aggregation of Business Process and/or
Enterprise Activity together with information described by Behaviour Rule. An
Enterprise Activity is the realisation of a transformation of inputs to outputs
by a specific resource. Enterprise Activity and Business Process are collectively
called Enterprise Function.

Behaviour Rules are used to define the behaviour of a business process. They
define constraints on relationships e.g., sequencing between Business Processes
and/or Enterprise Activities. A textual description of behaviour rules is given
in the framework specification. Rules are, however, classified as complementary
concept and are therefore not present in the graphical model in figure 2.

An Event initiates the execution of a Business Process or an Enterprise Ac-
tivity. A special kind of Event is an Order. An Order is an instruction for the
performance of an activity.

An Enterprise Object is the characteristics of the thing(s) being modelled
during its(their) life-cycle(s). A subset of the characteristics comprises an En-
terprise Object View (or Object View, for short). A special kind of an Enterprise
Object is a Product. The production and sales of Products is the raison-d’être
for the enterprise. Another kind of Enterprise Object is Resource. A Resource
represents some or all of the capabilities required for the execution of an Enter-
prise Activity. A Capability is any device, tool or means at the disposal of the
enterprise to produce goods or services. A capability (required for an Activity,
and provided by a Resource) can be divided into Capability Element.

The organisational structure of an enterprise is captured through Organisa-
tional Unit, Organisational Cell and Decision Center. The Organisational Unit
describes the roles and responsibilities in the hierarchical structure of an enter-
prise. It enables listing of the requirements in terms of skills profiles needed to
perform an activity. The Organisational Cell construct provides identification
of its contents and the contents positions in the hierarchy. A Decision Center
1 http://is.tm.tue.nl/research/patterns/patterns.htm
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Fig. 2. ISO/DIS 19440 meta-model

is an elaborated concept to capture the modelling of a decision structure in a
two-dimensional grid, where the rows represent the decision levels, the columns
represent the decision functions and the intersections are the Decision Centers.

3.1 Comments on ISO/DIS 19440

Following is a list of issues in the ISO/DIS 19440 specification that we find
valuable to address in order to enhance the framework2.

– The concept Domain as representing the “boundary and the content of an
enterprise”([10],p.21) is a very general concept. For instance,Domain incorpo-
rates a number of important concepts, e.g., business objectives or performance
indicators, each important enough to model explicitly as a class of its own.

Furthermore, it is somewhat unintuitive to talk about inputs and outputs
for a domain. For example, in a “Health care” domain, what would the inputs
and the outputs be? While a patient who has been fully treated in a hospital
can be considered as input and output of a certain medical care process,
he/she can surely not be considered as an input and output to the health
care domain.

Moreover, concerning the goal of a domain: if a very high level goal for the
health care domain is specified to be “To provide citizens with good health
care services” it can well be argued that this is really a goal for the health
care providers rather then a goal for the domain as such. The definitions of
goals is a characteristic for enterprises and organisations, rather than the

2 In cases of inconsistences in the definitions of relationships we have followed the
definitions according to the graphical models.
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domain to which they belong. This raises the question whether the concept
Domain was introduced as a generic/general term for enterprises and organ-
isations. If it was, what then is its relationship to the other organisational
aspect concepts in the model, i.e., Organisational Unit, Organisation Cell
and Decision Center?

– The concepts Organisational Unit, Organisation Cell and Decision Center
are introduced for capturing the organisational structure of an enterprise.
However, the specification text and the graphical model do not provide an
entirely clear semantics. To quote, “Organisational Cells describe the for-
mal, hierarchical administrative structure of an enterprise” ([10],p.43) and
“Organisational Units shall represent the [..] roles and responsibilities within
a given hierarchical structure ..” ([10],p.47). A more intuitive naming would
be Organisational Unit instead of Organisational Cell and Role/Responsibility
instead of Organisational Unit.

This renaming also reveals some confusion concerning the concepts Role
and Responsibility. It is possible to argue that indeed Role and Responsibility
should be treated together and not separately but this will limit the expres-
sive power of the model to a very coarse level of detail. For instance, the
model would not be able to capture situations like when a person possessing
different roles have different sets of responsibilities attached to each one of
them.

Furthermore, the relationships Organisational Cell - attached to - Organi-
sational Unit and Organisational Unit - attached to - Organisational Cell on
top of the aggregate relationship from Organisational Cell to Organisational
Unit are difficult to understand and needs further explanation.

Also, the concept Decision Center as well as its relation to Organisational
Unit (or Role/Responsibility as suggested above) is not clear. It seems to
have been introduced to capture the decision structure in an enterprise, but
then it also should have been related to the Organisational Cell concept (or
Organisational Unit according to the renaming above).

Finally, a relationship showing which Organisational Cell (i.e. Organisa-
tional Unit according to our renaming) is responsible for which Business
Process(es) or Enterprise Activity(ies) is not present in the model. Why this
supposedly useful and important relationship is absent should be explained.

– The concept Behaviour Rule, where the behaviour of a process is described,
is considered as a complementary concept and is therefore not present in
the figure 2. It is present in the Functional aspect model in the specification
modelled as a single class and its complementary textual description is much
longer than any other description of the concepts present in the model. The
question is: why is this class considered as complementary? The behaviour
aspect of a process is central in enterprise modelling.

4 Mapping the Frameworks

In this section we discuss and investigate the correspondence of concepts from
both frameworks. The result of the investigation is presented in table 1.
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The concept Activity in UEML corresponds to both Enterprise Activity and
Business Process in ISO/DIS 19440. While ISO/DIS 19440 distinguishes between
the leaves in a business process hierarchy as the smallest not further decomposable
units of work, (i.e., Enterprise Activity) from those which are comprised of and or-
chestrate a number of smaller units of work (i.e. Business Process), UEML does
not make this distinction and uses the term Activity for denoting both.

The concept of Flow in UEML which is elaborated and subdivided into IO
Flow, Resource Flow and Control Flow (which is in turn divided in Trigger
Flow and Constraint Flow) and where a class is introduced for each one of
these concepts, is in ISO/DIS 19440 captured by relationships. So, the Flow
is roughly captured by Business Process - has input,output - Object View and
Enterprise Activity - has input,output - Object View relationships. This mapping
is only very coarse because in UEML a flow can not only go between Activity,
but also between Activity and Connection Operator such as AND/OR joins
and splits. The IO Flow in UEML is then mapped as Flow, while for Resource
Flow the restriction that the Object View shall represent a view for a Resource
is applied. Furthermore, Control Flow corresponds to Behaviour Rule, Trigger
Flow corresponds to Event and Constraint Flow to Enterprise Activity/Business
Process - has input, output - Object View relationship when the Object View is
a view of an Order.

The concepts Port and Anchor with its Input and Output in UEML do not
have any direct correspondence in ISO/DIS 19440. The Connection Operator is
the only subclass of Anchor which can be partially mapped to Behaviour Rule.

The concept of Resource is far more elaborated in UEML than in ISO/DIS
19440. In UEML the distinction between Human and Material Resource is
made and the roles different resources play in an activity are explicitly spec-
ified through the Resource Role and Role Type classes.

The concept of Role is not explicit in ISO/DIS 19440. The question whether
it is partially covered in the Organisational Unit concept was already raised in
the previous section. Instead of specifying the role of a resource in an Enterprise
Activity, in ISO/DIS 19440 the capabilities which a Resource provides are spec-
ified through the Capability class. In this way capabilities can be matched to
the Capability required for the execution of an Enterprise Activity, which then
can be used for resource allocation of the Resource(s) capable for performing the
Activity. The concept of Capability is not present in UEML.

The concepts aimed at capturing the organisational structure in ISO/DIS
19440, i.e. Organisational Cell, Organisational Unit and Decision Center has no
correspondence in UEML. Even if, as discussed earlier, these concepts need to be
further elaborated and clarified, their intention of capturing the organisational
and decision making structure of an enterprise is clear.

Table 1 summarises the results from this initial coarse mapping between
UEML and ISO/DIS 19440. As both frameworks are quite informal any pre-
cise mapping of them can not be provided at this stage. To be able to perform a
precise analysis and comparison of two frameworks they must both necessarily
be formalised.
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Table 1. Mapping of the frameworks

UEML1.0 corr ISO/DIS19440 corr UEML1.0 ISO/DIS19440
Activity Enterprise Activity,

Business Process
Activity Business Process

Flow has input,output re-
lationship 5

Activity Enterprise Activity

- IOFlow has input, output re-
lationship

TriggerFlow Event

- ResourceFlow has input, output re-
lationship 6

- ControlFlow Behaviour Rule
– TriggerFlow Event
– ConstraintFlow has input, output re-

lationship 7

Port – – Domain
Anchor – – Organisational Cell
- InputPort – – Organisational Unit
- OutputPort – – Decision Center
- ConnectionOperatorBehaviour Rule
Object Enterprise Object Object View
- InformationObject Object View Object Enterprise Object
- Resource Resource Resource Resource
– MaterialResource Resource MaterialResource Product
– HumanResource Resource TriggerFlow Order
ResourceRole – – Capability
RoleType – – Functional Entity

5 Usefulness of the Results

The analysis provided in the previous section can be used for further development
of the frameworks. To exemplify how this can be realised we are suggesting
few changes in UEML in accordance to the results from the comparison (see
figure 3).

Inspired by the separation done in ISO/DIS 19440 between atomic tasks (En-
terprise Activity) and composite tasks (Business Process), we introduce corre-
sponding classes into the UEML meta-model. These classes are introduced as
specialisations of the class Activity, which is also convenient to keep for express-
ing the common properties of the subclasses. This idea is also supported by the
fact that there is a concept defined (i.e., Enterprise Function) in the textual
description of ISO/DIS 19440 generalising the concepts Enterprise Activity and
Business Process. Even if this concept is not graphically depicted in the meta-
model, its correspondence to the concept Activity in UEML is straight forward.
Furthermore, introducing the specialisation of a Business Process as an Activity
implies that the aggregate relationship from the class Activity to itself can now
more accurately be drawn from the class Business Process to the class Activity.
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Furthermore, we consider the separation of the concept Event from the con-
cepts Business Process and Enterprise Activity in ISO/DIS 19440 as an advan-
tage as it captures the differentiation of external and internal activities. Based
on this we suggest the introduction of the class Event into UEML.

As Activity, Event, and Connection Operator have the common property of
being the origins/targets for flows the class Flow Object for generalising them
is introduced. The Flow Object is naturally included as a specialisation of the
UEML Object class.
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Fig. 3. Possible changes of UEML for aligning it with ISO/DIS 19440

Finally, the Organisational Unit class is introduced into UEML. As the defi-
nition of organisational structure as outlined in the ISO/DIS 19440 specification
contains some unclear points, the minimal solution in figure 3 is only partially
inspired by the one proposed in the ISO/DIS 19440. As an example, the organ-
isational structure here is only captured by a single Organisational Unit class
and the relationship consists-of having this class as domain and range. This
construct, even if simple, is general enough for capturing both hierarchical as
well as network structures. Finalising these extensions we are connecting Organ-
isational Unit to Resource and Activity to capture the resources it controls and
the activities it is responsible for.

Once again, the set of changes suggested above is not complete. But the col-
lection is sufficient enough to exemplify how the development of the frameworks
can benefit from the meta-model cross-analysis provided here.
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6 Summary

In this paper, a presentation and a systematic analysis and comparison of the
ISO/DIS 19440 and UEML enterprise modelling frameworks were reported. The
main purpose of this work was to identify similarities and differences of the
frameworks in order to further enhance them. The underlying assumption was
that making them more complete and well defined would make them more at-
tractive in contexts where interoperability is important.

The method used was in the form of a meta-model cross-analysis and the
result is a mapping table between the frameworks. A number of extensions for
one of the frameworks, UEML, was suggested in order to demonstrate the ben-
efits of the work. These suggestions were presented in a graphical model and
motivated in the text. The analysis was quite coarse depending on the low level
of formalisation of the frameworks, but the results are nevertheless useful since
both frameworks are under heavy development and the result may serve as an
input to respective development teams.

Future research, which will be conducted within the on-going Interop NoE [9]
project, involves a study where one and the same case will be modelled in both
UEML and ISO/DIS 19440. Resulting models will be compared and the knowl-
edge gained during this process will be used for fine adjustments of the analysis
results provided this far.

Since we in this paper focused on suggesting improvements of UEML, com-
pleting this work and making the improvements compliant with the methodology
used during the development of UEML, an additional enterprise modelling lan-
guage needs to be included in the analysis. Only improvements supported by
both ISO/DIS 19440 and this additional language will qualify to be taken into
consideration when extending the UEML.
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Abstract. In the context of the virtual enterprise (VE), co-ordination is a proc-
ess in which the agents share information about their activities. It can be real-
ized through communication. Communication among the various actors of the 
VE is necessary for the successful realization of all their activities. The multi-
agent approach for the development of VEs permits an effective management of 
the dynamic aspects of these ones. Thus, the use of a high level communication 
language preserves the entire richness of the interactions within a VE. So, it 
permits a first level of interoperability among the agents (partners companies). 
In this paper, we study different aspects related to the communication within a 
VE, during the creation phase. 

1   Introduction 

In a global marketplace, companies are compelled to adopt new forms of organisation 
that are mobile and reactive, and they are brought to focus on their skills and contract 
alliances in order to satisfy the needs of customers. These alliances must permit the 
constitution of teams with members coming from different companies to work to-
gether on a specific project, so as to accelerate production, while improving the qual-
ity and reducing substantially the costs. The following definition is one of several 
possible definitions of these alliances, usually called "Virtual Enterprises". A virtual 
enterprise (VE) is a temporary network of legally independent enterprises or individu-
als unifying their means, skills and other resources to work on a common project pos-
sibly transcending the capacities of each unit considered separately. This network 
aims at exploiting volatile opportunities, accessing new markets, and sharing costs 
and risks, with using new information and communication technologies. 

The different actors of the VE should collaborate in an effective way to achieve 
their common purposes (project). So, they should supply competences, manage and 
produce knowledge, execute tasks and communicate permanently. The communica-
tion among the various actors that constitute the VE is necessary for the successful re-
alization of all the activities of the VE. So, no activity of co-ordination and negotia-
tion will take place without the definition of an effective mechanism of 
communication. 
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Recently, the MAS (for Multi-Agent System) became the dominant paradigm for 
developing complex systems, distributed information systems, and human-machine 
interfaces. The importance of the concepts of this paradigm lies on its aptitude to 
model complex knowledge and systems that are distributed, co-operative and intelli-
gent. The multi-agent approach for the development of the VEs permits an effective 
management of the dynamic aspects of these VEs. Thus, the use of a high level com-
munication language preserves the entire richness of the interactions within a VE. 

In this paper, we study the different aspects related to the communication in the 
virtual enterprises developed with the agent approach. In this perspective, we use here 
the generic agent-based architecture proposed in [1]. 

2   Related Work 

Most projects related to the development of VEs, such as NIIIP [9], PRODNET [2], 
MASSYVE [12] are empirical in nature. They are meant to develop standards and 
reference architectures for the VE that apply to specific sectors of activity.  

In terms of communication, PRODNET supplies an infrastructure of communica-
tion represented with a module responsible for the process of all the communications 
with the other nodes in the network (VE). It includes features such as selection of the 
protocol of communication, management of basic communications, mechanisms of 
privacy (cryptography) and secure channels for the exchange of messages between the 
various nodes [3]. 

The NIIIP reference-model defines two interfaces of communication in the VE. 
The people to people interface that is available via conventional telephone or Internet 
and the agent to agent interface which is characterized by the use of KQML [9]. 

Some research works using the agent-based approach for modelling the VE assume 
that every individual enterprise is represented by an agent [6]. So, Camarinha et al. 
[2], Rocha et al. [13] proposed frameworks to develop VEs in which, the co-
ordination mechanisms existing during the various phases of the VE’s life cycle are 
developed through an inter-agent communication. Here, we can cite the Opera’s work 
[10] concerning co-ordination in a distributed MAS modelling the VE, that of Peter-
sen et al. [11] using intelligent agents to model and select partners in a VE, and that of 
Florea [7], which presents a MAS model to support business processes. In all of these 
works, communication is based on the exchange of messages among the different 
partners. 

The various research works using the agent-approach aroused, do not present com-
plete models for the VE. They study only some aspects of the VE (e.g.  Co-ordination, 
Business Process modelling). Agent-based models adopted for the VE handle gener-
ally only of the first phase of VE life-cycle (partners selection and contracts negotia-
tion). Some studies [10] claim that the operation phase is implicitly handled by the 
proposed model, without explaining how this phase is covered and without giving so 
much, the structures details of the agents in this model. 

In this view, we use a generic agent-based architecture [1] as a base to study some 
aspects of communication during the creation phase of the VE. 
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3   The Global Architecture  

The global architecture proposed for the development of a VE is generic and based on 
the notion of agent. It includes all the concepts necessary to ensure all the phases of 
the VE life-cycle [1]. We defined several types of agent, namely, the Enterprise Agent 
representing an individual enterprise, the Broker Agent, which is the initiator of the 
VE (creation phase), the VE Manager Agent (during the operation phase and the dis-
solution one) and the Electronic Market Manager Agent. The co-ordination and com-
munication mechanisms recommended in the agent-based approach are also specified. 
The basic idea is to use the concepts of MAS to perform the different activities of the 
VE, and thus, to adapt the solutions provided by the MAS paradigm to solve the dif-
ferent problems encountered while establishing a VE. 

The enterprises are considered to be within a sole electronic market. The Broker 
Agent reacts by seizing deal opportunities existing in the market, and proceeds thus to 
establish the corresponding VEs. 

In the following, we give only the structure and the role of the principal agents that 
intervene during the creation phase: the broker agent and the enterprise one. 

3.1   Description of the Enterprise Agent 

We consider the Enterprise Agent as an entity including a communication module, a 
planning and co–ordination module, and an execution module. It has also an interface 
for the interaction with the user and two other knowledge bases: the individual 
knowledge base and the VE knowledge one (Fig. 1). 

Fig. 1. Structure of an Enterprise Agent 

• The Communication Module: contains all the processes required to handle the mes-
sages: reception, filtering, and translation of incoming messages, and formulation 
and sending of the outgoing messages. 
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• The User Interface: permits the interaction between the Enterprise Agent and the 
human agent (user). This latter assumes a decision role, whether to take part in a 
virtual enterprise by accepting the terms of the contract established with the broker, 
or in domains related to the exchange of confidential information. 

• The Planning and Co-ordination Module: is responsible for managing the co-
operation and formulating the offers for achieving sub-goals announced by the 
broker, it allows the agent to compete with other agents for membership in the VE. 

• The Execution Module: this module contains the information about the internal re-
sources of the individual enterprise, which makes possible the performance of local 
tasks that are assigned to the enterprise. It establishes the correspondence between 
the sub-goal assigned to the agent and the internal resources of the enterprise capa-
ble of achieving this sub-goal. 

• The VE–Knowledge Module: contains information related to the organisational and 
operational rules defined by the VE. It contains a list of all other agents, member of 
the VE(s) corresponding to this agent. This module also possesses the information 
pertaining to the rights and obligations of the individual enterprise. 

• The Individual–Knowledge Module: contains information about the agent itself: its 
capacities and skills, and the current state and workload, i.e. for each skill, indica-
tors are assigned to determine availability, as well as the cost of such skill. 

3.2   Description of the Broker Agent  

The role of the Broker Agent (initiator) is to look for and identify the business oppor-
tunities in the market, to select appropriate partners to seize this opportunity, and to 
co-ordinate the activities of the VE. It is the primary contact with the customers of the 
VE. Once the Broker Agent finds out the description of the global goal from the in-
formation supplied by the customer, it proceeds to the decomposition of the global 
goal into sub-goals. Then, the Broker Agent allocates each sub-goal to the agent po-
tentially capable of contributing to their achievement (Fig. 2). 

Fig. 2.  Structure of the broker agent 
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The components of the Broker Agent are:  

• The Communication Module: This module handles the whole communication proc-
ess with the agents of the electronic market. It formulates the messages according 
to the language adopted (ACL or KQML), and assumes the function of translating 
messages received from various agents during the creation of the VE. 

• The User Interface: the Broker provides a graphical interface for interaction with 
the customer and another one for interaction with the human broker (the expert). 

• The Reasoning Module: contains the following parts: 
− The "Global–Goal Description" Module: the human broker (the expert), with the 

assistance of the broker agent, fetches the order of the customer and formulates a 
description of this order as being the global goal to be achieved, or, more precisely, 
the "Business Process". 

− The "Global-Goal Decomposition" Module: the broker agent proceeds to the de-
composition of the global goal (described beforehand) on the basis of human ex-
pertise and/or learning from the cases encountered previously (use of knowledge 
acquired from past experience). 

− The "Selection and Allocation" Module: the function of this module is to formulate 
announcements corresponding to the sub-goals resulting from the decomposition. 

• Knowledge: The knowledge of the Broker are of two sorts: 
− Knowledge acquired through learning, i.e., new knowledge that the broker acquires 

from past experiences with formerly requested products, about which it keeps in-
formation (description, the member agents of the corresponding VE, etc.) 

− A priori knowledge concerning its environment (electronic market). 

4   Communications in the Agent-Based VE 

The agents need to communicate among them, as well as with the services of their 
platform or environment. Several mechanisms of communication are possible: mes-
sage exchanging and sending, methods invocation and the use of the "blackboard" 
mechanism. Consequently, standardized inter-agent communication languages should 
be supplied. 

KQML (Knowledge Query Management Language) [4] was proposed to support 
inter-agent communication. This language defines a set of types of messages (called 
"performatives") and rules, which define the suggested behaviour for the agents that 
receive these messages. This language was developed in an ad-hoc way for the re-
quirements of the developers of agent’s software packages. 

The ACL (Agent Communication Language) [5], successor of KQML, supplied a 
richer semantics. This language was proposed by FIPA, which aims to standardize 
communications among agents. ACL is also based on the language theory and is close 
to KQML at the level of the acts of the language, but not at the semantics level, which 
underwent a big improvement in ACL. 

In our approach, we use the ACL to formulate messages and the XML to describe 
the contents of messages. The use of ACL-XML in inter-agent communications per-
mits to achieve a first level of interoperability by surpassing the problem of heteroge-
neous exchanges among the different actors in the VEs. 
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4.1   The Exchanged Messages 

FIPA [5] supplies a standard syntax for messages. These messages are based on the 
theory of the act of speech, which is the result of the linguistic analysis of human 
communication [5]. The basis of this theory is to produce an action from the lan-
guage. 

In the FIPA-ACL, no specific language for the description of the contents of mes-
sages is imposed. Several languages can be used for the description of the contents of 
the exchanged messages such as KIF (Knowledge Interchange Format), Semantic 
Language (SL), Prologue and XML (eXtensible Mark-up Language). 

XML will be used for the description, the specification and the interpretation of the 
contents of messages exchanged within the VE. So, the messages exchanged among 
the agents are described in FIPA-ACL/XML. The use of XML for the contents of 
communications among agents permits the display of messages in a Web browser and 
facilitates the integration with existing Web-based applications. 

The following example illustrates interaction between the Broker Agent and an En-
terprise Agent, during the creation phase of the VE. The Broker announces the sub-
goal "manufacturing of cylinder" as the following: 

(request 
:sender Broker-Agent 
:receiver Enterprise-Agent(i) 
:language XML 
:content (  
<Sub_Goal SB_id = ‘manufacturing of cylinder’>  
 <Delay> 100 </Delay> 
 <Price> 1000 </Price> 
 <List_Att> 
  <Attribute Att_name = ‘Dimension’> 
   <Pref_Val> 100 </Pref_Val> 
   <Dom Val_min=’80’ Val_max=’120’/> 
   <Util> 75 </Util> 
  </Attribute> 
  <Attribute Att_name = ‘Material’> 
   <Pref_Val> Steel75 </Pref_Val> 
   <Dom Val_min=’ Steel65’ Val_max=’Steel80’/> 
   <Util> 25 </Util> 
  </Attribute> 
 </List_Att> 
</Sub_Goal> 
:reply-with propose) 

The specification of the Sub_Goal (Price, Delay and attributes values) are de-
scribed with XML in the "content" of the announcement message. 

The Enterprise Agent answers by submitting a bid. The values of attributes pro-
posed for this purpose ("manufacturing of cylinder") will be evaluated and compared 
with other values proposed in the bids of the other Enterprise Agents. 

Similar to the case of Broker Agent, the details of the bid of the Enterprise Agent 
are expressed in XML, and the values of attributes are provided. 
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(propose 
:sender Enterprise-Agent(i) 
:receiver Broker-Agent 
:language XML 
:content (  
<bid bid_id =’bid_cyl_1’> 
 <EAg_id> Enterprise Agent (i) </EAg_id> 
 <Goal_id> manufacturing of cylinder </Goal_id> 
  <Delay> 100 </Delay> 
  <Price> 1050 </Price> 
  <List_Att> 
   <Attribute Att_name=’Dimension’> 
    <Val> 105 </Val> 
   </Attribute> 
   <Attribute Att_name=’Material’> 
    <Val> Steel75 </Val> 
   </Attribute> 
  </List_Att> 
</bid>) 
:reply-with inform) 

4.2   The Communication to Support the Co-ordination and the Negotiation  

In a VE, an agent acting through a well-defined negotiation protocol represents each 
member-enterprise. In an electronic market, the creation of a VE requires the initia-
tion of competition among the various agents that send offers in answer to the Broker 
announcements, and this in view of being selected as partners in the VE. 

Negotiation is the technique we use to be the co-ordination mechanism during the 
creation phase of the VE. We will detail the negotiation protocol associated with the 
proposed architecture in order to allow us the definition of a framework for co-
ordination during this phase. 

The “e-Market Manager Agent” keeps a register (Yellow Pages) of membership for 
the electronic market. Each enterprise member (agent) in the market has an entry in 
this register. This entry includes a list of all the skills offered by this enterprise. For 
each sub-goal, the Broker Agent, which is the initiator of the VE in this approach, 
asks the various potential agents to tender their offers, i.e., to give the necessary in-
formation concerning their activities (experience) in order that the Broker Agent 
checks them. Then, this latter decides (or not) to initiate negotiation for finding an 
agreement with the future partner. Such a negotiation can end upon withdrawal of ei-
ther of the parts. 

Based on the Contract-Net Protocol [5], the generic interaction protocol during the 
creation of the VE is the following: 

1. The Broker announces the creation of the VE and the allocation of tasks through 
posting of an announcement (call for proposals) meant for the interested partici-
pants in the electronic market. For each task to be completed, the Broker an-
nounces a specification containing its description and a list of the requirements and 
constraints relating to this task; 
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2. The interested participants answer the announcement by making bids. According to 
well-determined criteria, the Broker evaluates the bids. Through this evaluation, 
the potential partners are determined; 

3. The broker gets ready to negotiate with the potential partners (those which fulfil 
the requirements); 

4. Finally, after negotiation, and rejection by the broker of certain uninteresting of-
fers, certain potential partners will become members of the VE, each one with a 
signed contract to be executed. 

Fig. 3 illustrates the process of negotiation between the Broker Agent and an En-
terprise Agent. The activities that the Broker realizes in the "Selection and Alloca-
tion" module during the process of negotiation, in correspondence with those that the 
"Planning and Coordination" module achieves in the Enterprise Agent. 

The negotiation process is supported by the “Selection and Allocation” module in 
the Broker Agent. On behalf of the Enterprise Agent, the “Planning and Coordina-
tion”' module handles the process of negotiation. The FIPA-ACL messages are for-
mulated and sent by the communication module of the Broker Agent and of the En-
terprise Agents. 

Fig. 3. Negotiation process between the Broker and an Enterprise Agent 

5   Case Study and Simulation  

We have simulated the creation of a VE in the domain of building of individual 
houses, named ENVICOL. 

In this case study, we have to approach the problems of the co-ordination and so 
the communication during the phase of creation of the VE. The individual companies 
are clustered in a sole electronic market, dedicated to businesses related to the civil 
engineering (buildings, individual houses construction, etc.).  
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Form the implementation viewpoint, we would adopt the use of an agent-based 
platform to implement the different agents and concepts of the VE. Several platforms 
are supplied as software packages, such as JADE [8], ZEUS [16] for the cognitive 
agents or SWARMS [15] for the reactive agents. 

5.1   Using JADE to Develop the Virtual Enterprises 

JADE (Java Agent DEvelopment framework) is a multi-agent platform, developed in 
Java by CSELT (Research Group of Gruppo Telecom, Italy). It provides a FIPA-
compliant environment for development and execution of MAS [8].  

JADE includes two basic constituents: an agent platform and a software package 
for the development of the agents in Java. It supplies several facilities, among them, 
we can mention the following [8]: 

− A distributed agent platform. The agent platform can be split among several hosts 
(provided they can be connected via RMI). Only one Java [14] application, and 
therefore only one Java Virtual Machine, is executed on each host. Agents are im-
plemented as Java threads and live within Agent Containers that provide the run-
time support to the agent execution. 

− An efficient transport of ACL messages inside the same agent platform. In fact, 
messages are transferred encoded as Java objects, rather than strings. When cross-
ing platform boundaries, the message is automatically converted to/from the FIPA 
compliant syntax, encoding, and transport protocol. This conversion is transparent 
to the agent implementers that only need to deal with Java objects. 

− A library of FIPA interaction protocols that are ready to be used. 

In JADE, an agent is an instance of the Java class defined by the programmer. This 
class itself is an extension of the basic Agent class (included in jade.core). It implies 
the inheritance of the set of basic methods to implement the personalized behaviour of 
the agent. The agent is implemented using multitasking, where the tasks (behaviours) 
are executed concurrently. Every functionality supplied by an agent must be imple-
mented in one or several behaviours. 

The following Java code represents the implementation of the Broker class and the 
EnterpriseAgent class. These classes are extensions of the basic Agent class 
defined in JADE. The Broker Agent and the Enterprise Agent are instances respec-
tively of the Broker class and EnterpriseAgent class. 

Public class Broker extends Agent { 
 Protected void setup() { 
  addBehaviour(new SimpleBehaviour(this){ 
   // Processing... 
 }} 

Public class EnterpriseAgent extends Agent { 
  class reception extends SimpleBehaviour { 
   // Processing...  
  } 
  Public reception(Agent a){ super(a); } 
  protected void setup() { 
    reception mybehaviour = new reception(this); 
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    addBehaviour(mybehaviour); 
  }} 
 
For the implementation of a VE, we consider that the use of the JADE platform is 

based on an additional layer on the Internet-Intranet network. Thus, every Enterprise 
Agent is launched in a separate host and in an appropriate container (Fig. 4). The 
Broker Agent, e-Market Agent and the VE-Manager Agent could be launched sepa-
rately or in the same host. 

5.2   Interaction Simulation 

The interaction between the Broker Agent and the set of Enterprise Agents takes place 
as soon as the global goal is formulated and decomposed. The Broker produces a call 
for tender for this goal and determines for each sub-goal the corresponding Enterprise 
Agent that will be a VE-member. For each selected Enterprise Agent, the Broker 
sends the first version of the contract. If one or more clauses are not accepted by the 
Enterprise Agent, the Broker launches a round of negotiations to resolve the discord 
on the clauses of the contract. It is possible, that the Broker proceeds to several rounds 
of negotiations before arriving at the establishment of the final contract with the se-
lected Enterprise Agent. 

In the case illustrated in Fig. 5, the Enterprise Agent “EAg2” refuses to be a mem-
ber in the VE to be created, whereas, each of the Enterprise Agents: EAg1, EAg3 and 
EAg4 answers by the proposition (PROPOSE) of an offer to the announced sub-goal. 

 

Fig. 4. Implementation of a virtual enterprise in JADE 
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Negotiation

 

 

Fig. 5. Simulation of interactions between the Broker Agent and a set of Enterprise Agents 

The Broker Agent evaluates the different offers and rejects those of the agents 
EAg1 and EAg3 (REJECT-PROPOSAL) and accepts that of the agent EAg4 
(ACCEPT-PROPOSAL). 

6   Conclusion 

The communication among the various actors that constitute the VE is necessary for 
the successful realization of all the activities of the VE. In order to study the different 
aspects related to the communication in the VEs during the creation phase, we have 
used the generic agent-based architecture proposed in a previous work [1].  

The multi-agent approach for the development of the VEs provides high level 
communication languages that preserve the entire richness of the communications 
within a VE. Thus, the FIPA-ACL is used in our approach to formulate messages ex-
changed between the different agents constituting the VE. The content of these mes-
sages is described with XML. 

The use of the JADE platform has allowed us to consider an implementation of a 
VE, to implement the Broker Agent and the Enterprise Agents and thus, to simulate 
the interaction between these entities, which is based on sending of ACL/XML mes-
sages. 

However, this study is subject to a future extension concerning the other aspects of 
communication in the operation and dissolution phases of the VE life cycle. During 
these phases, there is a need to a several mechanisms to permit information exchange 
(commercial, technical, product/service, etc.) and interoperability between the various 
used standards. 
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Abstract. Scientific experiments are supported by activities that create, use, 
communicate and distribute information whose organizational dynamics is 
similar to processes performed by distributed cooperative enterprise units. On 
this premise, the aim of this paper is to apply existing enterprise models and 
processes for designing cooperative scientific experiments. The presented ap-
proach assumes the Service Oriented Architecture as the enacting paradigm to 
formalize experiments as cooperative services on various computational nodes 
of a network. Specifically, a framework is proposed that defines the responsibil-
ity of e-nodes in offering services, and the set of rules under which each service 
can be accessed by e-nodes through service invocation. By discussing a repre-
sentative case study, the paper details how specific classes of experiments can 
be mapped into a service-oriented model whose implementation is carried out in 
a prototypical scientific environment. 

1   Introduction 

A key success factor to promote research intensive products is the vision of a large 
scale scientific exploration carried out in a networked environment, with a high per-
formance computing infrastructure, e.g., of grid type, that supports flexible collabora-
tions and computation on a global scale. The availability of such a virtual cooperative 
environment should lower barriers among researchers taking advantage of individual 
innovation and allowing the development of collaborative scientific experiments. 

Up to now, however, rarely are technologies developed specifically for the research 
community, and ICT developments are harnessed to support scientific applications 
varying in scale and purpose and encompassing a full range of engagement points, 
from single-purpose-built experiments to complex support environments. 

The range of accessible technologies and services useful to scientific experiments 
can be classified broadly into three categories:  
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• Toolkits specifically aimed at supporting experiments. 
• Software tools that are not specifically on-purpose for support to experiments, 

but that are still essential in enabling them (e.g., Matlab, data mining tools, data 
warehousing). 

• More widely deployed infrastructures that may be useful in scientific experi-
ments, such as Web services, or Grid computing. 

Hence, a problem is the integrated use of heterogeneous applications and software 
tools that were not designed specifically to promote interaction and cooperation, but 
still are inherently suitable for cooperation support. This scenario is similar to that of 
enterprise environments, whose progress requires large-scale collaboration and effi-
cient access to very large data collections and computing resources [1]. Although 
sustainable interoperability models are emerging for market players (such as service 
providers, stakeholders, policy makers, and market regulators), they are currently 
deployed mostly in areas where high computing power and storage capabilities, usu-
ally needed by scientific environments, are not mission-critical. 

Recently, emerging technologies such as Web Services and the Grid [2] [3] [4] 
have enabled new types of scientific applications consisting in a set of services to be 
invoked by researchers. Assuming the Service Oriented Architecture (SOA) as enact-
ing  paradigm [5], the purpose of this paper is to explore the application of existing 
enterprise models and processes for supporting distributed scientific services. To this 
aim, we address how experiments can be formalized as workflows that express a 
sequence of cooperative tasks, each performed by a set of e-services. The “enterprise” 
environment supporting distributed scientific “processes” is a network of cooperative 
e-nodes (e.g., the research laboratories, the hospitals, the analysis centers) having a 
local configuration and a set of shared resources. Since an experiment involves multi-
ple e-nodes interacting with one another in order to offer or to ask for services, the 
paper proposes a framework that defines the responsibilities of e-nodes in offering 
services, and the set of rules under which each service can be accessed by e-nodes 
through service invocation. 

To illustrate how a methodology for executing scientific experiments can be de-
composed into simpler tasks, the paper considers four main classes of methodological 
approaches directly pertaining the experimental environment, whose application is 
mainly thought for data (and possibly also computationally) intensive processing. To 
identify how an experiment can be mapped onto a service oriented model, we discuss 
a representative case study related to one of the considered classes. In more detail,  we 
present a model of the experiment in a 4-level UML Use-Case diagram. Finally, a 
prototype environment based upon emerging Web service technology is described and 
applied. 

The paper is organized as follows. Section 2 reviews some related works on coop-
erative systems and e-services. The cooperative framework is described in Section 3. 
Section 4 outlines four main classes of experiments and Section 5 shows how these 
experiments can be modelled using UML diagrams. An implementation prototype is 
presented in Section 6. Finally, conclusions as well as future works are outlined in 
Section 7. 
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2   Related Works 

In general, the term cooperative systems is used to denote distributed information 
systems that are employed by users of different organizations under a common goal 
[6][7]. An extension of the cooperative paradigm, referred to as e-applications,  is 
becoming more and more frequent: e-applications allow the dynamic composition of 
services, referred to as e-services in the following, provided by different organizations 
on the net. In addition to geographical distribution and inter-organization cooperation, 
in e-applications (i) cooperating organizations may not know each other in advance 
and (ii) e-services can be composed both at design and run-time. Moreover, the avail-
ability of complex platforms for e-services [8] allows open cooperation among differ-
ent organizations. 

A classical approach to e-applications is based on UDDI registry, allowing publica-
tion and discovery of services on the Web. In UDDI, offered e-services are described, 
based on free text, and consumers of the e-services interact with the offering organi-
zation on the basis of interfaces. Other proposals for architectures for e-services and 
workflow-based environments have been recently presented in the literature [8][9]. 
The starting point is the concept of cooperative process [10][11], defined as a com-
plex process involving different organizations. 

Activities that involve multiple different organizations using e-service technology 
to exchange information need to be coordinated. WSDL is one of the currently most 
popular linguistic means providing a mechanism by which the format and structure of 
the exchanged messages is defined. Methods are not yet completely defined in the 
literature to specify the sequence and conditions, or choreography, of message ex-
change. A proposal is under study in the W3C [12]. To solve this problem, a shared 
common or global definition of the sequence and conditions where messages are 
exchanged is produced that describes the behavior of all the involved participants. 

In general, high-performance computing and communication technologies are ena-
bling computational scientists, or e-scientists, to study and better understand complex 
systems, allowing for new forms of collaboration with the ability to process, dissemi-
nate, and share information [13]. Global-scale experimental networking initiatives 
have been developed in the last years: the aim is to advance cyberinfrastructure for e-
scientists through the collaborative development of networking tools and advanced 
Grid services [14] [15]. 

3   The Cooperative Framework 

The concept of “what an experiment is” is rapidly changing in an ICT oriented envi-
ronment, moving from the idea of a local laboratory activity towards a computer and 
network supported application including the integration of: 

• a variety of information and data sources; 
• the interaction with physical devices; 
• the use of  heterogeneous software systems.  

In our approach, scientific experiments are modeled analogously to cooperative enter-
prise processes, as e-processes that operate on, and manipulate, data sources and 
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physical devices. Each e-process is attributed to and associated with a set of specific 
experimental tasks and workflows are employed to control these tasks.   

This modeling approach is assumed as an enactment paradigm to conceive an ex-
periment, at least for certain application domains; an experiment is regarded as an 
application whose tasks can be decomposed and made executable as (granular) ser-
vices individually. The decomposition is based on appropriate modeling of the ex-
periment as a set of components that need to be mapped to distinct services. The de-
composition offers good opportunities for achieving an open, scalable, and coopera-
tive environment for scientific experiments. 

Let us now introduce the framework modeling the experiments on a network of 
cooperative e-nodes having a local configuration and a set of shared resources. Ser-
vices correspond to different functionalities across several research domains, and 
encapsulate problem solving and simulation capabilities. All services have an e-node 
that is responsible for offering the service and which sets the rules under which the 
service can be accessed by other e-nodes through service invocation. An experiment 
involves multiple e-nodes interacting with one another in order to offer or to ask for 
services.  

A user is a researcher who has the following possibilities: 

1) selection of the experiment of interest and of the information sources he/she wants 
the experiment be carried on; 

2) acquisition and collection of local data; 
3) surveillance/monitoring of local experiments, which are part of a cooperative 

experiment; 
4) definition of  new experiments; this implies that the global workflow of the ex-

periment must be designed; 
5) inspection of remote data sources and experiment results, e.g., by mining in a data 

warehouse; 
6) cooperation with users of other e-nodes, for example to co-design experiments and 

jointly evaluate results. 

Fig.1 shows a conceptual framework for e-nodes cooperation whose basic compo-
nents are Pool of Services (PS) and Smart Scientific Spaces (S3).  A Pool of Services (PS) 
is an e-node described by: 

1) A set of local information sources; 
2) A set of local services. 

The local information sources collect the experimental data related to the activities 
assigned to the e-node. Their granularity can vary from the file, to the database, or 
data warehouse level. Parts of local information sources can be declared as public by 
the e-node and hence become part of the network (i.e., remotely accessible).  

The local services map granular experimental tasks performed by the e-node or 
other local control activities. The services organize their activity on the basis of both 
local and network information sources, and are related to a particular experimental 
context by a workflow describing the tasks to be executed and the context knowledge 
applied to solve a problem, to enact a decision or to achieve a goal.  

The design of an experiment is accomplished by a Chief Scientist user who is in 
charge of breaking down the experiment into a sequence of tasks to be executed in a 
distributed way. The granularity of these tasks is decided by the Scientist, and their 
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assignment to the e-nodes is negotiated in terms of resources, time, costs and other 
project management parameters by an Experiment Manager user. This user ensures 
that each task is realizable by some e-node according to fixed time and cost parame-
ters, in order to avoid unrealizable and ambiguous tasks. The specified tasks express 
also the life cycle of the experiment and defines the set of PSs participating in the 
experiment. 

In the case of complex experiments requiring the collaboration of various services 
spread over different e-nodes, the selected PSs interact in a particular environmental 
context called Smart Scientific Space (S3) and established by a selected e-node that 
act as Experiment Master Pool (EMP). The EMP is responsible for setting up, con-
trolling, and splitting the experiment. A representation schema enables the EMP to 
identify the PS allowed to interact with one another in the context of the (S3), and  a 
workflow describes the experiment plan, i.e., the sequence of activities to be carried 
on to execute the cooperative experiment. 

Each interacting PS locally has the knowledge of the portion of workflow activi-
ties, called component services, that are assigned to the node. Making a component 
service available in the appropriate smart space requires registration facilities to be 
available at the EMP. Besides local knowledge, the local workflow includes: points of 
access to remote information sources, and points of cooperation with other e-nodes’ 
workflows, for example requests of parallel processing services available on a spe-
cialized e-node, as well as possible destinations of processed information. 

The EMP is also in charge of designing the cooperative experiment and of config-
uring a monitoring activity (project management) to ensure that the experiment plan is 
adhered to. A cooperative experiment is represented by a single S3 or by a series of 
distinct smart spaces, each responsible for different facets of a single cooperative 
experiment. This mechanism enables different PSs to retain the ownership of their 
own experiments, but to enable the cooperation of PSs under appropriate conditions.  

 
Fig. 1. Conceptual framework for e-nodes cooperation: Pool of Services (PS) and Smart Scien-
tific Spaces (S3) 

The global experimental environment is viewed as a number of smart scientific 
spaces where the physical distribution of resources and access problems are masked 
via the service interface and the workflow ensures that appropriate PSs cooperate. As 
new information sources and processing techniques become available, they are simply 
represented as new services thus ensuring the environment scalability. 
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4   Classes of Experiments 

In our approach, an experiment is defined as the application of a subset of the avail-
able methodological approaches to the selected data set on an execution platform 
composed of: 1) a workflow; 2) the distribution thereof; 3) the involved nodes and 
their relative roles in the experiment; 4) the set of involved resources, such as data 
areas, data repositories, and e-services.  

Four main classes of methodological approaches to the experiments can be identi-
fied: 

1. Process Simulation and Visualization on the already available information 
sources. 

2. Supervised or Unsupervised Classification of observed events without inferring 
any correlation nor causality, such as in clustering, and neural networks. 

3. Machine Learning: Rule Generation and Bayesian Networks able to select and to 
link salient involved variables in order to understand relationships and to extract 
knowledge on the reliability and possibly causal relationships among related co-
factors via tools like logical networks and Cart-models. 

4. Identification of the Process Dynamics. 

Such classes, listed in increasing order of logical complexity, might have an impact 
on the design of the experiment and of its execution modality in terms of execution 
resources. For example the first class does not seem to require more than mediating 
possibly different repositories, while the other classes may require recursive ap-
proaches and hence intense computation either on a single specialized node or in a 
grid structure. 

In more detail, in the following we are going to identify how an experiment can be 
mapped onto a service-oriented model. As a case study, we consider an experiment 
related to the identification of process dynamics: the piecewise affine identification 
problem [16]. 

Piecewise affine identification associates temporal data points in the multivariable 
space in such a way to determine both a sequence of linear sub-models and their re-
spective regions of operation. It does not even impose any continuity at each change 
in the derivative. It exploits a clustering algorithm. The three following steps are exe-
cuted: 

Step 1 – Local linear identification: small sets of data points close to each other are 
like to belong to the same sub-model. Thus, for each data point, a local set is tenta-
tively built, collecting the selected point together with a given number of its 
neighbors. For each local data set, a linear model is identified through least squares 
procedure.  

Step 2 – Clustering.  The algorithm clusters the parameter vectors of the identified 
models and thus also the corresponding data points. 

Step 3 – Piecewise affine identification. Both the linear sub-models and their re-
gions are estimated from the data in each subset. The coefficients are estimated via 
weighted least squares, taking into account the confidence measures. The shape of the 
polyhedral region characterizing the domain of each model may be obtained via Lin-
ear Support Vector Machines [17]. 
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Fig. 2. Steps of the identification of the process dynamics experiment 

The steps are depicted in Fig.2, where the circles represent activities and the arrows 
represent dependencies. The K-means algorithm is employed (use line) and can be 
(re)used several times. As an independent step, the Clustering activity can be assigned 
to a dedicated node. Also the algorithm deputed to define the regions in which every 
linear model is valid may be one of the many general purpose available for such task 
(here a simple Support Vector Machine is chosen). As such, it is also indicated as a 
separate re-usable module, useful in many other problems. Moreover, the Weighted 
Least Square module is another possible re-usable e-service, being used twice within 
this kind of experiment. 

The illustrated experiment shows that some portions, both of processes and of data 
or knowledge, can be shared in a collaborative environment. One of the reasons for 
executing an experiment in a distributed way might be that one organization needs to 
process data under a specific costly product available on a node; rather than acquiring 
the product (e.g. SAS, Oracle, or Matlab), the organization invokes a remote service 
on the remote node endowed with the license. Another reason is that some cooperat-
ing organizations might want to inspect data dispersed on their databases, with no 
changes to their local computational environment. 
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5   Modeling Scientific Experiments 

In the current laboratory practice, a researcher begins with the assertion of a high 
level goal needed to test a scientific hypothesis or to obtain some additional knowl-
edge on a previous experiment. 

According to the presented approach, this goal has to be decomposed into a set of  
tasks (the experiment life cycle) each accomplished by an appropriate class of ser-
vices. From a methodological point of view, we observe that heterogeneous services 
can provide similar capabilities, but the Chief Scientist is in charge of choosing the 
most suitable methods to accomplish each task, that is, he is in charge of designing 
the  workflow of the scientific experiment. In particular, if the researcher wants to 
rerun an experiment, the workflow must take into account the changes in the choice of 
methods as well as in the service availability. 

In the presented approach, the Chief Scientist interacts and chooses services, work-
flows, and data within an experimental environment whose cooperative framework 
has been defined to extend the integration of scientific experiments to a level of sce-
nario-based interaction. This scenario is profitable for many reasons, like exchanging 
scientific data and processing tools which results in a reduced number of  software 
acquisitions, or load balancing work between specialized researchers. 

The modeling process is organized in three steps.  

1) The experiment is decomposed into a set of basic tasks.  
2) A model is provided that structures basic tasks according to the template of the 

experiment.  
3) The experiment flow is stated by the definition of a public workflow for all pools 

involved in the experiment. 

In some more detail, we again focus on Identification of the Process Dynamics ex-
periments since they are representative for the considered classes of experiment. The 
experiment decomposition has been described in the 4th class of experiments, and Fig. 
2 shows the flow of basic tasks. This flow may be considered identical for all the first-
glance experiments on Identification of the Process Dynamics, except for the choice 
of the clustering methodology, that can be different from the k-means algorithm. 

We then consider the experiment to be performed in the following scenario. Two 
researchers at two different PSs (namely the pools PA and PB) carry on a cooperative 
experiment belonging to the class Identification of the Process Dynamics. The pool 
PB acts as EMP and the pool PA as a cooperative pool. Since we suppose that a Sup-
port Vector Machine knowledge is not available at either pools, they need the coop-
eration of a third pool PC, where the Support Vector Machine service is available. 
Also, it may be substituted by a more complex but also more refined technique, 
should the specifications of the experiment require such effort, which would probably 
need in turn a still different domain knowledge. 

Fig. 3 shows the model of the experiment in a 4-level UML Use-Case diagram. 
Pools are modeled by participating actors invoking services offered at different levels. 
The core idea is that the scientist designs an abstract workflow out of the available 
services by hiding the low-levels details. 
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Fig. 3. The model of the experiment in a 4-level UML Use-Case diagram 

It is important to outline that our approach takes into account the structure of the 
whole experiment rather than only the workflow layers as conventional workflow 
systems do.  

6   Addressing Implementation Challenges 

The proposed approach views a scientific experiment as a process and a flow of rela-
tionships rather then a compartmentalised event. It assumes that users are similar in 
that ready access to various resources will empower collaborative experimentation for 
novice users as well as for experts. What remains open, however, are many questions 
about the evaluation of such a approach. Since the realisation of a distributed general 
purpose scientific environment is not immediate, the evaluation effort described here 
involves a prototypical environment based upon emerging web service technology 
and applied to the above mentioned four classes of experiments.  

The prototype is intended to help scientists to extract increasingly complex knowl-
edge from data, promoting information reuse in well defined experimental patterns. In 
this section, we detail the general architecture of the prototype that implements a set 
of basic data mining tasks as widely accessible Web services. What we intend to 
demonstrate is how to realize in practice data mining e-services that can be used in a 
distributed cooperative experiment, according to the layered model shown in Fig. 3. 
In particular, the abstract workflow layer, dealing with planning and composition of 
all the tasks that make up an experiment, has not been implemented yet. We plan to 
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do it making use of a workflow engine based on WfMC [18] and OMG [19] specifica-
tions, which uses the WfMC XPDL definition format, such as Enhydra Shark [20]. 

The implementation of lower levels is based on the J2EE [21] and Oracle [22] plat-
forms; however, the use of standard technologies (HTTP, XML, SOAP, WSDL) and 
languages (Java, SQL) makes  it flexible and easily expandable. 

The prototype maps the layered model into the multi-tier architecture shown in Fig. 
4. While the tier separation can be purely logical, our prototype allows the physical 
separation of tiers, where each one is located on a separated and networked hardware 
resource. 

The user tier represents the consumers of data mining services. Clients located 
across the Web (i.e. on the e-nodes of the experiment which requires the data mining 
service) invoke the data mining services provided by the service layer. Clients are 
implemented by standalone Java applications that make use of existing libraries (J2EE 
application client container) in charge of the low-level data preparation and commu-
nication (HTTP, SOAP, WSDL). 

 
 

The service tier exposes the data mining services as web services to its clients. 
Web services are implemented as Java web components along with their WSDL de-
scription, and are deployed in a web container managed by a J2EE Application 
Server. The application server and the web services it exposes can run anywhere on 
the web. The clients through the use of an UDDI registry can query web service end-
point locations. At this level, the implementation-independent web service invocation 
performed by clients, is mapped to the specific data mining implementations (i.e. the 
Java classes, specific to Oracle or to other data mining platforms, are activated). 

The core of the data mining activities is implemented by the application tier, that 
consists in proprietary Java libraries and PL/SQL procedures (Oracle data mining 
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server). This level can be distributed across the Web (different mining activities can 
take place on different e-nodes), and can be physically separated from the previous 
level, as it is in our implementation. 

The resource tier is composed by the data repositories (raw data, metadata, mining 
models, etc.) accessed by the single data mining activities. In our implementation all 
the data repositories are managed by a single DBMS [23] which also acts as a data 
mining server (at the data mining level), although in general this is not required since 
data repositories can be distributed. Actually, the prototype supports access to flat 
files and structured data including relational tables stored by a DBMS, that can be 
combined to build highly personalised data-sets. Remote raw data can be pre-
processed  for data mining tasks and added to the database so that they can serve for  
future experiments. The actions performed by the prototype include the access to user 
procedure as well as to a DBMS data-mining component [23]. 

Although we have implemented a prototypical version, aimed at carrying out data 
mining experiments, our approach is extendible to different cooperative experiments. 

7   Conclusions and Future Work 

We have illustrated  how enterprise models and processes can be applied for modeling 
scientific cooperative services. The proposed cooperative framework for distributed 
experiments is quite general and flexible, being adaptable to different contexts.  

Given the challenge of evaluating the effects of applying emerging web service 
technology to the scientific community, the evaluation performed up to now takes a 
flexible and multi-faceted approach: it aims at assessing task-user-system functional-
ity and can be extended incrementally according to the continuous evolution of scien-
tific cooperative environment. 

In future works, we are going to extend the classes of experiments of interest, to 
implement the proposed structure in specific application fields where the need looks 
of primary relevance, and of course to detail the sequences of interaction among ac-
tors in the specific use cases. 
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Abstract. Interoperability resulted from various evolutions occurring in a mod-
ern networked enterprise, or Systems-of-Systems (SoS) is a goal for an organi-
sation to maintain a sustained, sustainable and controlled SoS evolution. A 
common issue facing networked enterprises in these evolutions is how to sys-
tematically manage and effectively achieve desired interoperability meeting 
new requirements of business and technologies. This paper presents an under-
standing of challenges in dealing with interoperability in evolutions of net-
worked enterprises or SoS, and discusses an architecture-based approach to in-
teroperability evaluation in various evolutions of networked enterprises. 

1   Introduction 

The concept of System-of-Systems (SoS) is a fundamental feature of modern net-
worked enterprises and has been extensively examined  [Maier, 1996; Arnold, 2001; 
Kaffenberger 2001; Chen, 2003], and is broadly acknowledged as a challenging issue 
due to its high complexity in interoperability and architectures. The interoperability 
within or between enterprises is largely determined by their systems interoperability. 
Traditional disciplines, such as Systems Engineering (SE) [SE, 2000; Blanchard, 
1998; Grady, 1995], Software Engineering and Information Systems have been chal-
lenged on their approaches to and solutions in dealing with interoperability and evolu-
tion management in many organisations - especially defence organisations. System 
evolutions resulting from various developments in networked enterprises require the 
organisation to be capable in maintaining a sustained, sustainable and controlled SoS 
evolution with desired sound interoperability and responding quickly and cost-
effectively to various requirements of systems and organisation evolutions.   

Relevant communities of research and development have started to address many 
interoperability and evolution issues and difficulties caused by the emerging SoS 
concept [IDABC, 2004, EICTA, 2004]. The C4ISR Architecture Framework [C4ISR 
Architecture Working Group, 1997] was developed by the US DoD to specifically 
address challenges and issues of interoperability facing defence organizations.  Maier 
[1996] discussed architecting principles for systems-of-systems.  Although it is well 
known that architecture and interoperability are strongly related, the benefits through 
using architecture to address interoperability engineering and management problems 
are limited. Despite these efforts made by relevant disciplines, interoperability analy-
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sis and evaluation remains as an undisciplined and expensive practice that largely 
relies on ability and experience of individual architects or systems integrators. 

The merging of individual system life cycles into a SoS life cycle presents a range 
of challenges for information systems management, in particular in interoperability 
evaluation and management, which is a key to success of networked enterprises. In-
teroperability is no longer a purely technical concept, and now widely used by even 
business and management communities in discussions on organisational interoperabil-
ity and business interoperability. Interoperability is not only a design or implementa-
tion issue, more importantly also an engineering and management issue for the whole 
organisation. This paper presents an architecture-based approach to interoperability 
evaluation in different aspects for SoS evolutions and networked enterprises.   

2   Interoperability Reference and Maturity Models

The well-known Open Systems Interconnection (OSI) Reference Model defines levels 
of interoperability for communication systems at 7 layers where various communica-
tions protocols are used. The users application sits above the top layer and uses facili-
ties provided. More interoperability reference models, such as European Interopera-
bility Framework (EIF) [IDABC, 2004], have been developed recently to help con-
ceptually address interoperability definition and management issues. Examining and 
planning interoperability between legacy systems or systems to be built, however, is 
not straightforward and sometimes even very difficult to determine because, firstly, 
there is no maturity construct that recognizes incremental levels of sophistication 
regarding system-to-system information exchanges and no comprehensive under-
standing of the interoperability attributes of information systems, secondly, it is diffi-
cult to identify the suite of methods and tools needed and associated implementation 
options available to enable each level of interoperability to be achieved; and, finally, 
there is no adequate support for assessing the interoperability “metric” of a given 
system or system pair, and for enabling the community to work collaboratively to-
ward achieving more mature levels of interoperability. 

In order to address these issues, an interoperability maturity model, Levels of In-
formation Systems Interoperability (LISI) shown in Fig. 1, was developed by the US 
DoD [C4ISR AWG, 1998]. LISI provides a common basis for requirements definition 
and for incremental system improvement by defining five levels of interoperability 
maturity. 

• Level 4 Enterprise, which provides cross-domain information and applications 
sharing, and advanced collaboration with features like interactive manipulation 
plus shared data and application; 

• Level 3 Domain, which provides shared databases and sophisticated collaboration 
with features like only shared data plus “separate” applications; 

• Level 2 Functional, which implements information exchange between heteroge-
neous products and basic collaboration based on minimal common functions and 
separate data and applications, such as web-based information publication and 
browsing; 
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• Level 1 Connected, which has electronic or network connections between homo-
geneous products performing information exchange with completely separate 
data and applications, such as Telnet, FTP, e-mail and tactical data links; and 

• Level 0 Isolated, which carries out interoperability through manual gateways. 

Fig. 1. LISI model 

In addition to the definition of levels of interoperability maturity, LISI has also 
proposed a paradigm with four elements, Procedures, Applications, Infrastructure and 
Data (PAID), to define the interoperability attributes of information systems.  

• Procedure, specifying what policies and procedures or operations enable systems 
to exchange information, capabilities, and services; 

• Applications, specifying what set of applications enable information exchange, 
processing, or manipulation; 

• Data, specifying what information formats, data protocols, or databases enable 
the exchange of data and information;  

• Infrastructure (software platforms (SP) and hardware platforms (HP)), specifying 
what environment (hardware, communications and network, system services, and 
security) enables system interaction. 

These interoperability attributes are usually presented in different architecture 
views/products. Comparing these four elements (PAID) of LISI with the seven-layer 
OSI architecture, we found that the infrastructure element in LISI can be further de-
tailed by OSI architecture-based specifications; and however, other three elements are 
not represented properly or sufficiently within the OSI architecture. Despite the avail-
ability of LISI-like products, however, the use of them in engineering practice is not 
clearly defined by either the developers of the products or SE practitioners. The inter-
operability is thus a concept cross all levels from very technical one to high levels of 
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processes and policy within an organisation or between organisations. The agility of 
networked enterprises requires both static and dynamic features of interoperability, 
which suggests new and higher requirements for the ability of the organisation in 
evaluation and management of interoperability. 

3   Interoperability in SoS Evolutions 

In modern networked enterprises, systems are aggregations composed of entities 
(components). In a recursive manner, following integration, aggregates become enti-
ties that can be further integrated into higher-level systems (or SoS). Apart from the 
aggregation feature observed in the SoS composition, there are also other formation 
features of SoS, which are often resulted by changing interoperability requirements 
between relevant systems.   For example, a system is not considered as a component 
of another system since these two systems work as partners in either a “supplier-
consumer” relation or achieving a joint function of business.  In other words, a system 
can be part of a number of SoS contexts because of its interoperability with multiple 
systems that belong to different SoS.   In addition, a system can be a component sys-
tem of a number of SoS contexts where the system plays different roles and has dif-
ferent interactions with other component systems. These SoS formation features 
greatly complicate life-cycle management and interoperability management of sys-
tems and future changes and development of systems. 

After development of various systems in last three decades, large organisations are 
facing the reality of a SoS context, or a networked enterprise, for their future devel-
opment rather than a choice or an option.  A system evolution occurs, as illustrated in 
Fig. 2., when facing any of the following situations: 

• Self-Evolution: a change is introduced into a system as a consequence of redes-
ign, redevelopment, modification or improvement i.e. the evolution of a single 
system in a SoS context (an example in Fig. 2 is the redevelopment or improve-
ment of the Military Operations Centre without changing interfaces to other com-
ponents of SoS); 

• Joint Evolution: two or more systems are to be integrated for improved interop-
erability and business support (two joint-evolution examples are shown in Fig. 2: 
1) improvement of interoperability between the surveillance plan and the air de-
fence missile, and 2) integration of the warship  and the existing SoS); or 

• Emergent Evolution:  a new system is to be developed on the basis of or in rela-
tion to existing systems with new functionalities or capabilities (an example of 
the emergent evolution in Fig. 2 is to develop an integrated air picture based on 
the existing defence capability systems). 

Complex system evolutions can involve a combination of the aforementioned situa-
tions, and the related systems in a SoS context or in different SoS contexts thus may 
evolve simultaneously.  The ability to effectively and efficiently evaluate interopera-
bility in a context of SoS must be developed on a basis of proper strategies and meth-
ods for different evolution scenarios.
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Fig. 2. System evolutions in a SoS context 

4   Architectures for Interoperability Evaluation 

Interoperability can be studied, according to LISI and those features discussed earlier, 
for different purposes from different perspectives.   Various architectures or architec-
ture views (not only graphic representations of system design or structure solutions) 
suggested by various architecture frameworks or approaches provide indeed an in-
formation-rich basis for interoperability evaluation. Such evaluation can be carried 
out in a relatively straightforward manner if evaluation requirements are not compli-
cated and proper architecture and system information is available.  The situation with 
SoS evolutions, however, is quite different and sometimes evaluations can be very 
difficult and expensive due to high complexity and concurrent activities of SoS evolu-
tions. The increasing appreciations of architecture values and gradually improved 
architecture practices, on the other hand, have presented both requirements and oppor-
tunities for developing systematic interoperability evaluation methods. 

4.1   Architecture Levels, Views and Environments 

Modern architecture practice in information systems [Bass, 1998; CAWG, 1997; 
Chen, 2003; AWG, 1998; ISO, 1996; Meta, 1999; OIC, 1997; Shin, 2000; and Zach-
man, 1996] produces a range of architecture products or descriptions for various pur-
poses from different perspectives or viewpoints. The architecture concept means dif-
ferent things to different people and no longer is only the representation of hardware 
and software design solutions. More architecture activities are considered by organ-
isational and business management communities, such enterprise architectures and 
Business Process Modelling /Management (BPM). Architecture frameworks for archi-
tecture development and systems design often provide guidance in strategies, struc-
tures and formats for construction or generation of defined sets of related architecture 
products or descriptions.  In order to ensure interoperability between systems, for 
example, the DoD Architecture Framework defines around 27 essential and support-
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ing views  (in 4 groups, namely, AVs, OVs, SVs, and TVs) for capability and systems 
architecture development in defence. Such a set of architecture views can jointly pre-
sent knowledge and information about features of systems interoperability. By them-
selves, however, these views are still not sufficient for evaluating and analysing inter-
operability in the context of systems involved not only because of complex relations 
between these views but also the high complexity of the relations between the systems 
that can be either existing or future ones.  

A defence operational scenario shown in Fig. 3 presents a context of a   networked 
enterprise, where architectures (views) and systems relations are considered at differ-
ent levels with different information related to interoperability. At the top level, the 
requirements of connectivity and information exchanges between nodes are first con-
ceptually defined. Technical solutions of connectivity and infrastructures integration 
are generated at the middle (node) level where relevant system and technical views 
(SVs and TVs) of architecture provides details on technical interoperability.  Moving 
further down to the bottom level, we can see how component systems interact each 
other and how applications are integrated.  

 
 

Fig. 3. Leveled architecture views and relations 

 
Overall SoS evolution is constituted by individual evolutions occurring in various 
parts of a SoS. The diversity of system evolution scenarios requires different strate-
gies to effectively manage and present evolution environments for each evolution. 
The architecture evolution environment (AEE) [Chen, 2001] is a concept that must be 
addressed before an evolution (architecture) solution can be reached. An evolution 
environment needs to cover at least the following aspects: 

• Business/operation requirements; 
• Architecture evolution environment (AEE); and 
• Technology options. 
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The issue concerning AEE is critical for SoS evolution as shown in Fig. 4.  However, 
there is no apparent satisfactory solution from either an information system viewpoint 
or other relevant disciplines such as software engineering or architecture methodolo-
gies (including the US DoD Architecture Framework). The improved approaches 
should thus be developed as comprehensive solutions that include elements of well-
discussed concepts, defined processes and their associated enablers addressing identi-
fied technical and management issues in an engineering fashion.  

Maier discussed [Maier, 1996] the importance of interfaces between systems for 
SoS architecting. Due to the complexity of architecture and interoperability, the con-
cept of AEE [Chen, 2001] is introduced to further define the architecture interface in a 
layered structure and aspects of interfaces at different layers.  It must be realized that 
architecture interfaces for legacy systems are usually unavailable or not accessible in 
a satisfied and consistent manner. There may be a need for additional engineering 
efforts to construct architecture interfaces not only for legacy systems but also those 
under development and to be developed.   

 
 

Fig. 4. AEE applications in SoS evolution activities 

To respond quickly and cost-effectively to evolution requirements and achieve de-
sired interoperability, establishing systematic solutions for AEE development and 
management from both technical and management viewpoints in an organization 
context is necessary.   There is now an interesting but also frustrating situation sur-
rounding the concepts of architecture and interoperability that they are obviously the 
main issues to be addressed by the four main processes shown in the Fig. 4, but, on 
the other hand, are actually complicated and difficult in searching systematic and 
integrated systems engineering solutions for their processes. The main cause of the 
situation is due to, first, fast changing technologies and system design concepts in 
information systems; and secondly, immaturity of the architecture practice that in-
volving several professional communities related to information systems.  The change 
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to or improvement of this situation will be mainly determined by the ability and solu-
tions of architecture management in an organization [Chen, 2004]. 

4.2   Architecture Information Model (AIM) 

Increasing interests and development in architecture shows a general trend that many 
organisations are gradually building up a body of architecture knowledge that covers 
all aspects related to interoperability.  Despite the promises from enterprise architec-
ture initiatives/frameworks [Zachman, 1996; Meta, 1999] and their associated tools 
and efforts made by organisations in developing enterprise architectures, complexity 
and challenges of SoS issues and interoperability evaluation and management for 
large organisations, like Defence, remain unsolved.    

In order to address issues on architecture relations and systems relations and sys-
tematically and effectively manage and use architectures in a large organisation, the 
concepts, Architecture Information Model (AIM) and Architecture Repository are 
introduced [Chen, 2004].  AIM is a holistic and model-based description of classes 
and relationships concerning architectures, serving as one of key components of the 
architecture management solution and presenting a sound knowledge schema for 
developing an architecture repository environment. The AIM is developed using an 
object-oriented model and aimed at, through class definitions of attributes and rela-
tionship, modelling and managing not only various architectures descriptions and 
their meta data but also relevant concepts, such as systems and projects, and their 
meta data. More importantly, relations among those entities defined in the AIM are all 
defined to enable the relation management that is critical for the goals of effective 
interoperability analysis and evaluation. One of important outcomes of using AIM 
and its associated repository is the context management for architectures and systems. 
Being managed by AIM and the repository, each system or architecture description 
(product or view) is managed with its context or meta data [Chen, 2004].  Through the 
context information or meta data, one can easily identify and trace relations and de-
pendency between systems and architectures.    There is a  SoS context class defined 
in AIM to manage various SoS context objects (special entities of SoS), such as an 
operational scenario. It is these SoS context objects (or SoS) in the repository that can 
help define various evolution scenarios and relations between systems. 

Through using AIM and its associated repository, the architecture management can 
be achieved in a fashion with the following features: 

• Each system or its like concept is seen as an object of a defined class in AIM and 
is recorded and stored in the repository where all relations from this object to 
other objects are also captured and managed; 

• Each system has relations (or links) to its own architectures managed through an 
architecture set of its own (concerning mainly its own design, functions, structure 
and interfaces); 

• Each system may be defined as part, a participating node or systems, of a number 
of SoS-context objects that are from its own perspective and have their related ar-
chitecture sets (for example a warship operates in different regions with different 
capabilities or allies); 
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• Each system may be defined as part of a number of SoS- context objects that are 
from perspectives of other systems and have their related architecture sets (for 
example, an aircraft  is considered as a participating node in operational scenarios 
of other capability platforms or allies); and 

• A SoS-context object works as a bridging object that allows architecture trace-
ability crossing systems and manages common (architecture) interests of partici-
pating systems.  

5   Interoperability Evaluation and Analysis 

The purpose of the architecture management is to enable  systematic and effective 
interoperability analysis and evaluation. Using AIM and its associated repository, an 
organisation can systematically and effectively building up a body of architecture 
knowledge which interoperability analysis and evaluation can greatly benefit from.   

One of common activities carried out in system planning and analysis is to analyse 
an information environment that involves a number of information-based systems, 
and can be seen as a SoS context. The analysis is usually to address two main issues: 

• Information technical environment. The information technical environment 
analysis requires a detailed description of all technical architectures (technical 
components including platforms, networks, protocols, messaging, and system 
software) of involved systems in a form like a technical profile of SoS.  Such a 
description is required for many planning and development activities related to 
the systems. Given the holding technical architecture information for all systems, 
a task for the information technical environment analysis can be carried out eas-
ily, efficiently and cost-effectively through performing a pre-developed architec-
ture application (function or program) of the repository. The information ex-
change requirements for technical interoperability can be presented in different 
forms. A common approach to presenting it is to use a matrix with “traffic 
lights”.   

• Information exchange requirements. An information exchange requirement 
study is to generate the requirement specifications of information exchange for a 
selected environment for specific purposes.  The generated specifications define 
the level of interoperability between systems. Information (content) interoperabil-
ity, based on the technical interoperability, is interactions between two systems 
and delivered by applications or functions of the systems. To describe or define 
the information interoperability, applications (or software) architecture and data 
architecture (models) information are required.  

Comparing with the technical environment specifications, the information (con-
tent) interoperability specification is more complicated and more detailed. The 
repository can provide both system and architecture information of all systems 
and their applications and data architectures to effectively support the informa-
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tion interoperability study through mapping interface descriptions through identi-
fication and construction of an AEE for a given evaluation or analysis context.  

Example 
Technical information environment analysis is a task to analyse an information envi-
ronment that is of interest to stakeholders from a particular perspective.  Such an 
environment is often viewed as a SoS (context).  As observed in the current architec-
ture practice, such an analysis usually starts with the identification of the SoS (con-
text) concerned and often described in an architecture view, that is, OV1.  Based on 
the OV1, systems analysts need to collect all architecture information and artefacts 
that are interested and useful from various architecture products associated with all 
systems or nodes involved. The algorithm presented here is to describe a process that 
can be carried out through using the repository to analyse a selected information envi-
ronment and generate a report in a desired format illustrated in Fig. 5.  

An algorithm presented below, as an example, can perform required analysis and 
generate an analysis report with  an information interoperability matrix. The analysis 
activities or functions performed in the Step 9 can be carried out in different manners 
depending on the information captured in those SVs and TVs and their formats.  

1.  Select an instance from SoS context class; 
2.  Get the associated OV1; 
3.  List all nodes or systems involved in OV1; 
4.  Create a system-to-system matrix; 

       5. For sys (or node) i  from 1 to N   do 
  6. Get its SVs and TVs; 
    7. For system (or node) j  from 1 to N (j ¹ i ) do 
       8. Get SVs and TVs of sys j;   
        9.  Check SVs and TVs of sys i  and sys j  and time attributes; 
       10. Decide a value (or colour) as an indicator; 
       11. Set the indicator in a proper cell in the matrix; 
   12.  End of Step 7; 
13.  End of Step 5; 
14.  End.  

The algorithm demonstrates the method that can be manually or, if possible, auto-
matically carried out through walking through the process, based the concept of AEE 
and the body of architecture knowledge built on AIM and the repository, of identify-
ing relevant entities of systems and architecture descriptions/views based on their 
meta data captured, collecting architecture information and evaluating them for given 
requirements. To automate the process, in addition to using AIM and the repository, 
formats and notations of certain architecture descriptions/views must be standardised 
and machine-readable, such as template/table-based, XML or UML.   

The interoperability evaluation should not be limited to technical aspects, in par-
ticular, when architecture descriptions/views are fully established in other aspects of 
the organisation, such as business process modeling, policy management, technical 
standards, rules and reference models/architectures.  The interoperability evaluation 
can be performed not only within an organisation but also across organisations or 
enterprises in a similar manner as far as their systems and architecture information is 
available.   
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Fig. 5. An example of interoperability evaluation 

6   Conclusions 

The paper presents a systematic approach to analysing and evaluating interoperability 
in evolutions of networked enterprises or SoS, which effectively uses well-developed 
and well-managed architecture resources and benefits from architecture modelling 
and context management concepts. The discussions of the approach explore the po-
tentials of automating the interoperability evaluation process with the support from 
AIM and a properly developed architecture repository if architecture description for-
mats and notations can standardised and adequate reasoning methods and algorithms 
can developed. The study on the interoperability analysis and evaluation, on the other 
hand, can provide advice and requirements for the architecture community to consider 
how to improve development, management and applications of architectures. The 
approach also suggests a shift of the enterprise interoperability study from the tradi-
tional system development viewpoint to considering it as part of systems planning and 
management such that networked enterprises can be more confident in dealing with 
interoperability in their future evolutions.  
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Abstract. With the deployment of specialized application systems e.g. cus-
tomer relationship management (CRM) or supply chain management (SCM), 
the interconnection of enterprises becomes more and more complex. At the 
same time the need for exchanging information between enterprises, being part 
of different value networks, increases. This interconnection of enterprises is of-
ten hampered as data structures as well as functionality is difficult to integrate. 
The deployment of an integrated information system architecture (ISA) would 
facilitate inter-organizational integration and reduce data management problems 
at the same time. This paper illustrates on basis of two examples how an inte-
grated information system architecture for CRM and SCM can strengthen inter-
organizational integration and enable a continuous exchange of information be-
tween all enterprises, which are involved in the value network. 

1   Introduction 

Innovations in information and communication technologies, primarily the emergence 
of the Internet, combined with drastic changes in the competitive landscape (e.g. 
globalization of sales- and sourcing-markets, shortened product lifecycles, innovative 
pressure on processes), shifted managerial attention towards the use of information 
technologies to increase flexibility of the business system and to improve intercom-
pany collaboration in value networks, often referred to as inter-organizational systems 
(IOS), e-collaboration and collaborative commerce [1, 2].  

In order to support not only intra- but also inter-organizational business processes 
along the value network, the systems used in the single network nodes need to be 
integrated. This implies that the IT application systems of customers, partners and 
suppliers need to be integrated into an inter-organizational system in order to allow 
automated data interchange in the value network. The integration includes different 
functional areas like service, marketing, sales, procurement, production, distribution 
and waste disposal. Only the integration of all these functional areas, which are  
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directly involved in the value creation, allows a realization of a transparent and con-
tinuous supply network. Thanks to the deployment of enterprise resource planning 
(ERP) system internal integration is already on a high level and at the same time pre-
condition for the realization of inter-organizational integration, which contains a po-
tential by far larger than that of intra-organizational integration [3-5].  Inter-
organizational integration in this context is defined as “(…) the ability of two or more 
systems or components to exchange information and to use the information that has 
been exchanged” [6].  

Nonetheless, the realization of inter-organizational integration in the business 
world is not as far as science has explored it. This is mainly caused by the lack of 
standards and absence of adequate information system architectures, which contain 
the construction plan of the information system – in terms of a specification and 
documentation of its components as well as their relationships – as well as the rules of 
construction for the creation of such a construction plan [7]. 

As an inter-organizational integration has an enormous influence on the design of 
information systems and as preliminary and downstream enterprises in the supply 
network have to be integrated, the creation of an inter-organizational information 
system architecture is necessary in order to ensure a continuous exchange of informa-
tion between the involved partners throughout the whole value network. But before 
such an inter-organizational integration becomes possible, a corresponding intra-
organizational integration has to be achieved.  

 Inter-organizational integration is supported by systems like Customer Relation-
ship Management (CRM) and Supply Chain Management (SCM) [8]. These two 
concepts cover most of the functional areas involved directly in value creation and are 
therefore adequate as basis for the development of an integrative information system 
architecture [9]. Additionally, SCM and CRM systems are usually the endpoints of 
the internal value chain. CRM creates the connection with the customer within the 
functional areas of service, sales and marketing, while SCM creates the connection 
with the suppliers, partners and customers through the functional areas procurement, 
production, logistics and waste disposal. 

This paper aims to illustrate the adequacy of an integrative Information Systems 
Architecture (ISA) for CRM and SCM. In doing so the following research question 
will be answered: Why is an intra-organizational integration necessary in order to 
achieve inter-organizational integration? In what way does a business components-
based information system architecture contribute to the interoperability in a value 
network? What types of business components are relevant for the interoperability and 
how do the components need to be composed in an inter-organizational system? 

Therefore, in section 2 the state of the art of inter-organizational systems is illus-
trated, showing the necessity of integrating CRM and SCM in an enterprise in order to 
provide an adequate basis for the development of inter-organizational systems. In 
section 3 an integrative information systems architecture for CRM and SCM is de-
rived in order to ensure interoperability. Section 4 explains the integrative architecture 
by means of two examples. Concluding remarks and future work can be found in 
section 5. 
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2   Inter-organizational Information Systems 

By interconnecting the CRM-systems of the suppliers with the SCM-systems of the 
customers – allowing business partners to streamline and optimize for example their 
production processes, inventory management as well as their customer service – the 
collaboration between enterprises can be improved and the exchange of information 
between customer and supplier accelerated. As far as only the relationship between 
the supplier and the customer is taken into account this kind of e-collaboration is 
adequate. But as actual real-world examples show the limitation of focus to only one 
relationship in the whole supply network as area of interest is not sufficient. While the 
considered relationship between supplier and customer performs well, problems at 
preliminary stages of the supply network might cause extensive interruptions of pro-
duction processes downstream.  

Demand driven value networks [10, 11] do not just only take the relationship from 
the OEM to the subsequent tier into account, but the whole supply network with sev-
eral tiers. As shown in Fig. 1, each supplier in the supply network is viewed as a node 
which knows its preliminary supplier and where each node checks his own prelimi-
nary supplier for its ability to deliver in case that a downstream customer request for 
quotation arrives. The resulting information allows each supplier to judge if he and 
his preliminary suppliers are able to accomplish the potential customer order. But the 
assumption that every node is able to process an incoming request for quotation and 
convert it into outgoing requests for quotation for his own preliminary suppliers is not 
valid in most cases.  

In fact, most often the internal systems of a company are coupled by standard inter-
faces or customized adapters. As the interfaces and adapters do not fit exactly with the 
coupled systems, the systems cannot communicate with each other correctly resulting 
 

 

Fig. 1. Actual state of interconnection of internal and external systems 
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in a loss of information or functionality. The loss of information can be caused by 
several reasons: first, as two or more independent systems exist, data is stored redun-
dantly and concurrent updates are not guaranteed. As a result, the reliability and actu-
ality of data cannot be assured making it impossible to determine if an order or re-
quest can be fulfilled or not. Second, as structures and semantics of data can vary 
between the systems, a matching of the ontologies can be difficult or sometimes even 
impossible [12-15]. The loss of functionality can also be caused by several reasons: 
first, a system does not offer a public interface or API for a certain function. Conse-
quently, this function cannot be called by an external system. Second, even if a public 
interface or API is offered, the signature of the interface may not be suitable for an-
other system as additional information would be needed. Accordingly, even if the 
function could be called by an external system, it would not operate correctly as not 
all input parameters may be available [16, 17]. 

The problems mentioned become even worth as some systems – especially SCM and 
CRM systems – are interconnected only through a third system – usually the ERP system 
– multiplying the problems of lost information and functionality and, in the worst case 
scenario, not allowing any exchange of information or utilization of functionality of the 
connected systems at all [18-20]. While a direct connection between a CRM system and 
a SCM system would be favorable, in most cases such a direct interconnection does not 
exist. Therefore, the data exchange between those systems inside an enterprise is very 
limited, while it would be the precondition for successful interconnection of the whole 
supply network. In order to solve this problem, direct connections between these systems 
have to be established. Direct interconnection does allow to reciprocally access the data 
and to use the functionality of the independent systems.  

 

Fig. 2. Direct interconnection of CRM and SCM systems 
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As shown in Fig. 2, the precondition for such a direct interconnection is the avail-
ability of all important interfaces of an independent system to external systems. 

The publication of interfaces of subsystems of a concerned system allows addi-
tional enhancement of the interconnection of the systems. Consequently, each subsys-
tem could be interconnected making it possible to make use of further functionality. 
But even if all interfaces are published and available to external systems, the problem 
of redundant data, concurrent updates and different data structures still exists as both 
systems contain independent data management functionality. For solving this problem 
an integrated information systems architecture for CRM and SCM, as the endpoints of 
the internal value chain, has to be developed [21]. 

3   Integrative Information System Architecture for CRM and 
     SCM for Ensuring Interoperability 

One possibility to ensure inter-organizational integration is, as described in section 2, 
the usage of an integrated information system architecture for CRM and SCM. Fig. 3 
shows the information relationships between seven functional areas in terms of an 
integrated ISA. Subsequent to Fig. 3 the methodology used for the development of the 
integrated ISA will be illustrated. 

 

Fig. 3. Integrative information systems architecture for CRM and SCM 

The integration of SCM and CRM systems, as shown in Fig. 3, allows direct inter-
action of the functional areas and usage of a coordinated data management, reducing 
the described problems of data consistency. Within the integration context some  
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functions of one business area are assigned to a business component [22, 23] contain-
ing additional functions of different business areas and providing the functionality to 
the outside world over well defined services [23] following the idea of a service ori-
ented architecture. Under an integrative perspective business components are no 
longer strictly predetermined by membership in a certain business area, but rather 
composed in a way that relationships of information objects are optimized. The goal 
of the composition is to maximize the exchange of information within a business 
component and minimize the exchange of information between the business compo-
nents while simultaneously avoiding that the technical purpose of the business com-
ponent is affected negatively. The rearrangement of functionality does not only allow 
direct access to functions and information objects of other business areas. In addition, 
due to the incorporation in one integrative ISA, other problems like data redundancy 
or data matching issues are solved, because of a coordinated data management. Con-
sequently, this integrative information system architecture allows the inter-
organizational integration of organizations involved in the supply network and there-
fore a continuous exchange of information throughout the whole supply network. 

Due to complexity reduction reasons the interconnection of the integrated ISA with 
other application systems, like an ERP-System as shown in Fig. 3, will not be ex-
plained here in depth. Nonetheless, an interconnection or integration of such a system 
can be achieved in the same way as it was shown for SCM and CRM. The ERP-
Systems illustrated in Fig. 3 are rather for pointing out that additional interfaces for 
other systems are necessary.  

 For the development of the integrative information system architecture the Busi-
ness Component Identification (BCI)-Method [24, 25] has been used, which is based 
upon the Business System Planning (BSP) [26] method and which has been modified 
for the field of business components identification. The basis for the BCI method is a 
well elaborated domain analysis. The BCI method takes as input the business tasks of 
a specific domain, as e.g. defined in the functional-decomposition diagram, and the 
domain based data model, both obtained from the domain analysis. In a first step a 
matrix is built defining the relationships between the single business tasks and the 
informational data. The relationships are visualized inserting “C” and “U” in the ma-
trix. “C” denotes that the data is created by the specific business task, and “U” de-
notes the usage of informational data by a given task. In changing the order of data 
and of business tasks according to some metrics defined  – e.g. minimal communica-
tion between and maximal compactness of components – groups of relationships can 
be recognized [25]. These groups identify potential business components. If some 
“U”’s are outside of the groups, arrows are used to identify the data flow from one 
group to the other. The result of the BCI is an abstract business component model 
with some already defined dependencies between components [24, 27, 28].  

Fig. 4 illustrates a subset of the identified business components of the integrated 
ISA for SCM and CRM. The components shown are all member of the “customer 
request” process. Due to display reasons an illustration of all identified business com-
ponents is not feasible, whereas the relevant components for the examples illustrated 
in the next section are described in detail in section 4. Additionally, one further com-
ponent is included: the orchestration component. Its purpose is to coordinate the 
communicating between the other components. This allows simple adjustments of the 
communication channels if the services of one or more components are altered.  
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Fig. 4. Identified business components for the integrative ISA for CRM and SCM for the cus-
tomer process 

4   “Request for Quotation” Processes Within the Integrative ISA 

In order to illustrate the advantages of the integrated information system architecture 
for CRM and SCM, which has been introduced in section 3, two examples of the 
“request for quotation” process are described in this section. The first example proc-
ess shows a request for quotation, which can be satisfied without additional requests 
to preliminary suppliers. The second example extends the first one by assuming that 
the organization does not have all required parts on stock. Consequently, preliminary 
suppliers have to be involved in order to answer the request of the customer correctly. 
The preliminary suppliers themselves also have to contact their preliminary suppliers 
for evaluating the availability of the required parts. Due to complexity reasons only 
three of the seven examined functional areas of the integrated ISA are included. Both 
examples show the informational relationships of the business components involved. 
As already mentioned above, the orchestration component is also included. Addition-
ally, a communication component, which is responsible for the communication with 
external systems, is incorporated for completeness reasons. Its functionality is not 
explained further in this paper as it does not have a direct influence on the ISA, but on 
the inter-organizational communication. 

Already the simple request for quotation illustrates the need for an integration of 
SCM and CRM and demonstrates that company-internal integration is a precondition 
for an inter-organizational integration.  
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Prior to the illustration of the example processes, the business components of the 
example processes are explained. From all the business components of the component 
model presented in section 3 only the 6 components, which are relevant for the exam-
ple processes, are described next. 

Customer Order  
The business component customer order contains all necessary functionality for fur-
ther processing of a customer quote. With regard to the example process the order 
execution planning and the delivery date confirmation are of particular importance. 
Additionally, all basic agreements of the customer order are arranged and submitted 
to the customer. 

Material Requirements 
The business component material requirements prepares the on-time allocation of all 
required materials in regard to type, quality and amount for the production process. 

Capacity Planning 
The functions of the business component capacity planning include design of capacity 
capability, determination of the capacity demand, deployment of staff, comparison of 
capacity demand and availability, scheduling of capacity and planning of machine 
allocation sequence. 

Stock of Inventory 
The business component stock of inventory contains the functionality which is associ-
ated with stock movements. Within others, this affects the inventory management, 
which is the link between demand and order planning. 

Purchasing Transaction 
The business component purchasing transaction includes all functions which are 
needed for the transaction-oriented part of the procurement initiation. This involves 
acceptance and transmission of requirement requests, requests for offers, which pre-
cede the registration and evaluation of requirements. 

Manufacturing lead time scheduling 
The business component manufacturing lead time scheduling contains all relevant 
functionality for successful scheduling like determination of process steps and opera-
tions or definitions of process and administrative times. By creation of task schedules, 
determination of lead times and evaluation of possible lead time reductions prelimi-
nary starting and ending times for the different process can be generated. 

Scenario for the “Request for Quotation” examples 
Both examples are based on the following assumptions: A customer asks the OEM for 
a customized product. Besides the price and the configuration of the product, the sales 
employee wants to tell the customer the delivery date as it is one of the crucial factors 
for his purchase decision. The determination of the delivery date requires access to all 
functional areas involved. For example the capacity of production, the delivery dates 
of required materials in procurement as well as the shipment slots in the distribution 
department. The resulting delivery date should already be available during the cus-
tomer meeting since alternatives might be necessary. This information would allow 
discussing possible alternative product configurations fitting with the requirements of 
the customer in regard to the delivery date. 
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While example one assumes that all required material is available from stock, ex-
ample two requires communication with the preliminary suppliers. 

Example 1: “Request for Quotation” process within a company 
After the definition of the basic agreements and the planning of the order processing, 
a date of delivery for confirming the customer order is required. The data of the ex-
pected customer order is passed to the lead time determination (manufacturing lead 
time scheduling component) in order to execute the required scheduling. For this 
determination, information of the business component material requirement, like net 
primary demand, is needed (see Fig. 5). The check if the required materials are avail-
able from stock is only feasible if the stock of inventory component delivers the re-
quired information. The business component purchasing transaction is not needed in 
this scenario, as it is assumed that all required materials are available from stock. 

 

Fig. 5. Information relationships within the OEM for the request for quotation process 

Example 2: “Request for Quotation” process within the supply network 
In contrast to the first example, the OEM now does not have all required parts on 
stock. Consequently, he has to obtain the parts needed from his suppliers. Supplier 2 
can fulfill the order of the OEM from stock, while supplier 1 has to obtain the parts 
for his (sub-) product from supplier 3 and 4 in order to satisfy the order of the OEM. 
Supplier 4 can serve the request of supplier 1 out of his inventory, while supplier 3 
again has to contact his preliminary suppliers. Fig. 6 shows the relationships of infor-
mation within as well as between the concerned companies due to the fact that a cus-
tomer’s request not only affects the OEM, but also the preliminary suppliers in the 
supply network. These preliminary suppliers of supplier 3, the business components 
which are not part of the process shown as well as the unimportant relationships of the 
included business components are not illustrated in Fig. 6 due complexity and display 
reasons. 
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Fig. 6. Information relationships within the supply network for the request for quotation  
process 

As it is assumed that required parts are not available from stock, a procurement 
transaction has to be invoked. After arrival of the estimated delivery date of the re-
quired parts, this information is passed back to the business component stock of inven-
tory. From there the information is given to the material requirement component and 
further to the manufacturing lead time scheduling component. Thereby all informa-
tion is available for determining the delivery date for the customer. This delivery date 
is then passed back to the customer order component, which transfers the information 
to the customer.  

The request of the OEM to his suppliers invokes the same process also at supplier 
1 and then at supplier 3. As Supplier 2 and 4 do have the required material available 
from stock no further procurement transaction has to be executed.  

These two suppliers can determine the date of delivery without using preliminary 
suppliers. The information about the date of delivery is then, as described above, 
passed back to the business component customer order in order to inform the cus-
tomer, the OEM in the case of supplier 2 and supplier 1 in case of supplier 4. 

5   Conclusion 

This paper showed that enterprises have to implement inter-organizational integration 
due to increasing competition and globalization. But an inter-organizational integra-
tion is not feasible without prior intra-organizational integration. The presented inte-
grated information system architecture (ISA) for CRM and SCM allows the coordina-
tion of data management and functionality of all functional areas (sales, service, mar-
keting, procurement, production, logistics and waste disposal), which are directly 
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involved in the value creation process. Consequently, the problems which arise if 
application systems are only interconnected – e.g. redundant data or different data 
structures – do not occur anymore. This integration is then used as basis for a trans-
parent inter-organizational integration of all members of the whole supply network 
allowing a continuous exchange of information between the members. Additional 
investigations are needed in improving and refining the presented architecture for 
CRM and SCM and in integrating it with existing ERP systems.  
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Abstract. Interoperability is a multifaceted problem caused by issues
surpassing those of technological incompatibilities. The real interoper-
ability challenges are stemming from various sources, such as organi-
sational incompatibilities buried deeply into the structures of collabo-
rating enterprises, architectural mismatches and defective assumptions
about business application behaviour, or from the inherent properties of
business collaboration models.

To achieve interoperability in enterprise computing environments, the
aspects of interoperability must be identified and their properties
analysed. This paper studies interoperability issues in enterprise com-
puting environments. Enterprise computing environments under analysis
are based on Service Oriented Computing paradigm and enhanced with
necessary infrastructure facilities. Several classes of causes for interoper-
ability problems are identified and the mechanisms for overcoming the
problems in these classes are briefly discussed.

1 Introduction

Interoperability of business applications in enterprise computing environments is
a challenging problem. Work addressed by such projects as INTEROP [15] and
Athena [3] try to grasp the different angles of interoperability issues in enterprise
applications and systems. Issues related to purely technological interoperability
can nowadays be usually handled with use of a common distributed object com-
puting platforms such as CORBA, or by exploiting service oriented architectures
and Web Services.

Interoperability is nevertheless a multifaceted problem caused by issues sur-
passing those of technological incompatibilities. The real interoperability chal-
lenges are stemming from various sources, such as organisational incompatibili-
ties buried deeply into the structures of collaborating enterprises, architectural
mismatches and defective assumptions about business application behaviour, or
from the inherent properties of business collaboration models.

The notion of interoperability has been left quite vague both in the academia
and industry. However, for achieving interoperability in enterprise computing en-
vironments, the aspects of interoperability must be identified and their properties
analysed. This paper studies interoperability issues in enterprise computing en-
vironments. Several classes of causes for interoperability problems are identified
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and the mechanisms for overcoming interoperability problems in these classes
are briefly discussed.

Section 2 discusses interoperability in general and describes different models
of collaboration and typical means of achieving interoperability in these models.
Section 3 introduces a taxonomy for interoperability in context of federated
service communities. After introducing the taxonomy, methods and mechanism
for establishing interoperation with respect to the identified aspects are briefly
discussed in Sections 4, 5 and 6.

2 Interoperability Methods

Interoperability has been defined as the ability of two or more entities to com-
municate and operate together in a meaningful way, such that information gets
exchanged between collaborating parties and it is used in a meaningful way
despite differences in language, interface or operation environments [14, 18, 45].
Interoperability, or capability to collaborate, means effective capability of mutual
communication of information. Interoperability covers technical, semantic and
pragmatic interoperability. Technical interoperability means that messages can
be transported from one application to another. Semantic interoperability means
that the message content becomes understood in the same way by the senders
and the receivers. This may mean both information representation or messag-
ing sequences. Finally, the pragmatic interoperability captures the willingness
of partners for the actions necessary for the collaboration. The willingness to
participate involves both capability of performing a requested action, and poli-
cies dictating whether the potential action is preferable for the enterprise to be
involved in.

Three different forms of model interoperability have been identified in [16].
The identified forms of interoperation, namely integrated, unified and federated
interoperability, can also be identified from enterprise computing environments
as different models for collaboration. These models of collaboration are distin-
guished from each other on the grounds of where information needed for achiev-
ing interoperability is found.

In the integrated model of collaboration the knowledge for ensuring interop-
erability is implicitly injected into different software components of the compu-
tation system. The integrated collaboration model can be furthermore classified
into three different solution methods based on the deployment point of the inter-
operation knowledge. The solution methods are 1) tightly coupled integration,
2) software adaption, and 3) use of common computing environments (middle-
ware).

In tightly coupled integration the knowledge needed for interoperation is
weaved inside the business applications implicitly by software designers and
implementors. This has been a very popular approach to achieve interoper-
ability of intra- and inter-enterprise business applications in the past. The im-
plicit assumptions about other components and operating environment however
make this tightly coupled integration and interoperation model an impermanent
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solution in general. Tight coupling is however very cost-effective and easy to
implement if there is an absolute certainty that there will never be any changes
in any part of the system.

In software adaption approach interoperation knowledge and functionality
related to interoperation is partly isolated from the application components.
Interoperation knowledge is injected into intermediary software components such
as software adapters and wrappers. Adapters are used to mediate incompatibility
of software entities [45] and they can perform mappings between data values and
schema structures or even adapt the behaviour of services [5]. Wrappers are used
for introducing completely new behaviour that is executed usually before or after
the actual functionality [6].

Third form of integrated collaboration is based on use of a common com-
puting environment. In this method the interoperability knowledge is located in
computation and communication facilities of the system. A common computing
environment provides a homogeneous technology and communication platform
as well as computation model to be used in an enterprise computing environ-
ment. Interoperability is mediated between business applications and the com-
puting platform via an intermediary language, an interface description language
(IDL) [22]. Middleware platforms such as CORBA [28] or J2EE [41] and inter-
face description languages have been used successfully to bridge technological
differences between operation environments.

Second model of collaboration in enterprise computing environments is the
unified model. In unified collaboration model a shared meta-information entity
describes the functionality and responsibilities of each community participant.
Two kinds of meta-information entities can be identified: standards and explicitly
shared meta-information.

Interoperation has been achieved in traditional forms of industry through
standardisation. However, in software engineering, standardisation of software
entities such as components or even communication technology has not been as
successful. First of all, software components and computing systems themselves
are usually highly dynamic entities whereas standardisation processes are slow
with respect to the advances in ICT technology.

Secondly, not even standardisation guarantees interoperation if either stan-
dards are too ambiguous or developers do not comply to the standards. Interop-
erability problems between implementations of the same CORBA service from
different vendors were studied in [4]. The result was that the formal specifica-
tion for OMG’s CORBA Event Service middleware function was too ambiguous
and underspecified for guaranteeing interoperable and substitutable implemen-
tations of the same standard. Interoperability problems stemming from different
interpretations of the same standard or too loose standardisation are found also
from Web Services technology [36].

Unified collaboration can be achieved by use of explicitly shared meta-in-
formation. Meta-information defined using an appropriate modeling language,
such as UML, describe component functionality, their properties and inter-
relationships using computation platform independent notations. Typically the
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meta-information, or a model is used for generating the actual business ap-
plication components. As the components implemented by generative methods
are based on the same platform independent conceptual model, interoperation
between components generated by different vendors should be possible, given
appropriate code generation tools. The most renown representative of this ap-
proach is OMG’s Model-Driven Architecture initiative [11].

Federated collaboration means that no shared, native meta-information de-
scribing the operation of a collaboration is presupposed or needed. Each partic-
ipant may have their own models describing their business services. To achieve
interoperability a shared meta-model is exploited. Interoperation is established by
negotiation mechanisms, model verification and monitoring of service behaviour
with respect to the interoperability contract. Meta-information needed for en-
suring interoperability must be explicitly available, especially during operation
of service communities. Federated collaboration model needs additional infras-
tructure facilities for publication and management of meta-information, and for
controlling and monitoring the communities.

The model of integrated application collaboration provides solutions for es-
tablishing technical interoperability. Heterogeneity in technical level is supported
but usually there are a very strict bindings between the collaborating business
applications and underlying computation and communication platform. There-
fore heterogeneity in higher abstraction levels, such as service behaviour or in-
formation representation levels, is not usually tolerated. Integrated collaboration
model does neither tolerate dynamism or autonomy of participants. As the infor-
mation about interoperation prerequisites is hidden inside business application
and infrastructure components, dynamic changes in the system can not be coped
with.

Unified collaboration model provides support for both technical and semantic
interoperability. Heterogeneity of computation and communication platforms is
also supported, assuming that the meta-information is platform independent.
Unified collaboration based on shared models is however inflexible due to the
fact that although the design entities in the models are reusable, the actual
service components are typically specialised for the specific architecture and
use-case described in the model. Model evolution is effectively supported but
real dynamism, that is awareness and adaption to runtime changes is not sup-
ported by the unified collaboration model, unless explicitly modeled in the meta-
information.

Interoperability is an issue which can not be fully realised by homogenising
the execution environment through distribution middleware, or by using unified
meta-languages or some other means of mediation. Object and component in-
teroperability even in a homogeneous computing platform is a multi-faceted
issue with syntactic, semantic and behavioural aspects [44]. When consider-
ing enterprise computing systems with heterogeneous implementation platforms
and autonomous participants, interoperability of software components becomes
even more complicated, since these kind of computing environments are charac-
terised by their heterogeneity (freedom of design), autonomy (freedom of action)
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and dynamism (freedom of configuration) [38, 39]. Both integrated and unified
collaboration models support at least partially technological heterogeneity in
enterprise computing environments. They however fail to address the autonomy
and dynamism aspects, and do not provide pragmatic interoperability.

To establish pragmatic interoperability needed in enterprise computing en-
vironments, the federated collaboration model should be used. Federated col-
laboration provides support for heterogeneity in technology, computation, com-
munication and information levels via loose coupling of business applications
and contract based co-operation. Negotiation mechanisms and monitoring facil-
ities provide support for runtime dynamism and autonomy over service activity.
Model evolution is also supported, as interoperability between business applica-
tions is achieved via shared meta-model and interoperability validation facilities.
Service Oriented Computing approach [30] is especially suitable framework for
federated collaboration model as it promotes use of self-descriptive, independent
and composable software entities and loosely coupled collaborations based on
the notion of contracts.

3 A Taxonomy of Service Interoperability

To establish and support an open model of interoperability, the different as-
pects of interoperation must be identified and analysed. The notion of interop-
erability must be separated into independent aspects, each aspect grasping a
different need or viewpoint of enterprise computing. A clean separation of as-
pects is important because otherwise it would be very difficult to identify the
requirements interoperability imposes on modeling concepts and infrastructure
facilities.

In this section a taxonomy of interoperability aspects for service based com-
munities using a federated collaboration model is presented. Interoperability is
classified into different abstraction layers, each layer grasping more abstract in-
teroperation concepts than the previous one. Classification is based on previous
studies of interoperability (see for example [9, 44]) and on conceptualisation of
enterprise computing environments made in web-Pilarcos project [21].

Interoperability in federated communities is divided into five abstraction lev-
els: 1) technology, 2) service, 3) community, 4) organisation, and 5) business level.
This division is based on identification of the subjects responsible for deciding
if interoperation can be achieved. Each level is further divided into different
aspects; the classification as a whole is illustrated in Figure 1.

At the technology level, technical interoperability must be achieved between
communication and computation platforms. Interoperation is established by se-
lecting and configuring appropriate middleware services and their parameters.
When we consider only technical interoperability, that is the connectivity, com-
munication and encoding related aspects, incompatibilities between languages,
interfaces or operational environments can be solved quite efficiently. Methods
and techniques like interface description languages [22, 27], adaptors [34, 46],
wrappers [26], middleware [28,41] and middleware bridges [10] have quite success-
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Fig. 1. Aspects of interoperability

fully been applied for enterprise integration. However, while providing the neces-
sary means for collaboration, technology level interoperability and the methods
for achieving it are only the basis of the “interoperability stack”.

At the service level, both technical (compatibility between service signatures)
and semantic interoperability (semantics and behaviour of services) between ser-
vice end-points must be established. Service discovery mechanisms are used for
this purpose and the decision making procedures are bilateral. Service level inter-
operability means capability of interoperation between electronic services with
well-defined, self-descriptive interfaces.

Interoperation between distinct services does not guarantee that functionality
of the whole system is consistent and flawless. Requirements and constraints for
application interoperation are induced by the global properties of the community
in question. For establishing community level interoperability the aspects of ar-
chitectural properties, failure handling procedures and compensation processes,
and non-functional aspects of communities must be addressed. Decision making
at the community level is multi-lateral since the properties of all the participants
must be taken into consideration. Negotiation mechanisms are used for pop-
ulating communities with compatible services. Both technical (non-functional
aspects) and semantic interoperability (failure handling and community archi-
tecture) is addressed at the community level.

Pragmatic interoperability is addressed at the organisation and business lev-
els. Business rules and policies must be agreed upon at the organisation level.
Organisation level interoperability deals with issues related to the needs of auto-
nomic enterprises. Policies and business rules are business knowledge which must
be explicitly represented if inter-organisational collaboration should be achieved.
Policies are used to constraint community behaviour such that the common ob-
jective of the community can be achieved [40]. Business rules are declarative
rules that constraint or define some aspects of business [12]. Both policies and
business rules are organisational entities that are independent of community or
service life-cycles; thus it is necessary to separate these aspects from the aspects
related to community and service level interoperability.

Organisation level is the last level of abstraction that is embodied as explicitly
available meta-information. Corporation business strategies and legislation con-
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cerning for example geographic regions or business domains are typically avail-
able as implicit regulations and constraints at the lower levels. In the following
sections we will discuss three most important levels of the presented taxonomy
in more detail, namely the service level, community level and organisation level
interoperability.

4 Service Level Interoperability

Interoperability at the service level is characterised by three aspects, namely
syntactic, semantic and behavioural properties of service interfaces [43, 44]. An
interface is an abstraction of application functionality which decouples the in-
ternal implementation details from the externally provided service. A service
interface description provides definitions of the service syntax (interface signa-
ture and document structures), semantics and its behaviour.

Service level interoperability has been studied mainly among object oriented
and component based approaches [8, 18, 43, 44]. Object oriented interoperabil-
ity was first addressed in [18]. This work recognised that interoperability con-
flicts in object oriented platforms can not be solved by simple adaption or pro-
cedure parameters between heterogeneous objects with use of unifying type
systems. It is the overall functionality and semantics of an object which is
important [18].

Substitutability and compatibility of software entities can be considered as the
most relevant concepts in this level. When considering syntactic and semantic
aspects we are interested if two entities can be substituted by each other. The
concept of compatibility is relevant only when behavioural aspects are taken into
consideration.

Validation of syntactic interoperability, that is substitutability of syntactic
structures, reduces to type matching. Type matching problem is about finding
and defining bindings and transformations between the interface a client wants
to use and the interface provided by a service [18]. Type matching problem in
general is impossible, since identification of operation semantics and informa-
tion contents used in the operations or attributes can not be fully automated.
However, if two interface signatures are described using the same language (type
system) or the interface descriptions can be unified, and only syntactic proper-
ties of services are considered, efficient type matching methods and algorithms
can be used [17, 29].

When considering type matching in Web Services based environments, the
notion of schema matching emerges (see for example [32, 33]). Schemas define
document structures used for information descriptions. When considering Web
Services based environments, XML-Schemas are used for describing document
structures. The type system behind XML-Schema mixes both structural and
name-based features [37]. This makes XML-Schema matching a bit complicated
and the type system less elegant, since purely structural matching methods can-
not be used.

Semantic aspect of service level interoperability is concerned with the meaning
of service operations and documents. Matching of service interfaces based on
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their operational semantics have been addressed for example in [47]. Operational
semantics are usually attached to a service as operation-specific pre- and post-
conditions (or effects). These conditions are definitions given in appropriate logic
describing the assumptions and results of the operations.

Semantics are use also for attaching meaning for information contents ex-
changed between services. In tightly coupled and closed systems interpretation
of semantics is implicitly coded into the applications, since the operational en-
vironment is known during development of the application. Exploiting explicit
shared ontologies for description of operation and information semantics provides
a more loosely coupled approach. Attaching semantics to service operations and
messages for establishing interoperation of services sharing a common ontology
is the approach taken for Semantic Web services [25, 31]

Attaching behavioural descriptions to interface signatures provides stricter
guarantees of service interoperability. When only syntactic and semantic aspects
are considered, we cannot clearly specify how the service should be used. If a
formal specification of behaviour is attached to service interface, compatibility
or equivalence of services behaviours can be verified using formal methods [7,46].

5 Community Level Interoperability

Interoperability at the community level must be guaranteed with respect to
non-functional aspects, failure handling mechanisms and architectural proper-
ties. Interoperation is established by multi-lateral negotiations during commu-
nity breeding process [20]. Interoperation at the community level is a mutual
agreement between all the participants. Community level interoperability grasps
rest of the semantic interoperability aspects in enterprise computing environment
in addition to the semantic and behavioural aspects described at the service level.

Agreement of non-functional properties, such as quality of service, security,
trust, location or availability is an important aspect in community level interop-
eration. Mutually agreed values for non-functional properties are used for con-
figuring communication channels and middleware services, and are supervised
during community operation by the monitoring facilities.

Simple error handling, such as service exception handling, is usually provided
and agreed in the technology and service levels. There are also more abstract
errors related to enterprise computing which manifest themselves as contract
breaches. Failure handling is a community specific activity grasping both kinds
of the previous failure types. Failure handling mechanisms and compensation
processes have to be agreed upon between all the participants of a community.

Architectural aspects contain such properties as topology of community, com-
position of services into business roles and coordination of services across the
community. Mismatches in architectural properties of communities can be caused
by faulty assumptions about other components, connections between compo-
nents or topology of the community [13]. Architecture description languages
such as Wright [1], Darwin [24] or Rapide [23] have been developed for defin-
ing software architectures. These languages formalise architectural properties,
thus making it possible to automate validation of architectural interoperability.
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Standardisation of business community architectures and business cases has also
been used for providing architectural interoperability. This is the approach taken
for example in ebXML [19] or RosettaNet [35].

6 Organisational Level Interoperability

Pragmatic interoperability is established at the organisational level. Properties
stemming from the business level aspects such as strategies, legislation and inten-
tions of different organisations manifest themselves at the organisational level as
business rules and organisational policies. Organisational level interoperability is
established by negotiation and monitoring facilities during community breeding
and operation.

Business rules are declarative statements that define or constraint some as-
pect of a business [12]. They are part of the organisation’s business knowledge
which direct and influence the behaviour of an organisation [2]. Typical exam-
ples of business rules are different kinds of service pricing policies or regulations
on service availability based on customer classifications. A business rule may
affect the non-functional or behavioural properties of services by constraining
the possible values of attributes or by introducing new kind of behaviour during
service operation. To achieve automated validation of business rule interopera-
tion, the business rules should be expressed using a feasible logical framework.
For example conceptual graphs [42] and defeasible logic [2] have been used for
modeling of business rules.

Organisational policies declare autonomic intentions of organisations and they
are specified through the concepts of obligation, permission and prohibitions [40].
An obligation expresses that certain behaviour is required whereas permissions
and prohibitions express allowable behaviour. Policies may thus modify be-
haviour of services by requiring certain actions to be taken instead of the others,
or by prohibiting certain actions.

When organisational policies of collaborating participants are known be-
forehand, policy conflicts can be identified before community operation. If be-
havioural descriptions are given using an appropriate logic, interoperation of
organisation policies with respect to the behavioural descriptions can be verified
for example with model checking. However, organisational policies are inherently
dynamic entities and not even necessarily published outside the organisations.
Organisational policies are one of the primary causes for the dynamism in en-
terprise computing environments.

7 Conclusion

This paper analysed and identified different aspects of interoperability in ser-
vice oriented enterprise computing environments. Different collaboration models,
namely integrated, unified and federated, have been used for implementing dis-
tributed computation systems. Each of these collaboration models possess char-
acteristic solution methods, such as common computing environments or shared
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meta-information. Federated community model was identified as the most appro-
priate collaboration model, as this model supports the heterogeneity, autonomy
and dynamism requirements inherent for this kind of environment. This sup-
port is provided by additional infrastructure services such as meta-information
repositories and monitoring facilities [21], as well as negotiation mechanisms and
collaboration contracts.

Interoperability was analysed using five different levels of abstraction. Division
into different levels was based on the abstraction level of the concepts to be
agreed upon, as well as on the subjects of interoperation. Abstraction levels
were named as technology, service, community, organisation and business levels.
Each of these levels contain several aspects which must be considered when
establishing interoperability. For example when establishing interoperability in
service level, the syntactic, semantic and behavioural properties of services must
be examined. After identification of interoperability aspects, a discussion about
the interoperability aspects in service, community and organisational level was
given. Methods and mechanisms for establishing interoperation with respect to
each aspect were briefly described.
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Abstract. This paper describes a generic framework for the composition of 
real-time applications based on multiple services. The framework allows that 
services specify their functionality, as well as their QoS requirements in the 
form of real-time characteristics. The framework supports static composition; 
all services required to create an application have to be discovered before 
launching the whole application. To show the validity and feasibility of this 
framework, it has been implemented using Java technology.  

1   Introduction  

The appearance of distributed ubiquitous computing environments has introduced the 
possibility of building service-based applications ad-hoc. Services that reside in the 
pervasive atmosphere are downloaded in the machine of the user; then, they can be 
appropriately composed to create a whole application. This is a powerful tool to build 
service-based real-time applications, such as multimedia systems. Since multimedia 
requires that end-to-end timeliness be fulfilled, the chosen service set will have to be 
such that the applications end-to-end time requirements are met. For instance, let us 
imagine the case of a person carrying a palm that walks into a VIP room at an airport. 
The room contains a pervasive environment with various services (encoders, 
decoders, image scaling services, etc.). Notification of these services is received in the 
palm device, so that different applications can be composed (games, TV players, pay-
TV decoders, etc.). Most of these applications have time requirements, since they are 
multimedia. Depending on the resource availability of the target platform, a given set 
of services will be downloaded. For instance, if the user knows that s/he is almost out 
of battery power, services with low processing demands will be downloaded. It might 
even be necessary to execute only a specific profile for some services, so that 
hardware resources are saved for the device to operate for as much time as possible. 
Of course, the lowest profile of a service will also deliver the lowest output quality to 
the user; however, this is the reasonable and inevitable trade-off.  

To provide acceptable functionality to the user, it is important to support 
robustness, reliability, and timeliness in the execution of these applications. The 
general user is more and more concerned about reliable and timely execution on all 
platforms, ranging from the robust TV set to the smallest personal device. So, 
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technologies that formerly were only in the sphere of the critical real-time systems are 
now progressively reaching the multimedia scene as a means of developing robust 
systems. Real-time technology (such as resource-aware scheduling, execution 
platforms, etc.) can be applied to multimedia service-based applications, since they 
have time requirements. Enabling real-time technology requires that services and 
applications are appropriately characterized according to their real-time requirements. 
This way, we say that the applications and services can provide their required Quality 
of Service (QoS), in terms of their real-time requirements and required resources. 
From such requirements, the environment must provide the guarantees to the services 
(and application as a whole), so that they will receive the resources they need to 
execute appropriately.  

In this paper, we present a framework to aid the development of real-time 
applications based on a set of ubiquitous services. A client or user that wants to create 
such an application can specify the functionality of the services s/he looks for, and the 
overall QoS requirements of the whole application. For this, our framework allows: 
(1) service implementers to express the QoS requirements of services upon service 
announcement, (2) clients to express the functionality of the services they require and 
the overall applications QoS requirements, and (3) clients to execute composing 
algorithms to obtain the appropriate service-set, so that the real-time properties of the 
whole application are fulfilled. As a whole, this framework allows to specify the QoS 
requirements of a multimedia service based on its resource needs and time 
requirements. Also, it is allowed to search for a set of services to create a specific 
application based on its functionality and QoS needs. An architectural view of the 
framework and a prototype of it based on Jini are also presented.  

The paper is structured as follows. In section 2, the related work is stated. Section 
3 presents a functional description of the framework. Section 4 describes the 
architecture. Section 4 describes how the characterization of the real-time properties 
of services is done. In section 5, an overview of the architecture of the framework is 
given. Section 6 explains how the composition phase can be performed, and more 
precisely the static composition (the one of our framework) is described. Section 7 
gives the implementation details of the prototype framework we have developed. 
Eventually, section 8 presents some conclusions.  

2   Related Work  

Though the high difficulty of providing output timeliness in distributed computing 
systems is known [1], this handicap remains also for centralized systems, when 
services that have been developed remotely are connected or composed. Multimedia 
service-based applications that are developed ad-hoc can execute in two ways: in a 
centralized environment or in a distributed one. In a centralized service-based 
application, services are downloaded from a remote location, but they execute locally, 
i.e., with no remote connections. However, in a distributed service-based application, 
services are also remotely downloaded and they can communicate with other remote 
systems to carry out their operation.  
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The execution environment is an important issue when determining timeliness of 
services. However, with the appearance of the write-once-run-anywhere paradigm 
(where translation to intermediate code is possible) these effects can be somehow 
mitigated. This way, the Java language, and its real-time extension [6], are a good 
contribution towards providing a real-time execution platform for platform-
independent code and services. Code analysis techniques [2] may allow us to 
determine timeliness over a given platform from a platform-independent code.  

Future middleware platforms are expected to provide QoS support that is needed 
by these new service-based multimedia applications. However, so far, only some 
general architectures for QoS sensitive ubiquitous applications are appearing such as 
[3], that covers all aspects of a pervasive environment with no specific coverage of 
real-time requirements. Other more specific contributions in the development of real-
time middle-ware architectures, such as [4], address the architecture internals to 
provide predictable operation such as memory management and timeliness on Real-
Time Java.  

There are few research efforts in the direction of integrating real-time awareness 
into ubiquitous environments. Composition of real-time applications has been 
addressed, among others in [7,8], but not for pervasive resource-constrained fields. In 
this work, we present an object-oriented framework aimed at the composition of 
ubiquitous services to develop applications for multimedia environments in a 
centralised fashion.  

3   Functional Description of the Framework  

CoSeRT (Composition of Services with Real Time requirements) offers a generic 
framework for custom composition of applications with QoS requirements based on 
ubiquitous services. QoS requirements refer to the resource needs and timeliness of 
services and applications. As shown in figure 1, the framework allows: (1) specifying 
time requirements and, in general, QoS requirements of services, (2) announcing serv-
ices with QoS requirements, (3) discovering services that match a specific functionality, 
 

 

Fig. 1. Functionality of the framework  
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and (4) integrating and applying composition algorithms for selecting service sets that 
match the required functionality and meet the applications end-to-end QoS require-
ments.  

3.1   External Interaction of the Framework  

The external actors of the framework, as shown in figure 1, are the service program-
mer, the ubiquitous middleware, and the client. 

The service programmer is the person in charge of developing ubiquitous services. 
S/he will attach the parameters that express the QoS requirements of the service. 
Also, s/he will perform the maintenance of the service (issuing periodic requests for 
leasing tothe lookup service, code updates, etc.). 

The basic ubiquitous middleware is the entity that supports the execution of the 
framework. Basically, it provides the framework with: 

¥ Distributed computing environment functionality: it provides service 
announce ment and discovery facilities.  

¥ Communication facilities: it provides the basic operations of message 
passing, remote invocations, serialization, etc., in order to allow remote 
communication among clients and lookup entities.  

The client is the actor that makes use of the framework to compose an application ad-
hoc. The user will specify the functionality s/he desires, and the requested services to 
make such an application. Also, s/he will have to specify the QoS requirements that 
the application as a whole has. The framework needs the information on these 
requirements to select an appropriate set of services so that they all meet the overall 
application s end-to-end requirements.  

3.2   Processes  

The main objective of the framework is the ad-hoc development of real-time service-
based applications. For this, the framework supports the main three processes or 
phases: service announcement, service discovery, and composition of services. 
Execution and service launching is not covered in this paper.  

 

Fig. 2. Steps of the announcement phase  
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Announcement. Individual services are published in lookup services specifying their 
functionality and their QoS requirements in terms of their resource needs (processor 
and memory usage). The functionality of a service is based on a unique identifier or 
tag. Figure 2 shows an overview of this phase.  
 
Discovery. To compose an application, services have to be previously discovered. The 
discovery is previously configured by the client, specifying the lookup services to poll 
(if any) and the functionality of the required services. Services will be discovered 
based on their unique tag. Figure 3 presents the discovery process in combination 
with the subsequent composition phase.  

 

Fig. 3. Discovery and composition processes 

Composition. This phase begins after discovery. The composition phase is the 
selection of a suitable service set that will be part of the desired application. Election 
is based on the functionality of services and their QoS requirements, so that the 
overall QoS requirements of the application are met.  

4   Real-Time Properties of Services  

An application is made of services as shown in figure 4. For the framework to 
determine the set of services that have to be part of such application so that it can 
meet its overall QoS requirements, services must carry a QoS characterization with 
them. Such characterization is based on the expression of their real-time properties as 
an attribute of type TimeService.  
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Fig. 4. Relation among application and services  

The characterization of the real-time properties of ubiquitous services is presented as a 
structural view in UML in figure 5. The TimeService class is an attribute that con-
tains all real-time properties; therefore, it implements the Entry interface, which marks 
a class as an attribute. Figure 5 also identifies the main entities or parts of a service.  

 
Fig. 5. QoS characterization of services 

In the same way that services are the subparts of a whole application, also services 
may be decomposed into various parts or tasks, also known as threads. A task (in the 
real-time sense) is the concurrency unit of a service, i.e., a service can be made of 
more than one thread of control. In our framework, a service should be structured as a 
set of tasks, each specifying its real-time characteristics in the form of resource 
requirements, mainly w.r.t.:  

¥ time (computation time, activation period, execution deadline, and priority), 
and  

¥ memory, that is the average required memory also specified by the service 
programmer. 

A task profile also contains other attributes specifying the platform for which it was 
developed and tested. However, these data (and the real-time values) are overwritten 
by the composing algorithm if a platform-independent bytecode analysis is performed 
for the target platform.  

5   Architecture of CoSeRT  

CoSeRT is based on a centralized distributed computing environment, such as Jini, as 
shown in figure 6.  

CoSeRT relies on the existence of a basic communications middleware. This can 
be the case of Java RMI or CORBA. On top of that, the framework defines the 
following main entities to perform the operations described before:  

Services. These are the ubiquitous entities that perform a certain functionality. They 
are created by service programmers. When they are announced, the framework 
supports the statement of their functionality and QoS requirements.  
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Fig. 6. CoSeRT 

Composition Algorithm (CA). These are entities or algorithms that contain the logic 
for selecting the service set to create an application, i.e., they execute the composition 
phase. The service set is selected to meet the QoS requirements and timeliness of the 
application as a whole. CAs can be either ubiquitous services downloaded from a re-
mote server or local entities created by clients to customize the creation of 
applications. As a result of their operation, CAs deliver the selected service set to 
clients that will be part of the final application.  

Time Service Proxy (TSP). This is the core part of the framework. It has two main 
parts: the core control flow of the framework (TSPI) and a graphical user interface 
(GUI). The TSPI performs the basic functionality of the announcement phase (to 
announce services specifying their QoS requirements), discovery phase (delivers 
services specified by clients), and composition phase (looking for CAs or applying 
them directly to select service sets that make up the final application). The GUI 
allows interaction with clients and service programmers to perform the former 
activities. The TSPI has the three main engines shown in figure 6.  

The ubiquitous environment is based on centralized lookup entities. The TSPI will 
contact lookup entities to search for the desired services. Services specify their QoS 
requirements as attributes in their announcement phase. The framework allows that 
lookup entities be contacted in unicast or multicast mode. Requests to them indicate 
the service type that has been searched for. Therefore, matching parameters are 
mainly the service type and the execution parameters of the service. The service type 
is based on a unique functionality identifier. This is enough since there are 
restrictions: the number of services that there are, their data input/output format, and 
the source of the services is known; the service federation is limited and centrally 
managed.  

Answers of lookup services are handled by means of discovering entities and by 
individual threads of control; this separates the process of collecting answers from the 
process of obtaining the proxies of lookup services for downloading matching 
services. It increases efficiency.  
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6   Composing Services  

In our framework, composition of services refers to the selection of the appropriate 
service set that will be part of the application. Service composition can be either static 
or dynamic.  

Static composition. All services are available a priori, i.e., before the application is 
launched. Once the application is started, no service replacement is possible at run-
time. Also, no run-time re-configuration of individual services or of the pipeline 
(connection) of services is done.  

Dynamic composition. Services may be replaced and/or reconfigured at run-time, i.e., 
during application execution. Dynamic composition has some strong implications 
mainly related to (1) support from the underlying platform (either real-time operating 
system and/or resource manager) to launch, stop, reconfigure the buffer connections 
among services, restart services, etc., and (2) extra delay time to look for other 
services that may cause to enter a new discovery phase.  

Dynamic composition allows to implement dynamic QoS management; if an 
application is not functioning correctly with the current resources it has been 
assigned, its services may be reconfigured to a lower profile so that they will need 
less resources.  

The CoSeRT framework supports static composition. The composing algorithm 
applies WCET techniques to extract the WCET based on the analysis of the 
intermediate code. Based on the QoS requirements of the services, the calculated 
WCET, and the applications QoS requirements, the composing algorithm selects the 
appropriate service set.  

7   Prototype Implementation  

CoSeRT has been implemented on top of Jini. Services are programmed in Java lan-
guage and serialized in the lookup services.  

7.1   Service Announcement  

Service announcement and discovery is centralized in lookup services. Unicast or 
multicast requests are sent to one or more lookup services. When a suitable one  
is discovered, the service will be registered in it by sending its serialized 
implementation.  

Service announcement in CoSeRT is very similar to the process of announcing any 
service in Jini. However, CoSeRT allows services to describe their QoS requirements 
by means of an additional attribute consisting of introducing entries. The class that 
describes these requirements is TimeService, as shown in figure 7.  
TimeService has the method setTimeServiceParameters, used by the 

service programmer to implement and register a service. They are the QoS 
requirements, its arguments:  
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Fig. 7. QoS specification in the TimeService Jini entry 

¥ taskvector: a list of tasks or threads that are part of a service. Each 
position contains an object of class Task. Just as an application is made of 
services, a service can be made of a set of tasks or threads.  

¥ label: a unique identifier expressing the functionality of the service. 
¥ serveBefore: the precedence list, in case that the service requires the 

execution of another service before it.  
¥ mem: the memory that the service requires, as average, for its execution.  
¥ proc: a list of pair processor requirements and processor platform for which 

it was measured.  

7.2   Service Discovery  

The framework defines two main classes for performing service discovery:  

¥ TimeServiceProxy. This is the fundamental entity for performing 
service discovery. It contains the methods for clients to configure the options 
to search for services that will potentially be part of an application. It also 
contains the methods to find composition algorithms.  

 

¥ TimeServiceProxyImpl (TSPI). This class is the main entity of the 
CoSeRT framework that contains the execution phase of it. It is an instance 
of Time-ServiceProxy, that clients download to perform all operations 
of the framework.  

The search engine is made of the TimeServiceProxyand the Discovery Entity; 
the later comes from the Jini environment. To start the search, clients must configure 
the TSPI object setting the search options as shown in figure 8. Service discovery is 
carried out using the TSPI entity. This entity allows to initiate the search for objects 
with (1) a certain profile of QoS requirements and (2) a certain functionality.  
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Fig. 8. Discovery and composition processes 

The call to getTimeservices starts a search thread for each type of service 
that has been specified by the client in the process of configuration of the TSPI object. 
Each search thread makes discovery requests for lookup services in unicast or 
multicast mode, depending on the client settings. Each thread will give lookup 
services an object of class ServiceTemplate, that is the ubiquitous service that is 
being searched for. Once a set of service implementations have been discovered for 
each service, the QoS requirements for each service implementation can be obtained. 
These requirements are contained in the attribute servicesVector (an array of 
TimeService objects).  

7.3   Service Composition/Selection  

The last three steps of figure 8 show the composition phase, where the CA selects the 
set of services that will be given to the client to create his/her application. After the 
discovery phase, a composing algorithm can be applied to obtain the service set that 
matches the client specification to compose an application. Composition algorithms 
of CoSeRT currently implement three policies: (1) FIFO, so that composition time is 
minimized, (2) WCET analysis based on the code of services, and (3) shorter end-to-
end response time.  

To be part of CoSeRT, a CA must implement the interface Algorithm. This is a 
markup interface that contains a method which represents the service-selection logic, 
chooseServices(TimeService[] services). Therefore, a CA must 
implement its logic inside this method. It receives the set of QoS requirements of all 
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discovered services. After, applying the composition algorithm to them, a vector 
containing the selected service-set is returned to the search engine (to the 
TimeServiceProxy).  

The framework supports that composition algorithms may be ubiquitous services 
used by clients or they can pre-exist at the client site. If an implementer of a 
composition algorithm desires to announce it, the procedure is very similar. The 
attribute TimeService will not be included. The following classes are provided for its 
announcement:  

¥ Algorithm. Any composition algorithm must implement this interface which 
contains the method for selecting the service set depending on its logic. Compo-
sition algorithms receive a vector with the QoS requirements of services and the 
relevant information about the client execution environment. They apply their 
logic to these data and, as a result, they obtain the set of services that are more 
appropriate for the application.  

¥ AlgorithmType. When a composing algorithm is announced, it must include 
an attribute that describes the algorithm. This attribute is an instance of Algo-
rithmType. The description of the type of algorithm is based on two character 
sequences which are unique: the name and the description, where unique key-
words are contained.  

7.4   GUI and Operation  

The CoSeRT framework provides a Graphical User Interface that allows both service 
programmers and clients to interact with the framework in a friendly environment. 
Figures 5 and 6 give an overview of this part. 
 

 

Fig. 9. (a) Specification of potential composing services, and (b) Editor of QoS requirements 
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To show the feasibility of the framework, the operation of the framework has been 
performed on simulated applications. Following, a multimedia processing application 
that contains four services, each with three different QoS profiles, is shown. Figures 9 
and 10 show the GUI part of the framework that interacts with the core TSPI to perform 
the configuration of the discovery of the services, their discovery and composition.  

Figure 10 shows the result of the operation of the CoSeRT framework, where four 
services have been selected among the discovered services to compose a multimedia 
application. The application required a JPEG Data Stream Parser, a Huffman Decoder, a 
Zig Zag Run Length Expansion, and a Coefficient Dequantization service. All services 
resided in at least two lookup services in the environment, and each had two profiles. The 
environment was made of four distributed PCs each running Java RMI, Java Jini, and 
CoSeRT. The used CA was local to the client and used a logic based on the shorter end-
to-end response time.  

 

 
Fig. 10. Operation of the selected service set 

8   Conclusions  

Most of ubiquitous service infrastructures focus on the development of efficient 
discovery protocols, communication protocols, agent platforms, and mobility aspects. 
However, integrating parameters to capture the needs of real-time applications (in the 
form of QoS requirements) in these environments has not been sufficiently addressed 
in the literature.  In the field of QoS, most of the research has been applied to other 
application domains, for instance, the distributed domain with no special ubiquitous 
concerns or component frameworks for application composition. In this paper, a 
framework for integrating real-time properties of services is presented. This 
framework allows to announce services with their QoS requirements as attributes, to 
search for services with a given functionality and QoS requirements, and to compose 
these services selecting the most appropriate ones to develop a real-time application.  
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A prototype of the framework has been developed to show the feasibility and 
validity of this idea.  
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Abstract. The paper presents a toolkit for the design and the interactive 
validation of message-based document exchange within the context of multi-
partner electronic business transactions. The business case used in this paper is 
a simplified version of the purchasing process used in the electronics industry, 
based on the EDIFICE standard. 

1   Introduction 

Electronic business transactions are more and more replacing paper-based business 
processes, the objective being to offer better and more convenient services to 
customers and trading partners, at lower cost, more efficiently and with less manual 
and time-consuming human intervention. 

The activity of designing or customizing an electronic business process involves 
experts from different companies and with different educational backgrounds. First, 
there are domain experts from the concerned business areas, such as purchasing or 
sales experts. Then, there are EDI or messaging specialists who will set up the data 
mappings for the conversion from the messaging standard used to the in-house 
application systems that will need to process the data given. Finally, there are 
business process experts that liaise with the trading partners as regards the structure 
and content of the messages exchanged and that lead the integration tests. 

Due to the different backgrounds and areas of expertise of these experts, effective 
communication and a shared understanding of the targeted business objectives are a 
critical factor of success. Without a shared understanding, there’s the risk that the IT 
application will not or only partially match the business requirements, which leads to 
re-work and hence to increased efforts and cost. 

This paper illustrates the benefits of formal modeling with regards to the design 
and the customization of electronic transactions based on messaging standards in the 
domain of electronic purchasing. Moreover, it emphasizes the benefits of simulation 
of the transaction models in order to support the business experts in the validation of 
the transaction already at the analysis stage and not when it is deployed. 

After a brief introduction of the EFFICIENT modeling framework in section 2, we 
detail in section 3 the overall approach in a real case study associated with an e-
purchasing business case. Section 4 describes the EFFICIENT simulation toolset. 
Finally, section 5 wraps up with conclusions. 
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2   The EFFICIENT Modelling Framework 

The EFFICIENT R&D project (E-business Framework For an effIcient Capture and 
Implementation of ENd-to-end Transactions) aims at enhancing the quality and the 
effort of system development associated with multi-partner B2B transactions while 
reducing the time to market and augmenting the STP (Straight Through Processing) 
level. Efficient proposes a two-phased development process for new B2B 
transactions: 

− A modeling phase that turns the business requirements identified by the different 
experts into computer readable models. The modeling language used to capture the 
business requirements is UML [11] and the methodology employed to structure the 
activities in this phase is based on UN/CEFACT Unified Modeling Methodology 
(UMM) [10].  

− An interactive validation phase that translates the models created into code, which 
can be processed by a simulation environment. The simulation allows the domain 
experts to validate the correctness of the data models without having to formally 
understand and be able to modify the computer models themselves. 

In EFFICIENT, an electronic transaction is described in terms of the following 
information layers:  (see Figure 1): 

− The business layer [3] provides a top-level view on the business scenario that 
governs the transaction. It depicts the transaction configuration and allows the 
trading partners to develop a common understanding about the business goals, the 
vocabulary used and about the roles and responsibilities of each participant.  

 

Fig. 1. The modeling layers of the EFFICIENT toolset 
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− The specification layer details the flow and the content of the business documents 
(messages) that the trading partners exchange in the transaction, as well as the rules 
governing the exchange. 

− At the technical layer the business transaction is simulated creating a shared 
understanding between the participants and facilitating its verification and 
validation. 

2.1   Technical Details 

Efficient uses MagigDraw [17], a commercial UML CASE tool for the representation 
of the static and dynamic aspects of a B2B transaction. A plug-in to MagicDraw was 
developed to implement the functionality required for model verification and code 
generation.  

Once the transaction has been designed and formally verified, the infrastructure 
needed for the orchestration (animation) at the technical layer is automatically 
generated from the UML models developed at the specification layer. The flow of the 
business transaction, modeled in an UML activity diagram, is translated into an 
XPDL [14] file that initializes the workflow engine, the core component of the 
Efficient server. Each message, specified in a restricted UML class diagram, 
translates into an XMLSchema [16]; the business rules that govern the transaction are 
transformed into an xlinkit [20] representation. These files are stored in an xml 
database used by the workflow engine. 

The Efficient client component is internet-based. The messages that the business 
partners exchange in a transaction are displayed using the XMLSchema definitions 
and XForms [21] recommendations. 

The technological choice we have taken in the Efficient project follow two 
principles: to choose open-source tools wherever possible and adopt standards when 
they exist. These principles allow us a maximum of flexibility and facilitate the 
interoperability with existing products and frameworks. The list of standards we use 
are the following: 

− WMFOpen [13], an open-source workflow engine, which is fed with the XML 
Process Definition Language (XPDL) standard definitions for process orchestration 
(animation). Note that unlike BPEL [19], XPDL supports the concept of "subflow” 
with a clearly defined interface between a calling and a called process. Efficient 
uses this feature of process composition in that it allows a transaction designer to 
re-use previously defined transaction models as well as to import industry specific 
standard sets of transactions (such as Rosettanet PIPs, EDIFICE [23], SWIFT [22] 
and others). A re-use of existing components and industry standards reduces the 
effort involved in transaction development and increases the time-to-market. 

− SOAP [15] as the core messaging protocol. 
− XML:DB API [24], to access the eXist [18] XML database. 
− W3C XMLSchema, for the description of messages Chiba [25], based upon the 

XForms recommendation of the W3C. 
− XLINKIT for a representation of first-order logic business rules that constraint the 

transaction at both the content and the flow level. 
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3   The E-Purchasing Case Study 

We have used the EFFICIENT toolset to model the electronic purchasing process as 
proposed by the EDIFICE standardization [1] organization for the electronics industry. 
A case study was performed in collaboration with Avnet Electronics Marketing [2], a 
global distributor for electronic components, for tailoring and customizing a subset of 
the messaging standards associated with electronic purchasing to their particular needs. 
The case study spans the complete purchasing process, from the purchase order to a 
supplier to the settlement of obligations created by the purchase act. 

The following sections detail the different static and dynamic properties of the e-
purchasing transaction and outline the process of validating their correctness and 
feasibility both from an IT (soundness, performance, completeness) and from an 
usage perspective  (appropriateness, legal considerations, particular needs). It will be 
argued that only a joint effort of the IT experts and business experts leads to a sound 
specification of the electronic transaction. The EFFICIENT toolset is used to create a 
shared understanding between both groups and to guide them through the process of 
building and agreeing on the different aspects of the transaction. 

3.1 Business Domain 

When designing a new transaction or customizing an existing one, first the actors 
involved need to be identified. In an electronic purchasing scenario, the following 
actors exist: 
 

 

Fig. 2. A subset of the ePurchasing Business Domain 
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− Avnet: a distributor of electronic components that issues a request to buy goods, 
services or works in response to a customer stimulus (sales order, minimum stock 
quantities etc.) or to satisfy the requirements identified by their logistics service 
portfolio.  

− Supplier: a supplier or service provider who aims at proposing his services, goods 
or works in response to the request of his customers. A supplier may be a 
component manufacturer or a wholesaler. 

Next, the different parties or actors need to have a common understanding of what 
we call the business domain, that is, that they “speak the same language”. The 
business domain is made up of the key concepts of the business sector and details the 
relationships that hold between them. In EFFICIENT, the business domain is modeled 
using a specific UML class diagram, which consists of classes with their properties 
(attributes) and the relationships (associations) that hold between the classes. The 
business domain of our transaction is shown in Figure 2. In our business case, the 
business domain contains such concepts as an ORDER, an ORDER ITEM, the 
SCHEDULE information for an ITEM, the PARTNUMBERS that identify the 
product component both from a vendor and a buyer’s part of view as well as 
PRICING information and some miscellaneous information about what an business 
ORGANIZATION is. Compared to the EDIFICE standard the above figure already 
incorporates some company specific tailoring such as that the GOODSRECIPIENT is 
stated at the line item level whereas on the order level there’s no delivery related 
information. Another example is that Avnet does not use SCHEDULE information on 
the order level. The business domain depicted in Figure 2 is a simplification of the 
actual business domain used by Avnet. 

3.2   Dynamics of the Transaction 

Once the basic vocabulary and a common understanding of the business domain have 
been achieved, we can then describe the business process underlying the transaction. 
We use a UML activity diagram to detail the flow of business documents among the 
participating actors, and the activities (responsibilities) each participant will need to 
carry out at what stage of the transaction. The activity diagram is composed of 
swimlanes representing the different roles that occur in the transaction and activities 
performed. Each business document the actors exchange is defined by a UML class 
diagram detailing its structure and information content see section 3.3. 

Figure 3 depicts the beginning of the activity diagram of the ePurchasing 
transaction: Avnet initiates the process by sending a purchase order request to a part 
supplier. The supplier can then verify and validate the purchase order and responds 
either by rejecting or by accepting Avnet’s request. In the acceptance case, the 
supplier will confirm partly or partially each of the line items of the order.  

Upon reception of the POResponse message from the supplier, Avnet’s purchasing 
manager can then decide whether the confirmed delivery schedules do correspond to 
their needs or whether he or she wants to place a change order (POChange). Last but 
not least, Avnet may still cancel their purchasing request at this stage of the 
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Fig. 3. Part of the activity diagram of the ePurchasing transaction 

transaction using the POCancellation message. Note that the messages in this activity 
diagram do not match one to one with the corresponding messages defined by 
EDIFICE. As for instance, in standard EDI terms both of these messages, the 
purchase order cancellation and the purchase order response are implemented using 
the same message type, an Order Response message. 

3.3   Structure of Messages 

In the next phase, we define the information content for each of the business 
documents used in the activity diagram. The decision on what needs to be in and what 
doesn’t for a particular document is based on the information needs of the document 
recipient in order to perform the business activities he’s requested to.  In EFFICIENT 
we model business documents by restricted UML class diagrams, which are built by 
selecting a subset of the classes and relationships from the business domain. 

The class diagram for the message “PurchaseOrder” is given in Figure 4. It 
contains some header information such as the ORDER number and the order date, one 
or more ORDER_ITEMS each of which is characterized by the PARTNUMBER 
information, the requested delivery quantity of the part as well as the required 
delivery SCHEDULES.  

There are three parties listed in the orders message, a buyer, a seller and a delivery 
party. Whenever feasible, Avnet refers to a party by a previously agreed party 
identification code and does not send the complete address information, unless 
otherwise requested by the trading partner. This way, a single contractual agreement 
may be used for a business partner where all corresponding manufacturing sites are 
subsumed, and also this prevent typing mistakes in the postal addresses to be 
uploaded into the internal application systems. For any kind of manual intervention 
such as open questions, a contact person may be included. Note that this class 
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Fig. 4. The class diagram of the "PurchaseOrder" message 

diagram is a subset of the concepts of the business domain. For each concept of the 
business domain, it must be decided whether or not it is considered as relevant for the 
recipient of a message and hence needs to be part of the message content. 

3.4   Business Rules 

Rules may be added to constrain the information content that may be input in a 
business document. Figure 5 shows a rule that states that the values of a POResponse 
message do relate and will be taken from the previous PurchaseOrder message. So for 
example the OrderID, currency and the line item information can be copied over from 
the previous PurchaseOrder message. Only where there is new information in the 
POResponse message that are not part of the purchase order request the sales person 
at the supplier needs to fill in respective values: In our sample message these are the 
confirmed delivery quantities for the parts requested and the confirmed delivery 
schedules. These may or may not be identical to the requested value from the 
purchase order request. Another type of business rule that we have implemented in 
the EFFICIENT toolset is a logical constraint based on the business facts that can be 
imposed on a message. So for example the confirmed delivery date for an item should 
not be in the past of the requested delivery date. Another example is that whether or 
not the supplier can confirm the requested delivery quantities and schedules for a 
specific component, the confirmed quantity must never exceed the quantity that was 
requested. The business rule that verifies this constraint is given in figure 5, in the 
POResponse class. More about business rules, their structure and the way they are 
implemented is given in [4]. 
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Fig. 5. An inter-message rule and a simple business rules 

4   Validation and Customizing of the E-Purchasing Transaction 

The EFFICIENT toolset supports the generation of code from the static and dynamic 
UML models as well as from the business rules that are the input into a workflow-
based simulation environment. The transaction simulator, which we refer to as the 
EFFICIENT animator, allows the participants of the transaction to simulate the 
business process and hence to validate the correctness of the data models. The code 
generated for the animator includes the code generated for the transaction flow 
monitor, the code associated with the business rules as well as with the interfaces for 
reading and writing messages. More about the animator and the code generation can 
be found in [6]. 

The animator consists of an Internet based client component that connects with a 
server workflow (WF) engine that coordinates the execution of the business process. 
Figure 6 illustrates the behavior of the workflow engine for the initial part of the 
message exchange between Avnet and its supplier. 

Avnet sends a “PurchaseOrder” message (see the generated use interface on Figure 
7) to its part supplier. The animator receives the message and verifies whether it 
satisfies the requirements specified by the UML data models. If it finds no error, it 
forwards the message to the recipients together with the set of possible answers as 
defined in the UML activity diagram. The supplier can then either reject the 
purchasing request by sending a POReject message or respond to Avnet’s request by 
an POResponse. 
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Fig. 6. Exchange of messages in the Efficient Animator 

 

Fig. 7. The generated user interface for the PurchaseOrder message 

5   Conclusion 

Efficient is a tool that allows business experts to design and validate a B2B 
transaction before its implementation. The modeling of the business domain renders 
the concepts and the structure of complex business scenarios more transparent. It 
allows business experts to select a subset of the information that is provided with a 
messaging standard such as EDIFICE or Rosettanet [12] and to customize and tailor 
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this subset of a standard to their business needs. EFFICIENT generates a user-friendly 
interface (web-forms) that allows the business expert to validate whether his data 
models are sufficient and whether all the information required is available in the 
internal application systems. Furthermore, the transaction animation (simulation) 
helps to detect incoherencies at the message exchange level. More information can be 
found at our website, http://efficient.citi.tudor.lu. 

Future work is in two directions. On the hand there is a need for improving our 
understanding of a business scenario and the link between business and process 
models [5, 7]. Another topic is the economic value associated with an e-transaction 
[8, 9]. Moreover, another effort consists in the development of advanced verification 
tools for the analysis of the consistency and completeness of the models created. Last 
but not least, a transaction monitor will be developed that facilitates the search and the 
tracking of business information associated with an end-to-end transaction involving 
multiple message exchanges and a trading partners. 
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{camposc, grangel, rchalmet, coltell}@uji.es

Abstract. Virtual Enterprises have become a good organisational so-
lution to cope with the current economic environment. A number of
methodologies have been developed to assist in the creation and man-
agement of a Virtual Enterprise, using Enterprise Modelling as a useful
way to enhance its performance. However, it is necessary to develop new
mechanisms and methodologies to improve the interoperability and to
synchronise changes among different inter-enterprise models.

In this paper, we present a definition of a set of requirements needed
to synchronise enterprise models in order to improve Virtual Enterprise
interoperability. The work is based on previous projects dealing with
interoperability and Enterprise Modelling, like UEML or INTEROP. The
requirements described in this paper were selected and analysed with
the aim of adapting them to the necessities of the synchronisation of
enterprise models in a Virtual Enterprise.

1 Introduction

A Virtual Enterprise is a temporary alliance of independent enterprises that
come together to share resources, skills and costs, with the support of the In-
formation and Communication Technologies, in order to better attend market
opportunities. To design an efficient and flexible Virtual Enterprise that gives the
appearance of being a single enterprise to customers is a very complex task [1].

In order to help the creation and management of a Virtual Enterprise, part-
ners develop models using different Enterprise Modelling Languages and differ-
ent background knowledge. These inter-enterprise models need to be inter-
changeable and understandable for people involved in each enterprise. In addi-
tion, Virtual Enterprises need to update their models due to the natural evolution
of business, new legal requirements, changes in the strategy of the partners, and
so forth. This kind of changes can affect concepts, business, results and other as-
pects in enterprise models that are needed to work correctly in real time. These
issues are really important in the process of creation of a Virtual Enterprise but
they become more critical when a Virtual Enterprise is actually running.

This paper is organised as follows. Section 2 gives a brief description of the
framework in which this research work carried out. Section 3 reviews the main
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concepts related to Enterprise Modelling and synchronisation. In section 4, the
main results obtained in the analysis of requirements are presented and, finally,
section 5 outlines the main conclusions.

2 Framework of the Work

INTEROP (Interoperability Research for Networked Enterprises Applications
and Software) is a Network of Excellence supported by the European Commis-
sion for a three-year-period. INTEROP aims to create the conditions for inno-
vative and competitive research in the domain of Interoperability for Enterprise
Applications and Software [2].

Interoperability is, from a system-oriented point of view, the ability of
two or more systems or components to exchange information and then use that
information without any special effort in either system. Moreover, from a user-
oriented point of view, interoperability is the user’s ability to successfully
search for and retrieve information in a meaningful way and have confidence in
the results [2].

The work presented in this paper was carried out within this framework and
focused on the ’Common Enterprise Modelling Framework (CEMF)’. One
of the main objectives related to CEMF is to develop a new version of UEML
(Unified Enterprise Modelling Language) [3] and to complete it with other facili-
ties like the templates for mapping Enterprise Modelling Languages and mecha-
nisms to allow Collaborative Enterprises to synchronise their enterprise models.

On the other hand, the IRIS Group of the Universitat Jaume I in Castelló
(Spain) has been working on several projects related to Virtual Enterprise in dif-
ferent sectors (transport, tile industry, textile, and so forth) since 1999 [4,5,6,7].
The main aim of these projects has been to define and apply an architecture
capable of supporting the design and creation of a Virtual Enterprise, as a par-
ticular case of Collaborative Enterprise. Some of the most useful results obtained
have been a methodology and a set of techniques, reference models, and software
applications that enable all the elements (organisational, technological, human
resources, and so forth) of a Virtual Enterprise to be coordinated and integrated.

The creation and management of a Virtual Enterprise is an extremely complex
process that involves different technological, human and organisational elements.
Indeed, there is an extensive array of approaches and methodologies which de-
scribe the management processes for enterprise integration (Purdue Guide for
Master Planning, GRAI-GIM, and so forth), Enterprise Modelling Languages
(IEM, EEML, GRAI, IDEF, and so forth), and supporting Enterprise Modelling
Tools (MO2GO, METIS, GraiTools, BONAPART, and so forth) for the design
of enterprise models mainly for individual enterprises.

Nowadays, the group’s activity is centred on extending the methodologies
developed in its previous projects to include issues related to interoperability
among partners of a Virtual Enterprise. Hence, this kind of enterprises present
huge difficulties to interoperate and a cultural transformation is needed in order
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to achieve a correct sharing of information and knowledge. The IRIS Group is
also involved in INTEROP Network, especially in the work related to CEMF. In
this work group one of the main contributions provided by IRIS group’s members
has been to define a set of requirements that can help the synchronisation of
enterprise models developed by different enterprises that collaborate in order to
achieve a common objective.

3 Synchronisation of Enterprise Models in Virtual
Enterprises

Enterprise Modelling is defined in [8] as the art of ’externalising’ enterprise
knowledge, which adds value to the enterprise or needs to be shared, i.e., rep-
resenting the enterprise in terms of its organisation and operations (processes,
behaviour, activities, information, objects and material flows, resources and or-
ganisation units, and system infrastructure and architectures). Therefore, this
art consists in obtaining enterprise models that are a computational representa-
tion of the structure, activities, information, resources, and so forth of an enter-
prise, government or any other type of business or organisation. Models can be
descriptive and/or definitional and they can show what is and what should be.
Its role should be to support the design, analysis and operation of the enterprise
according to the model, in a ’model-driven’ mode [9].

Enterprise Modelling can be used to better understand and improve busi-
ness processes, to select and develop computer systems and so on, but the most
important benefit of enterprise models is their capacity to add value to the
enterprise [8]. Such models are able to generate explicit facts and knowledge
which can be shared by users and different enterprise applications in order to
improve enterprise performance. However, these models are developed with dif-
ferent Enterprise Modelling Languages and integrating them is a complicated
task, since tools for exchanging models created with different languages do not
exist [2,3,10,11].

UEML [3] can help to achieve the exchange of enterprise models among several
organisations, but a synchronisation among models is also necessary in order to
deal with evolution and different views in these models. Synchronisation can
be defined as the adequate temporal coordination of two or more systems or
organisations that have a business relation, in order to optimise the integration
of their processes.

Synchronisation of enterprise models is needed when these models represent
activities which offer results that affect and condition the performance and re-
sults of other enterprises or systems. This is a critical aspect when models rep-
resent enterprise processes, information, organisational structures, products, de-
cisions and knowledge that are closely connected, as is the case for example in
a Virtual Enterprise.

Moreover, enterprise models must change and evolve if they are to be useful
throughout the whole life cycle of the Virtual Enterprise. Model evolution and
changes must be performed in accurate time and taking into account all the
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Fig. 1. Interoperability problem among different enterprises at the modelling level

aspects and possible partners affected by the modifications. This solution must
be supported by an adequate synchronisation (see Fig.1).

In this paper, we have defined and analysed a set of requirements that are
necessary for the synchronisation of enterprise models in a Virtual Enterprise.
In order to classify these requirements we have taken into account:

1. The work developed in the group ’Synchronisation of Different Dis-
tributed Enterprise Models’ in INTEROP [12], where the requirements
were classify as: (a) consistence of models, (b) model maintenance and flex-
ibility adaptation in a distributed environment, (c) security of model man-
agement, (d) decisional and social aspects, (e) extraction of knowledge rep-
resented in different models, (f) federated analysing, (g) evaluation and sim-
ulation of enterprise models across the company boarders, (h) model design
procedures, and (i) model evaluation procedures.

2. The characteristics, structures, and objectives of Virtual Enterprises, dif-
ferent companies with different department structures and different policies
but with a common objective.

3. The results and experience obtained from the different projects developed
on Virtual Enterprises by our research group.

The classification proposed in order to analyse a first set of requirements has
been simplified to four main categories: organisational and decisional category,
ontological category to deal with concepts and contents, technological category,
and modelling language category. The aim of defining this classification has been
to organise the fields to study and to better analyse the main necessities in a
Virtual Enterprise.
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4 Requirements for Synchronisation of Virtual Enterprise
Models

In defining and analysing the necessities for a complete synchronisation of en-
terprise models in Virtual Enterprises, no requirements about Modelling lan-
guage category have been considered, taking into account that UEML solves
transformations and mappings among Enterprise Modelling Languages. The fol-
lowing tasks were developed in order to define a set of requirements to synchro-
nisation of enterprise models in the Virtual Enterprise:

– Review of requirements defined for UEML that were considered to be
outside the scope of the UEML Project [3]. Some of them are related to the
capacity of enterprises to collaborate and to synchronise their models.

– Review of other approaches and projects [13,14,15] that deal with
problems that can be solved by means of synchronisation of models or that
use this issue as part of the solution proposed.

– Addition of new requirements considering particular aspects and char-
acteristics of a Virtual Enterprise.

Regarding the issues considered and defined in the previous section, the re-
quirements were organised in the following categories (see Fig. 2):

– Organisational and Decisional category: partners that make up a Vir-
tual Enterprise have common objectives and share enterprise models that
are connected to each others. These connexions must be identified and con-
trolled by establishing a suitable form of synchronisation. When a partner
needs to modify a process that affects other processes from other partners

Fig. 2. Synchronisation of enterprise models in Virtual Enterprises
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in a Virtual Enterprise, some criteria about how to deal with these changes
and when are needed. Changes can affect different organisations in a Virtual
Enterprise and all of them must agree to update these models, it could there-
fore become a decisional problem. Thus, requirements about organisational
and decisional aspects have to be defined (see Table 1).

– Ontological category: distinct enterprises have different notations, con-
cepts and levels for naming any aspect that is modelled. Each of the partners
can be from a different industrial sector, or can be in a different position (i.e.
supplier or customer) in the Virtual Enterprise; people from each company
have diverse backgrounds and knowledge and what should be more frequent,
a different notation or vocabulary. Therefore, it is essential to define require-
ments that will help to define a common conceptual framework that allows
models to interoperate (see Table 2).

– Technological category: each partner in the Virtual Enterprise, even if
using the same Enterprise Modelling Tools, could represent its processes
using different levels of detail, precision, and so forth. To establish what is
needed to deal with correct models from a technological point of view will
be needed (see Table 3).

– Modelling language category: this aspect will not be taken into account
in this paper. Although it is an important issue to establish a good synchro-
nisation of inter-enterprise models, the requirements needed to solve this
problem are considered in the UEML Project [3].

The requirements for each of these categories are presented in Tables 1, 2, and
3. These requirements are based on a Virtual Enterprise where partners need to
share enterprise models in order to establish flexible and effective cooperation
through the synchronisation of these models. A basic situation could be as fol-
lows: an enterprise A needs to update part of its models that are connected to
other models in enterprise B, and the changes produced in models in enterprise
A affect models in enterprise B.

4.1 Organisational and Decisional Requirements

Enterprises involved in a Virtual Enterprise must develop procedures to define
different levels of models. The main goal is to establish a correct organisational
policy for introducing new versions of enterprise models. This category should
define whether the changes can be assumed automatically by all the members
of the Virtual Enterprise or if they need previous discussions and agreements.
In this case, semiautomatic or manual procedures must be developed to guaran-
tee the correctness of the synchronisation process. The requirements related to
establishing this kind of procedures are shown in Table 1.

On the other hand, employees’ participation in the synchronisation process is
required to assure its success. Therefore, setting up a work group with people
from all the partners in the Virtual Enterprise can be useful to evaluate and
make decisions about the evolution of enterprise models in a synchronised way.
This group will work together and be in contact throughout the entire life cycle
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Table 1. Requirements in organisational and decisional category

Requirement Description

To define procedures and mechanisms to
allow sharing of models between enter-
prises

Procedures for managing common parts
or parts of models in a Virtual Enterprise
are necessary to be in a position to make
better decisions about changes

To detect model changes that affect mod-
els of other enterprises

Any change in a model of enterprise A
that affects models or processes modelled
in enterprise B has to be detected

To generate the description about re-
quired model changes

When a change in a model of enterprise
A is produced, information about mod-
els affected in enterprise B also has to be
generated

To define procedures and mechanisms for
enterprise B to confirm or reject model
changes. Any change in one of the com-
ponents of a Virtual Enterprise has to be
notified

Changes can be accepted or not, depend-
ing on whether the change is compulsory
for all partners of the Virtual Enterprise.
For instance, strategic aspects must be
analysed before implementing the change

To define security levels It is necessary to define different security
levels for users who can maintain models
and make decisions about them

of the Virtual Enterprise, and one of the main benefits will be the ongoing
communication that will help to make decisions.

4.2 Ontological Requirements

One of the main aspects that must be supported by synchronisation of enterprise
models is the sharing of concepts, notations and meanings. Therefore, the defi-
nition of one ontology that gives support to all these aspects is really important
in Virtual Enterprise in order to achieve a real synchronisation at the modelling
level. The requirements related to ontological aspects are described in Table 2.

Synchronisation of models deals mainly with the content of a model and
not with modelling languages. Therefore, it is related to ontological issues i.e.
semantics of the models. Results obtained in recent works on ontologies and
semantic enrichment of enterprise models should be analysed in order to be
studied and included in this category of requirements.

4.3 Technological Requirements

As regards the technological level, the easiest solution would be for all the part-
ners in a Virtual Enterprise to adopt the same Enterprise Modelling Tool to
develop their models. This is the solution proposed in the ARDIN Architec-
ture [6], where a common platform is defined for using by the partners, but this
is not always possible due to several reasons.
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Table 2. Requirements in ontological category

Requirement Description

To maintain information consistence be-
tween models

One of the main issues to be dealt with is
the information shared between models.
Concepts and names must be consistent
and must always keep the same meaning

To define common concepts in order to
adapt and connect models in a Virtual
Enterprise

When some enterprises decide to cooper-
ate in a Virtual Enterprise, it is necessary
to define a common framework in order to
define concepts and knowledge that can
be shared and used

To define mappings It is necessary to establish correspon-
dences between concepts that can be ex-
plained and understood in different ways

Table 3. Requirements in technological category

Requirement Description

To provide different levels of automation
for model updates

When some enterprises decide to cooper-
ate by exchanging their enterprise mod-
els, they need a mechanism to define
a priori different levels of model up-
dates: manual, semiautomatic or auto-
matic. Some changes can be obviously
considered in any model but others would
need analysis and decisions

To provide control of versions and
changes

Regarding models that can change and
affect different elements of the Virtual
Enterprise, controlling different versions
correctly is fundamental

To provide a standard exchange format
with which to exchange models

For example, the use of XML to enable
the exchange of models

To promote the use of homogeneous tools
to improve and help synchronisation in a
Virtual Enterprise

Tools can also help in version control, the
use of homogeneous tools is an important
decision that will improve synchronisa-
tion and model changes

To make easy concurrent access to models To enable sharing of the same model be-
tween different users in real time

In any case, if distinct partners use different Enterprise Modelling Tools, these
tools need to have export and import utilities to enable the exchange of enterprise
models. Although, this kind of utilities is not enough, and more facilities and
functionality are required in this kind of tools in order to achieve a complete
synchronisation of enterprise models. The set of requirements related to this
technological aspect are detailed in Table 3.
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5 Conclusion

Virtual Enterprises need to develop mechanisms in order to interoperate through-
out their entire life cycle. This interoperability can be reached thanks to the im-
plementation of a good methodology for the design and creation of the Virtual
Enterprise and well defined procedures that allow the collaboration to be main-
tained. One of the main questions to help these methodologies and procedures
is the use of inter-enterprise models. But enterprise models must be updated in
order to show any change or modification carried out in the Virtual Enterprise
or in any of its partners. Synchronisation of enterprise models is, therefore, an
important issue for the success of Virtual Enterprises and developing well defined
procedures to achieve this model synchronisation will be an important aspect to
be considered in the evolution of this kind of enterprises.

How changes in models or in the processes represented by these models, can
be detected in order to synchronise them with other models in the same Virtual
Enterprise, and how the models can be updated taking into account decisional
aspects from all the partners involved in the Virtual Enterprise are some of the
questions answered by the set of requirements proposed in this paper. This is
a first step to achieve a good synchronisation of inter-enterprise models in a
Virtual Enterprise and the future work is going to improve and to enlarge the
definition of the requirements in order to identify more necessities and to better
evaluate them.
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Abstract. With the new middleware IT technologies such as Web Services and
peer-to-peer computing facilities, a Virtual Enterprise can be built easier achiev-
ing some problems of interoperability. Although existing standards deal with syn-
tactic issues they are primitive for the maintenance of VE while the processes are
fulfilled in the untrusted and dynamic environment of the Web. In this paper, we
investigate the problems of maintenance and propose a generic model that can be
used for the automation purposes of monitoring and management. The mecha-
nism we propose models the process of the Virtual Enterprise and the perspective
of process manager. Thus, it automates the maintenance according to predefined
configurations.

1 Introduction

The Web services standards such as UDDI [8], WSDL [3] and SOAP [10] make inter-
organizational interactions easier than in the past. Like previous generations of middle-
ware supports, they aim to facilitate application integration. Although they can achieve
some of important interoperability problems and make loosely-coupled collaborations
easier, they are too primitive for the automated invocation and composition of services
and for the maintenance of built compositions. To deal with these issues, existing WS
standards need to be supported with additional languages, architectures, and related ap-
proaches. We notice various efforts in the research literature such as BPEL4WS [7],
OWL-S [5], WSLA [4] that aim to complement existing standards with additional fea-
tures providing formal specification for automated discovery, composition, and execu-
tion of WS based virtual collaborations.

However, the use of a set of services in tandem to achieve a precise goal with a num-
ber of constraints, goes beyond the use of common data formats and exchange mecha-
nisms. It requires complex, dynamic, adaptive mechanisms that permit to monitor and
manage WS collaborative processes with minimal problems of reliability, performance
and cost. In this paper, we review some difficulties of the automated monitoring which
is the core part of process management frameworks and we explain our initial ideas
about our monitoring approach and framework.

The rest of paper is organized as follows, the next section details the problem state-
ment while Section 3 explains the overview of our approach. Next, we detail the mecha-
nism of our approach. Section 5 gives a case study where our approach can be deployed.
Section 6 reviews similar works, then we conclude and make a discussion about our
future work.
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2 Problem Statement

A Web service based Virtual Enterprise(VE) gathers autonomous organizations that
provide particular capabilities to enact a collaborative business process. As in tradi-
tional business activities, the virtual collaboration has a number of goals such as the
respect of mutual commitments, the increase of benefits, the decrease of risks and the
protection of privacy. In the highly dynamic and untrusted environment of the Web,
it is unrealistic to expect the outcome of a complex process to be as planned initially.
From a process management automation point of view, the execution of collaborative
process should be supported by additional mechanisms that permit the monitoring of
its behavior. The observation of process activities helps process managers to analyze
the performance of contributors, to detect anomalous behavior that can cause lately un-
wanted situations or to review management alternatives that can increase benefits. The
challenge of an ideal monitoring agent -human or software- is to fulfill its task in a real-
time, accurate, reliable and autonomous manner. The limitations of existing middleware
technologies and antagonist nature of different business features make the setup of an
ideal monitoring support very difficult. For example, if a monitoring agent requires a
key data which characterizes the state of an observed service and if this data is private
to the service that holds it then the outcome of the monitoring can not be efficient,
or there is always a network delay between the occurrence and detection time of an
event in the observed system. The second important issue is indirectly related to simi-
lar limitations, the process monitor decides what characterizes an undesired or wanted
behavior of an activity while there are no certain and precise facts. An execution can
be considered as a normal behavior by a monitoring agent and as abnormal behavior
by another. Most of the time, the monitoring analysis can have fuzzy nature. Classical
monitoring solutions that we detailed some in the Related Work section, try to compute
conventional process properties such as deadlines or costs with exception based analy-
sis. First, this approach that does not provide any predictive indication concerning the
future states of activities can not be an efficient support for the ad-hoc nature of Web
services context where there are numerous management alternatives at the disposal.
It lacks for rich semantics and support that can permit process monitor to express its
interested features.

We focus on pro-active and predictive business management which goes one step
further comparing to classical management approaches. We try to provide monitoring
analysis as close as possible to realistic facts. Our aim is to provide a generic sup-
port for human process managers permitting to define, compute their interested process
measures.

3 Overview of Our Approach

Our approach aims to provide a support composed by structures, concepts and algo-
rithms to facilitate the automated monitoring of WS based virtual enterprises. In this
context, we consider a VE as an organization that crosses the boundary between the
virtual and physical world. Because an information system that provides a service is a
part of an overall process that makes effects in the physical world.
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3.1 Virtual Enterprise Process Model

This section provides a brief introduction to process models of virtual enterprises. The
first step of the process management is the selection of the services to compose. The
process manager chooses services according to their functionalities they provide and
process constraints, it defines the dependencies that exist among them. The process can
be initially scheduled or the services can be dynamically chosen during the enactment.
The process manager can compose services using computation patterns(e.g. Workflow
Patterns [9]). Although there is a flexibility, the process has a number of global con-
straints that must be respected such as the global cost or a deadline. Another important
point that concerns the composition is the dependencies among services. Among de-
pendencies, there are different degrees that can tightly couple one service with another.
For example, a service is supposed to begin its execution at a precise date and it needs
the output of another service at this date. If the former fails then it will cause cascading
impacts on service that follow it. As a matter of monitoring, a system designer puts
emphasis on critical dependencies.

3.2 Service Behavior

The service behavior is the characterization of the instantiated service operation such
as the way it produces and consumes events, it responds to invocations or it operates
on business metrics. In the previous section, we mentioned that the monitoring out-
come can not be the result of an ideal analyze. To model the monitoring analysis of a
monitoring agent, we consider two kinds of monitoring analyze:

1. Exact output (EO): The exact output is the result of an justified analyze done by a
monitoring mechanism. In such cases, the output of monitoring describes a situa-
tion that really happened or will certainly happen.

2. Indicational output (IO): The second type consists of analysis that give precise
information about process states and behavior.

The EO is specified using predicates in first order logic and do not depend on any
subjective analyze. The predicates depict relationships among involving entities. If the
predicates that illustrate the healthy execution hold then the process enacts or will enact
as planned. If the predicates that illustrate unwanted executions hold then the service
can fail or can not be enacted as planned. For example, a service that uploads a certain
amount data over a network will precisely fail if the rest of data can not be uploaded
before the deadline using the maximum bandwidth of the service consumer.

The IO consists of sophisticated analysis that takes as input broadest view of the in-
volving entities and gives indications about run-time process sevaluation as output. The
indications can be behavior analysis such as compliance, deviation or violation of ex-
pected behavior, performance analysis such as low, normal or outstanding performance,
or any analyze required by process manager.

4 Putting Automation into Practice

The key of our approach is to configure the monitoring policies of a VE at high level ab-
stract processes. The configuration consists of the mining of metrics and events involv-
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ing in the process. Precisely, we choose measurable illustrations to express the analysis
in order to provide a good support for the comparison of uncomplete or undetermined
behavior.

4.1 Definition of Entities to Compute

The process that will be enacted by different services has a number of constraints and
has an initial execution plan. Each service guarantees a number of commitments such as
the beginning date, end date, their capabilities and associated qualities to provide. The
process manager has the unambiguous knowledge of the process constraints and the
agreed behavior of services. The second set of information to compute is the run-time
behavior of the services. The run-time behavior expresses the properties of the opera-
tions done by the service related to its agreement with service consumer. The behavior
of the service can be examined in a single instantiation or in loops. Thus, its behavior
is stored in process logs and it is compared to its agreed execution. Besides these two
observable and objective phenomena, the process manager defines an expected(or de-
sired) execution of the used service. The expected behavior of a service can be defined
using the critical relationships, dependencies, previous use of the service or with the
expertise of the process manager. For example, there is a critical dependency between
two services such as a service needs the output of its preceding before a precise date
to begin its execution, otherwise it fails and causes a damage to process manager. If
the preceding service has the habit to fulfill its task far before the deadline, the process
manager can be concerned when it does not as previously or to make a reliable compo-
sition the process manager may want the service to fulfill its task as soon as possible.
Contrary to classical approaches, we do not rely the expected behavior of the service
only to its former execution results. It can be calculated by the run-time environment
of that time also. For example, if there are circulation problems, a delivery service can
be expected to be later than usual. The goal of monitoring framework is to check the
conformity of the run-time behavior of the service and its expected behavior.

Process description. We call P , the description of the process. It consists of process
constraints, actors, objects, services to compose and the qualitative and quantitative
properties of the process. The Process Manager plans the initial execution of the process
defining the relationships among the entities involved in the process. Briefly, the set P
describes what a process is supposed to provide when it is started.

Process behavior. We call C, the current state of the process. The process behavior
consists of features that illustrate the current state of services such as received QoS,
fulfilled steps, underlying network activities or any information that can illustrate the
current state of observed services. The C characterizes what the process has been doing
since its start.

Process expected behavior. We call Q, is the description of the expected execution of
process described by P . For example, let’s suppose there is service that consists of a
good delivery before a deadline. The good can be delivered at any time between the
activation date of the service and its deadline. If the service requester is concerned by
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the failure of this service, it can consider to take precautions before the deadline. In
case where there are no alternatives to execute before x hours before the deadline then
this precise date can be a critical point of the service that the service requester expects
the fulfillment of the service. The expected execution of a service can defined by using
various features such as the reputation of the service. For example, let’s suppose the
service delivered the good always y hours after its invocation in the previous invocations
then its behavior can be its expected execution.

4.2 Monitoring Engine

We introduce a monitoring function M that takes a process(or a party of a process) as
input, uses disposed information to analyze its state and returns EO or IO.

Due to lack of space and facilitation of the lecture, we consider a set of sub-services
that compose a complex service that can be observed independently. The technique
that we use for sub-processes can be easily thought for the process in general. A sub-
process, itself, can be considered as a basic service. For example, a service that delivers
several goods with different properties in different contexts after the reception of an
order. We can consider the deliverance of each good as a sub-process. The motivation
of our approach is to not detail complex interactions or various outputs that can have
place but to show how the behavior of a service can be modeled.

Definition 1 (Monitoring function). The M is a function that takes as input a running
service and returns either an information that depicts a precise and justified state(EO)
or analysis(IO) about this service.

Let S the set of monitored services that compose the process described by P ,

M: S −→ [0,1]

The return value of M has different meanings, the two return values of M correspond
to EO:

Let s ∈ S, s is sub-process(or a service) of an overall P ,
if M(s) = 1 then the service is provided or will be certainly provided as planned,
if M(s) = 0 then the service is failed or will not be provided as planned,

The intermediate values in ]0,1[ characterize the run-time behavior of monitored
service, the convergence toward 1 can illustrate the completion of a running service as
planned, or an outstanding performance. The convergence toward 0 can illustrate the
deviation of a service from its expected behavior or an irregularity.

The algorithm below depicts partially the intern mechanism of M function while it
illustrates IO.

• Γ is the set of predicates that illustrate the planned fulfillment of observed service,
they consist of relationships between P and C. In case they hold, the service is
fulfilled or will be certainly fulfilled as planned,

• Λ is the set of predicates that illustrate the failure of a service contrary to its planned
fulfillment, in case they hold the service is failed or will certainly fail,
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• si ∈ P , is an output, effect, or step of a service, it is described by quantitative and
qualitative features such as a service that uploads data.

• ci ∈ C, is a set of information associated with run-time si. It can be the amount
transfered data, current time, underlying network activities related to transfer etc.

• cj
i is one particular aspect that characterizes the context. For example, cj

i can be
the temporal context of ci, and cj+1

i can the fact that concerns only the received
amount of data,

• Δsi
ci

depicts the relation of si and its run-time state ci, Δpi
ci

is composed by {Δsi

c0
i
,

... Δsi

cj
i

, Δsi

cj+1
i

...}, the states that describe the current state depending on single as-

pects. For example, the completion of the service can be related to received amount
of data then the Δsi

cj+1
i

will characterize the current state of service using the rate

or difference of received and total amount of data to transfer. Normally, Δsi

cj+1
i

will

converge to 1 while the received amount of data increases, or will be constant while
there is no reception of data.

• Each Δsi

cj
i

has a weight in the composition of Δsi
ci

, we call a weight υj
i , and υi, the

sum all weights,

Algorithm 1: Monitoring function computation algorithm

∀λ ∈ Λ, ∀γ ∈ Γ , Δsi
ci

∈ ]0,1[,
1: while(¬λ and ¬γ),
2: for(all running si)
3: for(all associated cj

i )

4: Δsi
ci

← Δsi
ci

+ υj
i

υi
Δsi

cj
i

5: end for
6: end for
7: end while

The above algorithm depicts partially the monitoring function that computes a ser-
vice s. We chose the part that concerns the analyze of a running or invoked si. We
do not depict the predicates that illustrate EO as they consist of conditional relation-
ships. This algorithm iterates(1-7) as long as the predicates that illustrate the EO do
not hold. For each observed si, a Δsi

ci
is calculated(4) using all of the different Δsi

cj
i

and their weights(3-5). As the algorithm iterates Δsi
ci

can have different values over
observation interval. Continuous values of Δsi

ci
can show the changes of the service

since its invocation, its completion, its irregular behavior etc. The analysis made by sin-
gle sis can be gathered to have the IO of the service s in order to make more general
analysis.

The operation of the monitoring function is the subject of the process manager. It
leaves much room for configuration, the process manager can rely the state of a service
to the properties it desires. If the outcome of a service consists of an instantaneous fea-
ture, it is hard to model its behavior because one property that can be interpreted is the
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response time to an invocation. But its behavior can be modeled in multiple instantia-
tions using the quality of the its operation after each invocation.

4.3 Process Decision Engine

The decision engine uses the output of the monitoring function, it consists of comparing
the run-time behavior of the service to its expected behavior. If the running service is
not likely to be fulfilled or gives a bad performance, it can be aborted and a better
service can be chosen. If the running service gives bad signs and the alternatives are not
desirable because of their cost or risk, the running service can be kept. In this paper,
we are not concerned by how one can define the expected behavior of a service using
dependencies or previous executions, we will study it in the next work. To facilitate the
selection of relevant execution plans, we define quality properties for each management
decision that can be done.

The set of alternatives . The set Wi={w1
i , w

2
i , ..., wn

i , ...} is a finite set of actions that
can be done when si of a service is enacting. Each element wn

i of Wi has: an associ-
ated cost ctni , an income gn

i , a risk rn
i , and can have an associated set fcn

i that includes
its forward choices. We do not mention the set of W that includes all sets Wi for all
the whole process that uses the observed service. The management decision consists
of choosing one of the alternatives of Wi including the kept of the existing enactment.
As the new services are discovered continuously, or when the number of possible ac-
tions decreases over the execution, the cardinality of Wi can change. The critical points
that we have mentioned in 4.1 are actually the points that the elements of Wi are very
limited. In the critical points, the elements of Wi can be only canceling or keeping the
execution. We define a decision function D that takes a service and the set of manage-
ment alternatives that can be done during its execution as input, and returns a alternative
to execute as output.

Definition 2 (Decision function). The decision function D, is a function that takes as
input a service and alternatives that can be performed. It returns the best decision that
corresponds to its inputs.

D : S × W −→ W
As we did in the definition of monitoring function, we define D partially. The algorithm
2 computes the monitoring result of a service si with its alternatives within Wi and
gives the best decision corresponding to the state of si.

• Δsi
ci

is the result of monitoring analyze done for si

• qici
is the expected state of si in the context ci. For example, if cj

i consists of data to
transfer then qicj

i
is the expected amount of data that is supposed to be transfered,

• qici
is calculated like Δsi

ci
, different weights are taken into account, we call ϑj

i , the
weight of each qicj

i
and ϑi, the sum of all weights,

• msi is the depicts the deviation from expected execution,
• � is an operator that returns the difference of an expected execution and current

execution,
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Algorithm 2 : Management function computation algorithm

∀λ ∈ Λ, ∀γ ∈ Γ , qici
∈ ]0,1[

1: while(¬λ and ¬γ)
2: for(all running pi)
3: for(all associated cj

i )

4: qici
← qici

+ ϑj
i

ϑi
qicj

i

5: end for
6: msi←Δsi

ci
� qici

7: if msi≥0 then keep execution else
8: review alternatives end if
9: end for
10: end while

In the above algorithm, for each si an expected execution is calculated(3-5).
The algorithm calls the monitoring function(6) and uses its return value Δsi

ci
in order to

compare to its expected value. The management policy we used in this algorithm is very
basic, if the expected and current state are equal or there is an outstanding performance
then the running service is kept(7), else the management alternatives(besides keeping
the execution) are reviewed(8). This process can be resulted by the choice of an
alternative which is better than keeping the running service. The alternatives are taken
into account basic properties such as income, cost, risk and the alternatives that can
follow them.

To compare the expected and current state of a running service, we use a special
operator of comparison (�) that expresses only concerned differences. The algorithm
we used, can be extended easily to express the general behavior of a service, for example
the record of differences between expected and current state of all sis can be illustrated
as its general quality over its use of its sub-processes.

5 A Case Study: Distributed Software Production

This section presents a simple example of collaborative software production process.
According to [1], it has been estimated that the software development industry has an
85% failure rate in the development of software products. This means that most of the
time, the outcome of a software production does not accomplish its planned results.
When the development occurs over the Web, the production becomes more difficult.
The processes and entities involving in them should be rigorously managed.

The scenario we use in this paper can be resumed as follows, the software
house(SH), a software development agent that produces software for end-users, has
customers that place orders including the complete and unambiguous description of
the software they require. The SH makes a production planning and dispatches differ-
ent components and steps of production among its partners(service(s)) that provide
corresponding services(functional core development, user interface development, de-
livery to end-user, payment service ...). The agreement of SH and its customer depicts
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CD
GD

DS

Service CD

Total size = 10000 KB

QoS = 30 crashes for 1000 op.

Completion time = 10 days

1.day 200KB 8 crashes

2.day

3.day

4.day

5.day

6.day

7.day

8.day

9.day

10.day

2000KB 24 crashes

500KB 5 crashes

800KB 6 crashes

800KB 13 crashes

500KB 20 crashes

3500KB 12 crashes

1000KB 4 crashes

500KB 18 crashes

200KB 6 crashes

Delivery over 10 days Test results

Table A

Table B

Fig. 1. An example of service composition

the aspects related to quality of required software such as the number of time that the
software can crash in a precise period or the execution time of a operation and the fea-
tures related to classical production process such as product delivery date or payment
process. The SH plans an initial production and makes best effort to respect its agree-
ment. During the production process, SH has initiatives. Basically, it can abort a service
that does not show its expected performance, it can choose a cheaper service instead
of an activated service canceling the latter, or for a risky dependency it can choose
providers having good reputation. Due to lack of space, we explain one step of the
complete production scenario. The figure 1 depicts three services used in the produc-
tion, Core Development(CD) service, GUI Development(GD) service, and
Delivery(DS) service. There are serial dependencies among services, GD and DS
use the outcome of the preceding services. The si to observe consists of the production
of a software functional core composed by independent components(which has 10MB
size), an expected quality(less than 30 crashes for 1000 operations invoked), all of the
components must be delivered at most in 10 days. In this example, we suppose the sep-
arate components are delivered when their production are completed. The elements we
mentioned above, describe the service outcome to observe. The system designer de-
fines a monitoring and management policy for this service. The corresponding IO of
this service can be defined by various ways. The completion of service can be associ-
ated to the amount received components proportionally to the total expected amount.
In this case, the IO of the service converges toward 1 according to the relation of re-
ceived and total expected amount of components to transfer. In the figure 2, graphic(1)
illustrates the IO associated with this relation. As example of the delivery, we used the
data of Table B in the figure 1. The implementation of corresponding M function is
the proportion of received and total amount of data. If the system designer lies the IO
to this relation then the default output of M is a certain value close to 0. We can not
consider 0 because, it corresponds a service which is not fulfilled as planned and also
we can consider 1 as a return value if the service is fulfilled or certain to be fulfilled
as planned. In the graphic(3), the system designer that is interested in temporal context
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Fig. 2. Examples of monitoring output and corresponding expected states

associates the output to the relation of current time and deadline. Thus, he does not
take the other metrics into account, he considers the service approaches to its failure as
long as its is not fulfilled completely. In this interpretation, logically, the default state
of the service is very close to 1 but its not equal either to 1 or to 0 as long as there is
certain information about the fulfillment or failure of the service. In the same figure, the
graphic(2) illustrates the state of service according to the number of crashes detected
for each delivered component. As 30 crashes characterizes the failure of the service,
the output is close to 1 when the number of crashes is not high. In the same figure, the
graphic(1’) depicts the expected state of the service according to the relation of (1). The
intention of system designer consists of the expectation of regular component delivery
that will begin with the invocation and end before the deadline. If we compare visually
or arithmetically two illustrations, there is no important deviations. In the graphic(2’),
the expectation of the system designer consists of a constant quality for each delivered
product. In this case, the comparison of the service behavior to expected behavior gives
the signs of deviation from expectations. The expectation depicted in graphic(3’) can
be interpreted as follows, the service is expected to complete its fulfillment before the
deadline. In our example, the service we considered ends its fulfillment just before its
deadline. As result, at a certain date, the management function considers this service
deviates from its expected execution.

The most efficient way of computation is to gather all of separate illustrations in a
single illustration. Their importance in the composition can be characterized with the
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weights. Actually, the graphics(1, 2, 3) correspond to three Δsi

cj
i

, the graphic that will

fusion them with their weights will be Δsi
ci

. The graphics(1’, 2’, 3’) correspond to three
qicj

i
and respectively their fusion will be the qici

of the service.
In the graphics, we do not label the x line, the observation can occur over the time

or single events.

6 Related Work

The work of Xu [11] is one of the closest works to ours. The authors consider the col-
laborative process as an e-contract. The parties have predefined mutual commitments
composed by predefined actions series. Within the commitments, the actions are in-
terconnected with temporal relationships that called constraints. The commitments are
observed during the enactment, the monitoring party puts guards on constraints, the
guards capture how far the commitments have progressed. If there is a non-compliance
to prescribed scheme of actions, the concerned parties are notified.

Sayal et al. present in [6] a set of integrated tools that support business and IT users
in managing process execution quality. The authors provide a data model and a generic
architecture(HP Process Manager) to model and compute the execution of processes.
Although the approach is interesting, it suffers heavy analyze of workflow log data.

Cardoso et al. [2] propose a model to manage workflow components from a QoS
perspective. The QoS presented includes three dimensions: time, cost, and reliability.
The QoS measures are applied separately to each workflow task and then they are auto-
matically computed for the overall QoS of the workflow.

In the literature, there are many examples of Web service composition propositions
that rely the behavior of a Web service to its network level activities such as response
time to any invocation, availability, the probability of response to any invocation etc. In
these approaches, the metrics and events that parameterize the behavior a service do not
characterize the process manager perspective. In our work, we are mainly concerned by
high level business properties of the processes.

7 Conclusion and Outlook

In this paper, we examined the problem of VE maintenance within the context of WS.
In the dynamic context of the Web, each process manager has an individual policy that
governs the processes. We proposed a generic mechanism that can be used to express
monitoring and management policies computing basic semantic features of services.
Our proposition includes a monitoring function that can compute basic relationships
among process metrics, events, and objects. The monitoring is processed with measur-
able and continuous indications of how likely the process is enacted. The management
mechanism we propose, uses a similar mechanism to deal with different alternatives.
It permits the automated comparison of different alternatives according to their basic
properties.

This paper depicts the preliminary concepts our future work. Our aim is to provide a
framework that can monitor and verify the run-time behavior of the Web processes and
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also manage the composition of Web services according to the management policies.
The model we proposed requires a complex data model that will express basic properties
of processes and the features that characterize their key performance indicators. The
technologies that can support our effort are data warehousing and mining techniques,
complex event processing, workflow and business policy management approaches.
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Abstract. This paper proposes a methodological approach for process evalua-
tion in health care system. This methodology allows conceiving a software  
environment which is an integrated set of tools and methods organized in order 
to model and evaluate complex health care system as a Supply Chain. The pro-
posed methodology is applied in New Hospital of Estaing (NHE). 

1   Introduction 

Health Care Systems can be seen as a Health care Supply Chain (HSC). We define 
HSC as an opened set, crossed by human, material, informational and financial flows. 
HSC is composed of autonomous entities (suppliers, hospital departments, logistic 
services and external medical services…) which use restricted resources (time, mate-
rial, capital…) and coordinate their actions thanks to an integrated logistic process to 
improve firstly their collective performance (patient satisfaction) and secondly their 
individual performance [1]. Because of changes in financing modalities of public 
hospital, HCS manager has to possess a set of tools and methods capable of helping 
him in design problems as in piloting problems. It is worth noting that there is a need 
for a general approach for both HCS modeling and its evaluation which combines 
data from physical flow, informational flow, and financial flow in one type of soft-
ware which is more than a global Advanced Planning and Scheduling (APS) [2]. We 
call Advanced Budgeting and Scheduling (ABS) this type of APS which combines all 
the flows (physical, financial, informational) and integrates data from the information 
system. Because of the number of entities, applications, and flows, connections be-
tween information system and decision making tools are difficult. Data integration in 
HSC has a double aspect: interoperability and standardization of data. This integration 
in HSC consists in sharing and communicating data coming from heterogeneous data-
bases (patient care databases, managerial heterogeneous databases…). In this context, 
decision models are going to play a crucial role. Their characteristic is that they re-
quire data representing several types of flow, like patient, human (other than patients), 
materials, financial and information. These flows interact between them in various 
entities of the system at different time and space scales. The purpose of this article is 
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to propose an approach to evaluate performance in a HSC by discussing connections 
among all the Supply Chain flows concerned with management science and computer 
science and to connect decision making software with HSC information system. 
These flows are mainly physical and financial flows. Judging from the literature, 
these flows do not always overlap in a Supply Chain. Nevertheless, we believe there 
are important synergies worth exploring. This paper is organized as follows: in next 
section, a state of the art about HSC modeling and evaluation is given. A modeling 
methodology which explains how linking physical and financial flows is presented in 
section 3. Section 4 is dedicated to a real case study, the New Hospital of Estaing. The 
case study is introduced to illustrate the modeling methodology processes. Finally, 
conclusion and future research work are presented. 

2   State of the Art 

In this section, we present a brief state of the art on the two domains that influence 
our works: the evaluation systems which combine financial and physical flow for 
Supply Chain and HSC, and a typology of modeling problem for HSC.  

2.1   Supply Chain Physical and Financial Flow Evaluation 

In a literature review, [3] show that Activity Based Costing (ABC) system is the best 
type of cost model for complex system because of its connections with Supply Chain 
management. The ABC method considers the organization like a set of activities. 
Each activity represents an interface between used resources and objects of costs. As 
shown by [4], integrating financial flow and physical flow in Supply Chain manage-
ment is essential to optimize financial flow. Nevertheless, almost all scientific litera-
ture [4] concerning physical flow impact on financial flow deals with Supply Chain 
network configuration which is a strategic problem.  

2.2   Modeling Typologies in Health Care Supply Chain  

The HSC manager has to possess a set of tools and methods able to help him in design 
and in piloting problems. In a generic way, whatever the Supply Chain under study, 
these problems can be classified according to three temporal levels [5]: (i) strategic 
level, which correspond to design problem and HSC’s network’s construction; (ii) 
tactical level which corresponds to network’s utilization, adequacy means/needs; (iii) 
operational level which relates to HSC’s piloting with short-term. These various tem-
poral horizons need different modeling levels for any modeling study realized to bring 
decision-making tools. It is interesting to couple temporal sight with various possible 
types of modeling and simulation on HSC. Three approaches [6] allow characterizing 
a modeling approach by flows thanks to 3 types of modeling: macroscopic, 
mesoscopic, and microscopic modeling. Macroscopic modeling considers the flow in 
a complex system as an aggregated phenomenon, whereas microscopic modeling 
considers individual interactions. Mesoscopic approach incorporates entities in pack-
age forms and constitutes an intermediate level between the macroscopic one and the 
microscopic one. Table 1 shows the coupling between these three approaches with 
various temporal horizons. 



 A Methodology for Process Evaluation and Activity  377 

Table 1. The coupling temporal horizons and surrounding areas of modeling 

Activity controlling
Ex: Resources daily 

adjustment in nursing staff 
[15]

Process controlling
Ex: Operating process 

modification according to 
emergency situation [14]

Network controlling
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between entities in HSC [13]

Activity configuration 
Ex: Resources planning for 

supply of gasses [12]

Process configuration 
Ex: Resources planning for 

operating process [11] 

Network flows
configuration

Ex: Resources planning for 
the whole HSC [10]

Activity design
Ex: Redesigning the supply of 
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Process design
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Global design
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    Various types of problems for HSC modeling are thus characterized in table 1 and 
are clarified using an example from the literature. These types of problems correspond 
thus to dedicated problems. A study of approaches presented in table 1 by [16] shows 
that they are not easily re-usable. In a literature review about HSC modeling, [17] 
give a state of the art about global methodology for HSC and that many models are 
only a conceptual network without implementation, therefore very abstract to realize 
or only design and simulate for a specific problem and hence lack general applicabil-
ity. To conclude this section, note that there is a need for a general approach for both 
Supply Chain modeling and its evaluation which combines physical and financial 
flows thanks to ABC. 

3   A Modeling Methodology for Supply Chain Evaluation 

[18] propose a methodology called ASDI (Analysis-Specification-Design-
Implementation) used for the design and the implementation of modeling, simulation 
and piloting software environments dedicated to a domain. In this section we propose 
to use ASDI in order to conceive a modeling methodology for Supply Chain evalua-
tion. In the first paragraph, we present the methodology process. In paragraph two, we 
give a generic knowledge model for Supply Chain which integrates physical and 
financial flows. The principle of a model for PRocess EValuation and Analysis 
(PREVA) is given in paragraph three.  

3.1   Methodology Process 

Supply Chain behaviours study may be a complex task. That’s why we propose an 
approach dedicated to the study of such systems. The first part of the methodology 
(figure 1) is dedicated to the Supply Chain class system. Thanks to the integration of a 
paradigm view, ontology and epistemology for the modeling expert ate integrated in 
the methodology process. The Generic Domain Knowledge Model is dedicated to the 
domain. This model is built during Analysis and Specification steps, by identifying 
the common points of all the systems of the domain according to the entities that they 
contain and their functioning. During the Design step, the Generic Design Model is 
built by discovering and integrating, thanks to the Generic Knowledge Model, mathe-
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matical or simulation models. The component coding is done during Implementation 
step in order to build the Software Libraries. This modeling approach constructs a 
model of a system according to an iterative process ( on the right side of Figure 1). 
This process is divided into four phases (Figure 2):  

- (i) analysis and formalizing of data in order to design the knowledge model (the 
knowledge model of a system is a formalization in a natural or graphic language of 
the system operation and structure); 
- (ii) translation of the knowledge model into an action model (Action model is a 
descriptive or prescriptive model derived from the software components library for 
the system under study) using a formalism allowing its exploitation to provide per-
formance criteria;  
- (iii) exploitation of the action model to provide performance criteria;  
- (iv) interpretation of results and decisions about actions to perform on the system.  

Specific for Xi system
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Set of problem Z Domain of X type system
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Fig. 1. The proposed methodology 
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Fig. 2. Towards the integration of data warehouse in the modeling process of a complex sys-
tem: a crucial link for decision making for a complex system 
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The experience of modeling process used shows that data collect from many types of 
applications and many types of information systems is an important need in the mode- 
ling process of the system. Therefore, integrating data collect and interoperability 
between applications put this problem as an important point of the modeling process, 
as described in figure 2. 

3.2   Analysis and Specification for a Generic Supply Chain 

In order to formalize knowledge on a Supply Chain, ARIS (which means Architecture 
of Integrated Information systems) suggested by [19], and UML are used to model 
processes [20].The global model of a Supply Chain, presented in Figure 3 characterizes 
the links between the three sub systems and gives an operational and a functional view. 
    The development of a global knowledge model (Figure 3) proposing a holistic view 
of a studied domain is essential before building a model of a system, whatever 
 

Supply ChainSupplier Customer

Flow Element

Management Unit Business Unit

Input/Output
Interface

Input/Output Interface

Information Flow
Network

Financial Flow 
Network

Input/Output
Interface

Main network

Financial Element

Informational
element

Main element

1

*

1

*

1

*

1

*

1

*

1

*

1

*

1

*

Induit

Serve

Need

Manage

Induce

Induce

Transform

Need

Use

Manage

Serve

Uses

use

Need

Serve

Use

<Generate
Generate>

Supply> Supply>

DSS
PSS

SSL

 

Fig. 3.  Generic domain knowledge model for a Supply Chain (Extract) 



380 M. Chabrol et al. 

its type. The used systemic decomposition arises in the following form, for a complex 
system which is integrated in the Supply Chain, as for the Supply Chain system:  

- (i) the Logical Sub System (LSS) contains the transactions (flows) treated by the 
system;  
- (ii) the Physical Sub System (PSS), which is structured in small units (Business 
Unit) containing physical entities needed for elementary operations; 
- (iii) the Decision Sub System (DSS), which is structured in decision center.  

The three sub systems are thus complementary and communicating two to two. Sup-
ply Chain is considered as a finished number of complex systems which are structured 
with the systemic decomposition suggested by ASDI.  
    The system domain analysis enables us to distinguish three families of flows in 
LSS: the principal flow or main flow (customer flow, patient flow…), the information 
flow which includes any type of flows providing with the information on the entities 
circulating in the system, and the financial flow. Supply Chain is represented like a 
set of entities or nodes which are interrelated and its activities consist to treat, trans-
form and store the flow elements. The PSS includes Business unit (a sort of business 
unit), which are consisted of the main network, (Logistic network…) while DSS in-
cludes the decision-making centers and the management units which are consisted of 
the financial and informational networks. 

3.3   PREVA: A Generic Approach for Process Evaluation 

An evaluation model is conceived thanks to the generic knowledge model and the 
modeling objectives. Our approach gives to the Supply Chain manager the possibility 
to evaluate the impact on Supply Chain financial flow of different Supply Chain 
physical flow decisions, and to choose between strategies the best one. We call it 
PRocess EVAluation (PREVA). Action model is derived from the knowledge model. 
Mathematical approach, simulation or controlling tools can be used. Heuristics with 
financial and physical aspects are built in order to improve Supply Chain working 
thanks to knowledge model and Supply Chain objectives. The evaluation is done in 
three steps:  

• Step 1 Physical process evaluation: Action models give physical data about the 
physical flow. From these data a global evaluation is built.  
• Step 2 ABC (Activity Based Costing) evaluation: Our generic approach must be 
able to determine indirect costs consumption thanks to process cost evaluation on 
each business unit and for the global complex system. Between each business unit, 
transactions are evaluated in transfer price or in market price. Differences between 
Activited Based Costing and transfer price /or market price give managers the possi-
bility to evaluate value creation (a sort of profit level) in each system entity. 
• Step 3 Financial process evaluation: Thanks to ABC evaluation, direct and indi-
rect resources consumptions and net sales are determined. Because of the nature of 
the cost (calculated cost and real cost) and because of the payment term which is 
different between each type of resources and each type of customers (patients…), 
there is a difference, in medium term, or in short term between profit level and cash 
flow in the same period. Therefore, preceding periods have an impact on actual period 
in cash flow evaluation. Our model proposes to integrate cash flow thanks to re-
sources consumption evaluation in ABC. We are able to evaluate cash position and 
cash flow in each entity of the chain and for the global system. 
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    A formalization of PREVA for Supply Chain evaluation is given in [3]. Thanks to 
resources consumption in ABC and resources payment, a bridge is done between 
physical flows decision impact on financial flows (Figure 4). 
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Fig. 4. PREVA: A bridge between financial and physical flow 

    In next section, we give an example of the methodology implementation for a Sup-
ply Chain in a real case study. 

4   Methodology Improvement: Knowledge Model and Case Study 
in New Hospital of Estaing 

The reengineering of Clermont-Ferrand public health care system implies to transfer 
an old hospital (Hôtel Dieu - HD) on a new site: Estaing’s site. This project needs the 
construction of a new building called New Hospital of Estaing (NHE). This project 
mobilizes all hospital’s actors. All these professionals of health think about a new 
organization which will be more adapted to their needs. The objective of this change 
is the passage of a structure divided up to an independent units’ system registered in a 
pool with average outbuildings to reach objectives centered on patient. By the same 
way, hospital managers want to conceive a new information system to help them in 
operational, tactical and strategic decision making. In order to build this software tool, 
ASDI is used. The time horizon of this project is about 4 years. In this section, we 
only present the first part of the methodology, which consist in Knowledge Model 
Formalization. Knowledge formalization built with ASDI is given in paragraph 1 and 
Knowledge model using is given in paragraph 2. 

4.1   Knowledge Formalization with ASDI 

Inquiries are used to collect information and elaborate statistical data in order to build 
the knowledge model. This problem needs the interrogation of 60 persons (of medical 
and paramedical staff). This set of persons is representative. This interrogation allows 
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collecting knowledge following various sights of structure: medical team has a strate-
gic approach while paramedical has an operational vision. Thanks to this collect, 
ASDI process uses ARIS for knowledge model’s building. From macroscopic, 
mesoscopic and microscopic approaches organizing structure, we ordered current 
system’s structure according to 8 descriptive levels (figure 5). 
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Fig. 5. Descriptive levels of modeling in NHE 

These levels give a simplified vision of the system’s structure. It is important to 
choose models types affected to levels. Every type of model is composed of its own 
objects types and relations types. These models give diagrams of internal, external 
flows, horizontal, vertical views of system. They constitute a strategic tool for a hos-
pital organization’s description. Note that, how if they've been defined thanks to a 
query in HD hospital, these level are generic for each HSC. For each type of level, a 
different ARIS formalism and scheme is used. For example, for level 6 and 7, Process 
Chain is used. In the construction of knowledge model, knowledge collection was 
done according to competences pole to obtain an analysis basis to help hospital man-
agement. Managers, in using knowledge model constructed from the HD, can modify 
it directly from the perspective of a projection in NHE. Consequently, knowledge 
model allows having a NHE management vision before construction begins. Thus, an 
anticipation of different problems such as material and human flows can be ap-
proached with this knowledge model.  For the time being, a very detailed analysis on 
three different flows (physical, financial and physical flows) has been done from 
existing data sources of hospitals to be integrated into decision making tools (ABS). 
35 different software applications are connected with 35 heterogeneous database, and 
needs to be connected in a datawarehouse in order to transfer data for the  future ABS.  

4.2   Knowledge Model Using with Process Evaluation in Public Health Care 

Thanks to the knowledge model of the HD, we are able to evaluate each process of 
the NHE LSS in order to help hospital managers in the new hospital configuration. An  
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Fig. 6. Towards evaluation of Per-Operatory process with PREVA in NHE LSS 

example of the value evaluation in NHE per-operatory process thanks to the proposed 
methodology is given in figure 6. 
    Figure 6 shows the links between future performance of financial flow because of 
physical flow impact. Macroscopic dataflow interaction between physical and financial 
flow are presented; connections between action model and data flow are also shown. 

5   Conclusion 

In this paper, we have proposed a methodology for Supply Chain modeling and proc-
ess evaluation. This paper has described how object-oriented modeling can provide a 
new way of managing and designing complex systems with financial, physical and 
informational flow. The proposed methodology, which is a bridge between computer 
sciences, management sciences and operational research, gives a solution to conceive 
information system. The proposed approach provides more than an ABC system. Of 
course, it improves the visibility of cost but the most important point in our approach 
is to show how physical flow impact is passed down to financial flow. In further re-
search we want to integrate ABC and cash flow optimization in action model in order 
to improve Health Care Supply Chain working and to apply it in NHE  .
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Abstract. The travel industry requires computerized standardization of the 
information exchanged between travel agents, transportation systems, and 
accommodation facilities. Consequently, the Japan Association of Travel 
Agents and the XML Consortium are currently engaged in efforts to standardize 
an XML format (called TravelXML) for electronic commerce in the travel 
industry. A new business model for the travel industry was recently proposed 
and tested by the XML Consortium, using TravelXML and web services. 15 
XML Consortium company members participated in the experiment. In this 
paper, we show the results of applying TravelXML and web services to a real 
business model through the experiment. 

1   Introduction 

XML is the standard format for business documentation and data exchange. 
Moreover, XML is becoming an indispensable technology for electronic commerce 
between enterprises and electronic applications, in conjunction with web services. It is 
hoped that information relating to trade between travel agents, transportation 
companies, hotels, and various service establishments can be put into an electronic 
form shareable throughout the travel industry.  

The Japan Association of Travel Agents (JATA)[1] and XML Consortium [2] are 
developing an XML standard, TravelXML[3], for electronic commerce relating to the 
travel industry. We performed a large-scale experiment using TravelXML and web 
services technology [4], and we developed a model for electronic commerce in the 
travel industry. 15 companies participated in the experiment. 
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This report describes the results of applying TravelXML and web services to a real 
business model. 

2   A Business Model for the Travel Industry 

In the travel industry, electronic data interchange (EDI) has been used from the early 
stages of electronic communication. However, since each party uses a data format that is 
unique to its system, a standard data format has been desired for a long time. In Europe 
and in the United States, the Open Travel Alliance (OTA] [5] has developed an XML-
based specification for individual travel bookings. However, in Japan, package tour 
travel is more popular than individual travel, making the OTA specification not so 
suitable for the local industry. TravelXML was developed by JATA and the XML 
Consortium, which is an organization set up to make XML-related technology 
widespread in Japan. It defines data formats for package tour bookings. 

A business model for the travel industry in Japan is shown in Fiigure 1. Several 
entities are involved in the process of a package tour booking. Wholesalers have 
resources in stock, such as rooms from hotels, airplane seats from airline companies, 
and train tickets from railway companies. Wholesalers plan package tours combining 
these resources, and then commission retailers sell the tours. Travelers make travel 
arrangements through retailers.  
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Fig. 1. Business model for the travel industry 

3   Details of the Experiment 

3.1   Demonstration Scenario 

The demonstration scenario is as follows: 

1. A prospective traveler visits a travel retailer. A sales clerk selects a suitable 
package tour according to the traveler’s requirements.  

2. The retailer sends a “Booking Request” message to a wholesaler. 
3. The wholesaler receives the “Booking Request” message and updates the 

number of rooms in stock. 
4. The wholesaler sends a “Booking Report” message to a hotel. 
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5. The hotel receives the “Booking Report” message and updates the booking 
status. 

3.2   Method of Processing 

In the experiment, the business tasks for reserving the package tours were executed by 
the following processing methods: 

(1) Synchronous type: This processing includes all automatic forms of processing.  
(2) Asynchronous type: This processing requires human decision-making. 

3.2.1   Synchronous Type Sequence 
The following is an overview of a synchronous type sequence.  

After receiving a request from a retailer, the wholesaler A checks whether it has a 
hotel room in stock. If a room is in stock, a reservation is automatically made and 
notified to the retailer. If there is no room in stock, a request for an extra room is sent 
to a hotel X. When the request for an extra room is received from the wholesaler, the 
hotel X checks for availability. In the experiment, scenarios for room availability and 
non-availability were tested. Figure 2 shows the processing sequence when a room is 
not available. 
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Fig. 2. Sequence of the synchronous type 

3.2.2   Achievement of Security 
In an actual travel reservation, personal information like credit card details is often 
processed. Achieving security for the information in high volume transactions is a key 
goal. This was achieved by partial encryption/signature technology that used WS-
Security. In the experiment, WS-Security was processed with products that included 
hardware (XML Security Gateway (DataPower XS40[6])) and software (WS-Security 
handler implemented by Apache XML Security[7]). 
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4   Experiment Results and Considerations 

4.1   Proposed Model 

In this experiment, both asynchronous and synchronous modes of processing were 
tested. The asynchronous mode is similar to the conventional human-based 
processing. Answering takes a lot of time and flexible stock adjustment is also 
difficult. On the other hand, synchronous processing is real-time and does not need 
human input. The result is business efficiency. The method also achieves a dynamic 
adjustment of stocked resources so that inventories can be minimized.  

For web services, there are disadvantages for both processing types. Asynchronous 
systems feature lengthy transactions, while synchronous systems need policy 
definition to automate stock adjustment. However, these problems will be solved as 
standardization related to web services progresses.  

4.2   Implementation of Security 

In the experiment, end-to-end security was achieved through WS-Security. By 
mounting WS-Security in all the systems, interconnectivity was managed successfully 
even though various software and hardware platforms were used. 

There were a few difficulties however. In this experiment, interoperability could 
not be secured when WS-Security versions were different because the name space 
URIs used were also different. This problem was resolved by executing processing 
that could absorb the various specification differences among the versions. 

4.3   Development 

Table 1 shows our development profile. It took three months of planning and 
examination of specifications, one month for implementation, and two months for 
execution of the connection tests (executed nine times). In this experiment, worker-
hours were required for the normal tasks of examining the specifications and 
connection tests. However, in this experiment two extra factors were added to the 
required time: 

(1) Extra time was needed to adjust and match the specifications due to the high 
number of participating companies. 
(2) The time needed to verify items and execute connection tests was longer than 
usual because of the high number of participating company combinations. 

Ten kinds of tools related to web services were used. Interconnectivity between 
different platforms was confirmed in the experiment. 

We think that the reason for the achievement of such short implementation cycles 
is the use of  a standard data format (TravelXML) and a standard communications 
protocol (Web services). Using these two techniques enabled each development task 
to be isolated and implemented effectively. 

At last, we found 5 TravelXML specification bugs through the experiment. The 
reasons are vocabulary luck, unmatched vocabulary and so on. 

 



 Web Services Experiment Using TravelXML 389 

Table 1. Development Profile 
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5   Conclusion 

Using TravelXML, we conducted a demonstration experiment of a web service 
system. We succeeded in achieving standardization, improving efficiency in the travel 
business, and providing end-to-end security. The experiment confirmed the 
effectiveness of XML, web services, and WS-Security. 

TravelXML format is applied to several actual hotel reservation systems. JATA 
and XML consortium are now intending to cover the international travel business in 
cooperation with OTA (open travel alliance). Web service is still a candidate of 
implementation techniques for electronic commerce in the travel industry. 
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Abstract. Information integration across heterogeneous systems is a key issue 
for successful enterprise application systems development. Particularly 
challenging is integration of different applications deployed on different 
platforms into one integrated and stable business information system. This 
paper summarizes results of resolving a real enterprise applications integration 
problem during an ERP system implementation. The solution resolves the 
integration problem by using the data level integration approach. The solution is 
general but only its core functionality is presented in this paper. 

1   Introduction  

In a modern business environment, cooperating companies need to integrate different 
enterprise applications into one stable and integrated information system. In a 
business-to-business (B2B) relationship there are at least two independent systems 
that need to work together and communicate in order to achieve a business goal. The 
main challenge is how to achieve interoperable data exchange between such two 
systems. 

Interaction between two systems can take place at least at two levels: data level and 
business process level. For data level integration, systems have to be able to read data 
from each other or they must be able to receive data in some known format, to 
interpret data, and to call an appropriate business service. The most popular approach 
for data exchange is to exchange textual data structures using Extensible Markup 
Language (XML). Although independent syntax of data exchange is available, the 
problem of recognizing and validating data semantics still needs to be resolved. A 
domain ontology provides semantic description that is used for formal definition of 
concepts in a given domain. The Web Ontology Language (OWL) [1] is a language 
that enables representation of data semantics in a formal way as well as automated 
reasoning that follows from the data semantics. A business process level of interaction 
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between systems can be achieved using Service-oriented architecture (SOA) [3] and 
Web Services technologies that use several related technologies (i.e., SOAP, XSDL, 
UDDI) [4].  

At both levels of interaction, in use are platform independent and free technologies 
because an interoperable solution requires technology independence and portability. 
The data level integration is the strongest way of systems integration, but it can be 
platform depended solution. The crucial requirements for integration solutions are 
platform independence, easy way of interaction between systems, and mediatory role 
between different vendor applications that are realized using different technologies 
and that work on different platforms. 

We experienced real data level integration problem and the goal was to make good 
solution that has required features. 

In section 2, we present a real integration problem and the reasons for choosing 
data level integration. Section 3 presents our solution for the EAI problem which is 
based on free and platform independent technologies, XML, and Java programming 
language. Finally, section 4 presents concluding remarks and directions for our future 
work in the EAI field. 

2   Integration Challenge 

Breza ERP is a well-positioned local integrated business software solution for 
enterprise resource planning. Like the well known global international ERP systems, 
such as SAP, Navision or Oracle eBS [5], Breza ERP contains modules to support all 
business activities of a company: financial, inventory management, purchasing, 
payroll, sales, financial accountancy, human resource, and other modules. The system 
is realized using the most recent Oracle Java XML n-tier development environment 
using J2EE technologies. In the system, there are clearly defined data integration 
structures and interfaces for each module. Thanks to the well-defined module 
interfaces and modern J2EE technology, the system is open for integration with other 
business environment subjects (e.g., banks, others ERP software, etc). 

Recently, we received a request from a large international company with local 
presence to implement and integrate the Payroll and HR (human resources) Breza 
ERP modules. The company employs locally more than 10.000 employees located in 
three different cities. The head office of the company is in the USA and the main 
European office is in Slovakia. The two selected modules need to take into account 
the local legal system and for that reason were acquired to be integrated with the 
company’s own ERP system. During implementation of the modules (Payroll and 
HR), it was necessary to acquire licences of other three software systems that are 
made by different producers: 

- Application for employees in/out time evidence (application uses Microsoft 
SQL Server database) 

- Oracle Financial application for earnings accountancy  (application is 
deployed in Slovakia) 

- Banking applications for payment transfer orders processing (there were 
several banks involved with different data formats). 
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Figure below depicts the system architecture; 
 

 

Fig. 1. System architecture 

There were several reasons why we decided to make data level integration: (1) 
existence of many relationships with non Breza ERP environment; As mentioned 
before, one of the main request was that Breza ERP need to work together and 
communicate with other software systems which was already in use in company. Each 
of them had already defined data integration structures (2) each bank had its own data 
format for payment transfer order; All what banking applications needed was textual 
files. There wasn't requirement for XML data exchange or for using OWL and 
automated reasoning. (3) there was not a Web service for accountancy or for payment 
transfer orders processing; According to this there was no need for making SOA 
integration approach. (4) in/out times registration application wasn’t able to save data 
in a single Oracle database; For using in/out time evidence it was necessary to make 
application which is able to read and write data from one datasource to other. Not to 
make application for calling business operations owned by other software system, just 
application which is able to read, transfer, and write in/out time evidence, periodically 
at defined interval of time. And the one of main reason is  (5) data integration is stable 
way for enterprise application integration. 

3   Our Solution 

During the problem analysis stage, we identified a number of requirements for our 
solution: to resolve data level integration through either the database or through the file 
system approach and to ensure platform independence, easy maintenance, simplicity of 
changing rules and data sources, greater formality of the model, and greater declarative 
management of the roles.. There need to be two elements of the solution; 

- Declarative definition of data source type, data destination type, mappings 
between fields, field’s data types, and formats. 
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- A component which will use this definition to read data from data source 
(database, memory, etc) and write data to appropriate destination (database, 
textual file, XML file). 

 

Fig. 2. Component model 

We decided to use Extensible Markup Language (XML) to achieve declarative 
description for the component (application) behavior during the transfer of data from 
one data source to the other (i.e. from one database to the other, or from database to 
adequate file format). In further text we will use term “definition file” for this 
declarative description. First of all, definition file needs to be strictly and formally 
described because transfer application that uses the definition file expects an exactly 
defined format. The meta-model for the definition file is shown in figure below: that 
is the object model that transfer application created after definition file had been 
loaded. After creation of the object model, the rest of the classes have the 
responsibility to accomplish data transfer. 

 

 

Fig. 3. Definition file meta-model 



394 M. Vujasinovic and Z. Marjanovic 

The Definition class is the basic point and that class contains two targets: source 
and destination. Source class defines data source from which system will read the 
data. If we use a database table for the source, then Source have association with 
DBType class which have defined an SQL statement. Destination class also has a data 
source type that represents the destination type. It can be a table in the second 
database (DBType), a textual file (TxtFileType), or an xml file (XmlType). In this case, 
DBType contains Table class that can give information about the specific table where 
the component inserts the data. Destination class has Format which describes 
mappings between retrieved columns from Source to appropriate destination table 
column or textual file or even an element. If we want to make master-details 
relationship for export data in an XML file, then Format class can be associated with 
a new Definition class. 

Using this model, we can derive Definition.xml file. In tables below there are two 
examples of definition.xml files. 

After the definition file is completed, the transfer application parses this file by 
using SAX and DOM technology and creates an object model. 

 

Describe In/out data transfer Describe payment transfer orders export
definition>
   <source 
URI="jdbc:microsoft:sqlserver://10.21.46.200\\ITBR:1433;
   DatabaseName=InfoTime_Transfer;User=sa;Password=br123"> 
      <dataSourceType>DBType</dataSourceType>
      <SQLQuery name="IN/OUT time data"> 
       select id,regtime,direction, regloc,typeid,READSTATUS 
       from it_reg
       where readStatus=0 and
       typeid='E'
       order by regtime 
       </SQLQuery> 
      <feedback statement="update it_reg set READSTATUS=?
        where ID=? and REGTIME=? and DIRECTION=?
                   and REGLOC=? and TYPEID=?">
         <parameter type="constant" value="1"> 
         </parameter> 
         <parameter type="column" value="id"> 
         </parameter> 
         …… 
         <parameter type="column" value="typeid"> 
         </parameter> 
      </feedback> 
   </source> 
   <destination 
URI="jdbc:oracle:thin:@dbhost:1521:dbsid;username;password">
      <dataSourceType>DBType</dataSourceType> 
      <table name="GATE"> 
      </table> 
      <format> 
         <field name="id" SQLType="NUMERIC" 
JavaType="java.math.BigDecimal">
            <dbcolumn name="employeeid" sqltype="NUMERIC"> 
            </dbcolumn> 
         </field> 
         <field name="regtime" SQLType="DATE" 
JavaType="java.sql.Date">
            <dbcolumn name="time" sqltype="DATE"> 
            </dbcolumn> 
         </field> 
         <field name="direction" SQLType="VARCHAR" 
JavaType="java.lang.String">
            <dbcolumn name="direction" sqltype="VARCHAR"> 
            </dbcolumn> 
         </field> 
         …… 
         <field name="typeid" SQLType="VARCHAR" 
JavaType="java.lang.String">
            <dbcolumn name="typeid" sqltype="VARCHAR"> 
            </dbcolumn> 
         </field> 
      </format> 
   </destination> 
   <log filename="c:\log\transfer.log"> 
   </log> 
</definition>

<definition>
   <source 
URI="jdbc:oracle:thin:@dbhost:1521:dbsid;usernam
e;
password">
      <dataSourceType>DBType</dataSourceType> 
      <SQLQuery name="PAYMENT_TRANSFER_ORDER"> 
select ppid, date,place,nameN,accountN,callNoN, 
      nameM,accountM,calNom, 
      payCode,purpose,amount 
      from payment_t_order 
      where ppid='A' 
      </SQLQuery> 
   </source> 
   <destination 
URI="c:\paymentTransferOrders\YUBank\pto.txt">

<dataSourceType>TxtFileType</dataSourceType>
      <format> 
         <field name="ppid" SQLType="NUMERIC" 
JavaType="java.math.BigDecimal">
            <filerecord startposition="1"
                        length="3"
                        defaultValue="X"
                        position="10"
                        padding=""> 
            </filerecord> 
         </field> 
         <field name="date" SQLType="DATE" 
JavaType="java.sql.Date">
            <filerecord startposition="4"
                        length="6"
                        position="10"> 
            </filerecord> 
         </field> 
          ……………… 
         <field name="place" SQLType="VARCHAR" 
JavaType="java.lang.String">
            <filerecord startposition="10"
                        length="12"
                        position="10"
                        padding="*"> 
            </filerecord> 
         </field> 
      </format> 
   </destination> 
   <log filename="c:\log\dataexport.log"> 
   </log> 
</definition>
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We have not implemented functionality for the transfer data from textual file or 
XML file to database because there are already several tools and technologies that 
integrators can use for this purpose (Oracle SQL loader, XSLT transformation, etc). 
However, this functionality can be added to the model and does not require much 
effort. 

4   Conclusion 

This paper has provided an experience report in resolving an enterprise application 
integration problem. The presented solution does not cover all possible combination 
of data exchange or data sources; however, we are working on creation of a full 
generic solution that does not require any adjustments at all. Our current solution 
provides basics for the most frequent data level integration approach: through a 
database and thru an ASCII file system.  

If we assume that interoperability is “ability of two or more systems or components 
to exchange information and to use information that has been exchanged [2]“ then we 
can give conclusion that our solution complies with the definition. 

Our future work will focus on defining specific data level integration model for 
ERP software owners to achieve communication between their product and external 
environment applications. The main work area will be adding more elements to the 
previously defined model to achieve more functionality and for a greater number of 
data level integration combinations. We hope that our final result will be a formal 
language for describing data level integration, and component/application execution 
based on the language. 
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Preface 
(BPD 2005) 

The conscious (re)design of business processes as a powerful means of improving 
performance and raising customer satisfaction is nearing its 15th birthday. Since the 
breakthrough publications on successful, systematic corporate design initiatives in 
1990, streamlining business processes using advanced IT has been on the agenda of 
almost every organization. 

Despite its respectable age and its obvious pay-offs, process design is still more art 
than science. Many handbooks on the subject remain vague about how to actually 
derive superior process designs. Consultancies put much emphasis on stimulating the 
creativity of business professionals to come up with new process lay-outs, but the 
outcomes of such efforts are hard to predict. Scientific approaches so far have focused 
on small, well-understood business domains. Overall, much more attention is devoted 
to process modeling techniques and standards. In a way, this is similar to agreeing on 
the language, without knowing what to say. 

The aim of this workshop, which took place on September 5 in Nancy, was to 
bring people together who have an interest in advancing the state of the art in process 
design (as in contrast to mere process modeling). Researchers and practitioners from 
Belgium, the USA, the Netherlands, the UAE, France, Sweden, and Italy presented 
their work and actively exchanged their ideas. Each paper in this section was 
presented at the workshop and includes the insights that followed from the workshop 
discussions. 
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Abstract. In this paper we present a model that defines performances of a busi-
ness process. The process is conceived as a service chain that delivers services to 
customers by a glow that links a set of organizations. This concept implies a wider 
view of performance. The model includes all the performances that increase over-
all competitiveness (i.e. classic cost and efficiency indicators are integrated by ef-
fectiveness indicators, that measure service level and quality). Second, the model 
considers the different stakeholders involved in a process: management, custom-
ers and operators. The model maps the performance indicators on these perspec-
tives. This multiple perspective can be used in benchmarking and diagnosis to 
evaluate an existing process or to design a new process.  

1   Business Process as a Service Chain 

We define a business process as a service chain, by which a network of organizations 
processes a service request, made by a customer, and delivers a product or service to 
the customer. This simple schema can depict a variety of real life cases, like buying a 
book from Amazon, processing a building permit in Government, responding to a 
customer order in a machinery vendor.  

Actually, the concepts of business process, of flow of activities and process-
oriented organizations are well-established in classic authors of business process 
engineering such as Hammer (5) and Davenport (2).  

In the concept of “service chain” a process exists inasmuch it delivers a service to a 
customer. The importance of the service concept is testified by the common business 
practice. Actually, transportation authorities, government authorities, health authorities 
and utilities publish on their Web sites service statements that define the service promise 
to the customer. Moreover, many organizations, when outsource a service, set service 
level agreements, that define the service scope and service levels expected from the 
outsourcer. In a service-oriented environment, with the customer focus as a cornerstone 
(21), measuring service chains becomes a must. These “qualitative” and non-financial 
measures complement the financial measures necessary to management to control the 
efficiency, as it happens with Activity Based Costing (8). In short, service chains are 
increasingly important, and their measurement becomes important too. The performance 
of business processes is a quadrant of the Balanced Score Card (7) and it can be seen as 
a standard framework of performance measurement. Additionally service and quality 
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performance indicators are incorporated in a reference model of the supply chain 
(SCOR), a major research field in logistic management (1). In recent years the quest 
of process performance is boosting the success of continuous improvement methods, 
such as Six Sigma (4).  

In short, the measurement of the business process should encompass financial, ser-
vice and quality measures. This wide measurement framework can be used (i) to con-
trol the performances of an existing process, thus defining the measures of its control 
panel, (ii) to benchmark the performances of a given process (iii) to set the design 
objectives of a new process. Here we focus on point (iii).  

The objective of this paper is to define a set of performance measures that help the 
analyst to design good and sustainable business processes. In our view, a process 
design is good if it allows good performance on the whole range of performance 
measures. Further, the process design is sustainable if it allows good  performance for 
the diverse actors who are involved in the process, who are regarded as process stake-
holders. They include the management, who controls the process, the customer, who 
makes request and receives the output and the operators, who are people who actually 
work on the process.  

In the following sections we present the key points of our model and method. In 
section 2 we present the key performance measures and map the performance indica-
tors within the different stakeholders perspectives. Section 3 illustrates the method 
steps and relations between performance modeling and the design of business process. 
The major novelty is in section 2. The model and the method are illustrated by a case 
study in the e-government in section 3.  

2   Identifying the Indicators and Relating Them with Stakeholders 

Based on empiric experience we have defined a general framework to be specialized 
by the analyst when dealing with an individual process (Figure 1). The general 
framework reflects the process model as service chain we have introduced above and 
includes four major classes of indicators: overall, cost, quality, service and time.  

Overall indicators have the objective of describing the process context by quantify-
ing the size of requests made by customers (i.e. input of the service process), outputs 
produced and resources used. Resources include both physical (human resources, 
equipment, inventory) and virtual resources such as information. These measures are 
relevant to benchmark or study the dynamics of the process (e.g. seasonality).  

Cost indicators have the objective of measuring the economics of the process. Ac-
tually, they measure the unit cost of input or output, the productivity of resources used 
by the process, and the usage of resources (i.e. the rate of used resource over available 
resources). The meaning of some measures changes dramatically depending on the 
stakeholder perspectives, as we show below in this paper. 

Quality indicators have the objective of measuring the capacity of the process input 
or output of being consistent with the expected performance, and therefore include 
conformity measures, availability and customer satisfaction measures.  

Finally, service indicators have the objective of measuring the performance against 
time in terms of response time, punctuality, perfect orders and flexibility. Most of 
these measures are clearly customer oriented. 
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Fig. 1. A tree of process performance measures 

 

Fig. 2. A graphic overview of the stakeholder oriented performances 

A process involves several stakeholders: the customer who receives the output, the 
manager who controls the process, the operator who works in the process. Each 
stakeholder views the process and would maximize the value from a different stand-
point. The customer would minimize costs, maximize quality and squeeze times. The 
operator is motivated by a nice work environment, thus maximizing his own return 
from work. The manager would squeeze costs and maximize productivity and get the 
highest quality at the lowest cost.  

Figure 2 summarizes the concept of the three perspectives. Each axis indicates a 
perspective and shows performance levels i.e. target, current, minimal. The target can 
be the performance expected by the stakeholder, a benchmark or an objective. The 
current value reflects the actual level in the existing process. The minimal value is the 
information on the minimal performance each stakeholder can allow and actually it is 
rather complicated to be calculated. The total percentage score within each perspec-
tive is given by the sum of the percentage of each individual performance measure.  

To calculate this nice graphic, the analyst should map the general performance 
measures on the different stakeholders’ perspectives. So we have crossed the indica-
tors with stakeholders, obtaining the tree shown in Figure 3. The resulting list helps 
the analyst to identify the performances of an individual process. 
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Fig. 3. Mapping generic indicators in stakeholder perspectives 

3   Using the Performance Method 

Some established process design methodologies, as of ARIS (19) consider different 
process views, that include activity flow, organization structure and information tech-
nology. In general, process innovation (5, 20,12) affects almost the whole range of 
organization variables and, in turn, the organizational setting affects performances 
(just recall the case of the assembly line against assembly islands). Therefore, we can 
assume the process performance is driven by some key organizational variables.  

In the as-is analysis, the analyst considers the qualitative relation between the 
situation of organizational variables and the performance; in the to-be design, the 
analyst evaluates, by tests or simulation, if innovation can eventually give expected 
performances. If not, the analyst can come back to the design and modify it or,  
conversely, to re-analyze performances. We have defined a simple questionnaire, that 
helps the analyst to spot critical points (e.g. to identify no-value-added activities that 
affects efficiency and increase service times) (16).  

The performance driven approach, supported by a multiple stakeholder perspective, 
is an iterative, almost heuristic, method. It requires an approach that differs from 
others used to implement Enterprise Systems, which are based on “best practices” or 
adapt a pre-designed normative process model to the individual process. This ap-
proach, largely used in ERP projects, gives very controversial results (14, 22).  

The design of the actual process can also be oriented to the performance and to the 
stakeholder perspective. For example, UWA+ methodology (11) designs user experi-
ence and data models that incorporate the informational objectives of different stake-
holder communities (e.g. the design of use cases is based on stakeholders goals, that 
in turn arise from stakeholders expected performance measures). Requirements stem 
from goals and are implemented in the use-cases.  
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Hence the performance analysis and the stakeholder view goes all the way down 
from the high level strategic analysis to the design of software.  

4   Case Study 

The performance model has been tested. First the overall modelling methodology has 
been tested in laboratory case studies (i.e. written case studies) that included an insur-
ance company, the service process of a lift company, the equipment maintenance 
process of a transportation authority. Second, the models have been used on real-life 
cases, such a very large healthcare company and an e-government agency. In the last, 
only performance and information modelling have been used. Modelling has been 
proved easy to use and powerful. In the next section we discuss the case of  
e-government.  

4.1   The Context 

A Municipality manages the territory through a Planning Scheme, Technical Imple-
mentation Rules and Building Rules. A Government Decree (D.P.R. 380/01 “Testo 
Unico per l’Edilizia”) has introduced the One Stop Counter of Building Services 
(SUE - Sportello Unico per l’Edilizia). The Counter provides a complete front-end to 
whoever wants to build or modify a building. The service chain begins with an appli-
cation to the Department of Planning and Community Development. The process ends 
with the permit and the payment of permit fees. 

The case study considers a small Municipality in the South of Italy (16.000 citi-
zens). The organization includes Departments and Divisions with specialized tasks. 
The process delivers a service assigned to the Department in charge of Public Works 
Services and Town Planning Services. In the latter Services 5 employees are em-
ployed, one Manager, and one technical expert as external contractor. 

4.2   Goals and Indicators 

Analysts have assessed the changes requested by new regulations that include the use 
of the Web for deploying services to citizens. From the management perspective, the 
introduction of Web has these goals: (a) To reduce the time of response from the 
Municipality, (b) Less errors in applications and related contentious and to provide 
citizens with a better interaction experience with Public Administration (e.g. reducing 
to zero the number of customers requesting information at the front end office), (c) 
keeping constant the number of clerks. 

From the citizen/applicant ( = customer) perspective, the goals are (a) applying and 
receiving the building permit and (b), in case of refusal, getting clarifications.  

The quantification of the performances (including processes and web applications) 
are made by indicators. Indicators are from both interviews and experiences. We 
observe indicators of quality can be extended with specific indexes of Web systems 
usability, which depends on the way the service is delivered (front-end desk, Web, 
kiosks, etc.). 

Table 1, 2 and 3 present stakeholder indicators. Table 1 shows the process owner’s 
ones, in which we include all the managers. 
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Table 1. Key Performance Indicators (KPI) of the Management Perspective 

Indicator classes Indicators Measures 
Unit cost Headcount / applications (year) Process Costs  
Time usage Work time/ available time 

Process Time and Service 
level  

Process duration Duration (days) 

Incorrect documentation Incorrect-missing applications / 
total applications 

Re-working rate  Applications reworked /  
complains  

Process Quality 

Rate of special cases Special cases/ applications 

Table 2. Key Performance Indicators (KPI) of the Process Customer Perspective 

Indicator classes Indicators Measures 

Complaints  # Complaints in a year 
Information on application 
status 

Provided/ Not provided 

Contentious applications Number of contentious applications 
Bureaucratic language sim-
plification 

Clearness in the presentation to a 
generic user 

Information availability Time required to get updated about the 
application status 

Easiness of finding informa-
tion 

Qualitative scale 

Easiness of filling 
applications 

Qualitative scale 

Quality 
delivered to 
Customers 

Easiness to find regulations 
corresponding to a case 

Qualitative scale 

Response Time Time from submission to issue (days) 
Punctuality Applications late/ Total applications 

Time and Ser-
vice to Custom-
ers Rate of worked requets Worked requests / total requests  

Customer Cost Product cost / fee  (Euros) 
Customer Time (Time for information on application) 

+ (time for following the application 
status) + (time for receiving the  
service) 

Information Access Cost Time spent in asking for information 
about application and service (in days) 
Cost of information on service (Euro) 

Cost of 
Customer 

Cost for the customer service 
use 

Cost of use the service during the life 
cycle (Euro) 

 

Table 2 shows the indicators of the customer. Please note that many indicators 
evaluate the performance of the customer independently from technology. As an ex-
ample we show some indicators strictly linked to the Web application, and in particu-
lar to usability indicators, that we have inserted in the Quality delivered to Customer 
category. 
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Table 3. Key Performance Indicators (KPI)of the Process Operators Perspective 

Indicator classes Indicators Measures 
Capability to prevent task errors Task error rate 
Capability to prevent syntactic 
errors 

Syntactic erro rate 

Flexibility Capability to manage anomalies (not 
technical): present/ not present 

Quality delivered to 
Operators

Integration Capability  Capability to integrate different 
information 

Rate of process steps supported by 
computer systems 

Number of process steps supported 
by computer systems/ Total number 
of steps 

Supports to Opera-
tors

Rate of process steps replaced by 
computer systems 

Number of process steps replaced 
by computer systems/ Total number 
of steps 

Number of elementary operations to 
complete the task 

Number of elementary operations to 
complete the task 

Time for training on the procedure Measured in hours 
Information access time Seconds 
Time to accomplish a task Measured in minutes 

Costs and time to  
Operators

Information sharing cost  Time for system data entry + time 
for system delivery output 

 

Table 3 illustrates the indicators related to the Operator perspective. Even if in-
cluded in the resources of the Building permit process, the Operator is a user of the IT 
systems. His or her major requirement is the capacity to have more efficient work and 
less prone to errors. As we can see the meaning of a same generic indicator (.e.g. cost) 
changes dramatically depending on the stakeholder, which could be the management 
(financial internal cost of executing the service chain), the operator (effort and time 
spent to accomplish a task) or the customer (cost of placing the service request, buy-
ing the service and using the service). 

The case study on e-government shows how standard indicators can be customized 
on a specific case, and how powerful is the potential diagnosis the tool enables. In 
fact, by giving a value to the current and expected values of performance measures 
and simply summing up the resulting percentage, the analyst can get a radar diagram, 
and, in this specific case, would probably realize that the performances are below 
expectations from all the three perspectives. By eliciting goals from KPIs the analyst 
will design a system that reflects perspectives and expected performances. 

5   Conclusion and Future Work 

In this paper we have illustrated the concepts of a process modeling, based on the red 
thread of the stakeholders perspectives. We have discussed the key idea of customiz-
ing the performance according to stakeholders perspectives and the reason why a 
good design should balance the different interests of the stakeholders, i.e. manage-
ment, operators and customers. Also we have suggested how the stakeholder perspec-
tives can eventually be used all the way down, from a nearly strategic assessment of 
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the process to the design of the Web system. The case study has shown how model-
ling can be customized to evaluate an e-government service chain.  

Our work is continuing. Our next objective is integrating process simulation. Actu-
ally, there are a variety of self-contained simulators that allow simulating perform-
ances in term of process duration and workload on process resources. The purpose of 
integration is to have a quick simulation of different performance alternative and 
process configuration. A second objective is to build a knowledge base on  
e-government and alike service processes wherefrom the analyst can directly pick 
process configurations and test them by simulation. 
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Abstract. When designing business processes there is a need to identify and de-
limit different processes. There exist, however, unclear criteria for delimiting 
business processes. Business process analysts apply usually a sequential view of 
business processes. Besides process sequences, there is a need to acknowledge 
different process variants. Founded in a combined transformative and co-
coordinative view on business processes, instruments for describing business 
process variants are put forward in this paper. Two instruments (matrices) are 
proposed. One business process division matrix, for distinguishing process vari-
ants in relation to each other. The other matrix, a business phase matrix, is to be 
used to reveal the content of each phase of the business interaction constituting 
each process variant. 

1   Introduction  

Many contemporary approaches for business and IT development emphasise a proc-
ess oriented perspective of what is being done. A process oriented perspective on 
organisational work means that this work is divided into several “process compo-
nents” in order to place the customer in focus. Several different methods for process 
modelling exist. It is important to have adequate method support when reconstructing 
current processes and redesigning new ones. The different methods are however 
based on different conceptual frameworks and thus different process notions. 

Davenport [5] has identified a problem about process determination. According to 
Davenport [5] there can be many different ways of determining an organisation’s or 
several collaborating organisations’ business processes.  

“Considerable controversy resolves around the number of processes ap-
propriate to a given organization. The difficulty derives from the fact that 
processes are almost infinitely divisible; the activities involved in taking and 
fulfilling a customer order, for example, can be viewed as one process or 
hundreds. The ’appropriate’ number of processes has been pegged out from 
two to more than one hundred” [5, pp. 27-28]. 

Unclear criteria for process division and delimitation can give rise to varying 
amount of processes when describing an organisation [5]. 
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A process perspective puts the customer in focus. It is an impetus to analyse and 
design organisational work towards value for the customer. A process perspective 
usually also emphasizes a sequential view on organizational work. A process is con-
sidered to consist of sequences of activities. Input to the transformed through a series 
of stages (sub-processes or activities) to output aimed for customers [e.g. 15]. This 
sequential view on processes is illustrated in figure 1. A process is considered as a 
sequential workflow. 

 

Fig. 1. A sequential view on business processes 

Since the beginning of the nineties there has however been intensive debate of how 
to understand business processes. The main view on processes as a transformative 
workflow has been challenged. Keen & Knapp [16] have identified two main trends; 
either to comprehend business processes as transformation or to comprehend business 
processes as co-ordination [cf also. 13, 20]. As indicated above, the transformative 
dimension is about focusing the transformation of input (raw material) to output (the 
finished product to be utilised by the customer). The coordinative dimension is about 
focusing the creation, fulfilment and assessment of agreements between and within 
organisations. The latter dimension concerns patterns of interaction within and be-
tween organisations; how orders/assignments are given, accepted and forwarded. 
Communicative aspects are thus stressed in the coordinative perspective. Recent re-
search has shown a potential in managing this task by including both transformative 
as well as coordinative dimensions of business processes [13, 20]. This means to view 
processes as both workflow and interaction.  

It is also claimed that the sequential view does not give a just description of proc-
esses. A variant view has been put forward as a complement to a sequential view [cf. 
20, 22]. This means that there will be alternative business processes in an organisa-
tion, i.e. there are different ways for performing business missions. An organisation 
usually performs different kinds of missions and this implies different types of busi-
ness relationships between customer and supplier. 

Unclear criteria for process division and process determination concern both crite-
ria for distinguishing different types as well as different variants of business proc-
esses. In this paper we focus criteria for distinguishing process variants. For criteria 
concerning the distinction of different process types confer Lind [21].  

In order to perform an adequate renewal and redesign of business processes it is 
important to distinguish different process variants. The purpose of this paper is to 
provide theoretical foundation as well as tools for determining such variants.  

This paper is arranged as follows. In the next section theoretical foundations for 
understanding business interaction is presented. This section is followed by an em-
pirical illustration in which process variants, i.e. several ways of performing business, 
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were identified. These variants will be conceptualised in a business phase matrix. 
Before concluding the paper some implications for business process design will be 
discussed. 

2   The Different Phases of Business Interaction  

Many organisations have alternatives for establishing and fulfilling agreements with 
customers. A focus, as emphasised in business process theories, on customer value 
implies an understanding of interaction patterns between supplier and customer. In 
this section we will therefore introduce some frameworks for understanding business 
interaction followed by choosing one of them as a basis for introducing an analytic 
tool to determine process variants. This tool will thus be founded in the supplier’s 
alternative ways of interacting with its customers. 

2.1   Different Frameworks for Understanding Business Interaction 

Frameworks for business interaction have been proposed by a number of scholars; 
confer e.g. Ahlström [1] for an overview of some frameworks. A well-known refer-
ence model for electronic markets has been presented by Schmidt & Lindemann [30] 
and Lechner & Schmidt [19]. Within the language/action (L/A) tradition there are 
several business interaction frameworks, see for example Dietz [6], Goldkuhl & Lind 
[9, 10], Weigand & van den Heuvel [33], and Medina-Mora et al [27]; all building on 
the speech act insights from Searle [31]. These L/A approaches are important since 
they emphasize actions, communication and interactions in the relations between 
customer and supplier.  

The L/A-tradition puts strong emphasis on analyzing patterns of inter-related busi-
ness acts. There is pragmatic foundation with an emphasis on actions. Such thinking 
emanates from the Conversation-for-Action (CFA) schema [34]. It is also emphasized 
by all mentioned frameworks discussed above that business interaction can be divided 
into several phases; from offering and commitment to fulfillment and assessment. 
Goldkuhl & Lind [9, 10] has used this thinking of pattern as a foundation for their 
Business interAction & Transaction (BAT) framework covering business interaction 
patterns between two parties; the supplier and the customer.  

It is common that a supplier have different kinds of actor relationships with its cus-
tomers. Usually, the supplier offers, specifies, produces and delivers different kinds of 
products to its customers [20]. These differences give rise to process variants. Exam-
ples of different kinds of actor relationships are separate orders and frame contracting 
[9, 10]. Examples of different kinds of products are standardised vs. customised, 
transfer vs. letting out something, and moving vs. treating a client [12]. Dependent on 
the actor relationship and the product handled, the interaction between the business 
and the specific customer will vary. A unique combination of a certain kind of actor 
relationship and a certain kind of product determines a process variant. Each process 
variant includes and supports a particular interaction logic between the supplier and 
the customer.  

To identify different logics of business interaction, i.e. different process variants, it 
is therefore necessary to use a business interaction theory that covers different  
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patterns of interaction dependent on the actor relationship. In order to arrive at a thor-
ough understanding of such patterns it is necessary that a distinction is made between 
different types of business acts and how these are inter-related. A suitable framework 
for revealing the dimensions needed for determining process variants is the BAT-
framework. 

The BAT framework (sometimes an abbreviation for Business Action Theory) was 
originally presented by Goldkuhl [7]. It has later been refined several times; in Gold-
kuhl [8] and Goldkuhl & Lind [9, 10]. These revisions have been based on extensive 
empirical studies where the BAT framework has been applied in different settings [e.g 
2, 3, 11, 14, 17, 18, 22, 24, 25, 26]. The BAT framework has been compared with 
other frameworks; with Action Workflow of Medina-Mora et al [27] in Goldkuhl [7] 
and Verharen [32]; with DEMO of Dietz [6] in Reijswoud & Lind [29] and Verharen 
[32]; with ‘meta-patterns for electronic commerce’ of Weigand & van den Heuvel 
[33] in Lind & Goldkuhl [23]; with the MRM framework of Lechner & Schmidt [19] 
in Petersson & Lind [28].  

2.2   The Business interAction and Transaction Framework 

Different types of exchanges between business parties (customer and supplier) form 
the core of the BAT framework. First of all there is a distinction between interactions 
on a market level vs interactions on a dyadic level. On a market level a supplier inter-
acts in relation to potential customers and vice versa. This interaction is called knowl-
edge/contact search and exposure. On this market level the supplier directs its efforts 
towards potential customers, often many. When a contact is reached between a sup-
plier and a customer this interaction may proceed to the dyadic interaction.  

On the dyadic level there is a distinction made between frame contracting and busi-
ness transactions. Frame contract means a contract concerning several subsequent 
business transactions that can be different sub deliveries. The frame contract level as 
well as the business transaction level consists of different type of exchanges between 
a particular supplier and a particular customer.  

A frame contract is a long-term agreement. Such an agreement is established 
through exchange of proposals and commitments (figure 2). Exchange of proposals 
means negotiation between the two parties. Bids and counter-bids concerning particu-
lar products, prices and adjacent conditions are exchanged. Proposals may also in-
clude exchange of knowledge concerning other conditions relevant to the business 
interaction, i.e. different aspects of the parties’ capabilities. Exchange of commit-
ments means the establishment of each party’s obligations within a frame contract. 
These obligations concern the expected future business actions of each party. The 
frame contract is an agreement that governs the subsequent recurrent business transac-
tions in which the frame contract is gradually fulfilled. On the frame contracting level 
there is no exchange of value (products vs money). This occurs on the business trans-
action level. Experiences from the performance of business transactions may be a 
basis for an assessment of the frame contract and its fulfilments. Assessments can be 
made by each party and some of these can be exposed to the other party, i.e. assess-
ments may be exchanged.  

As shown in figure 2 there may be a recurrence of frame contracting over time. 
This means also a continual development of business relations. The frame contracting 
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will also be based on each party’s capabilities and through the process these capabili-
ties will usually emerge. For example the negotiation can include development of new 
products. Based on the supplier’s general existing capability, new products might be 
specified which might lead to a development of the supplier’s capability. Such a new 
product might also influence the customer’s production process, which is part of the 
customer’s capability.  

In figure 2 the exchanges of frame contracting are depicted. In this figure we also 
include an important part of the context – the relation to the business transaction level. 
Frame contracting cover exchanges of proposals, commitments, exchanges in the 
embedded business transactions, and assessments.   

Proposals

Commitments

Assessments

CustomerSupplier

Business relation
(Post-Contractural)

Business relation
(Pre-Contractural)

Capability
&

Needs

Capability
&

Needs

Agreement
(Frame contract)

Embedded
Business

Transactions

Possibly recurrent
frame contracts  

Fig. 2. The constituents of frame contracting (BAT frame contracting transaction model) [10] 

Besides frame contracting the other level of business interaction on the dyadic 
level is the business transaction. Many times business transactions are instead gov-
erned by separate (single) transaction orders and no frame contracts exist. A business 
transaction comprises the establishment, fulfillment and assessment of a business 
agreement in order to satisfy one or several related product needs of the customer. 
This means exchanges of proposals, commitments, fulfillments and assessments (see 
figure 3). 

The exchange of fulfilments means the exchange of value. It is only on this level 
that the exchange of value (goods and/or services in the exchange for money) occurs. 
If either part is not satisfied with the fulfilment, a reclaim might be directed to the 
other party, which occurs during the assessment phase. Of course, appreciative as-
sessments may also be exchanged.  

The business communication prior to the fulfilments will differ dependent on the 
contractual situation. In business transactions there can be either a frame contract 
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based sub-order or a separate (single) transaction order. If there exists a frame con-
tract there will thus be a sub-order from the customer in accordance with this frame 
contract. In a frame contracting situation the need for exchanging proposals will de-
crease and be determined by the specifications in the frame contract. Many times 
parts of the proposal phase will be short-circuited when there exists a frame contract. 
One of the main intentions behind frame contracting is to decrease transaction costs 
through decreased interaction. Usually the contents and the transfer of the sub-order is 
standardised in ways to decrease transaction costs. Frame contracting is also used to 
reduce uncertainties and to ensure future procurement, production and sale. 

Proposals

Fullfilments

Commitments

Assessments

CustomerSupplier

Procurement
Sales &
Delivery

Provision Usage

Business relation
(Post-Transactional)

Business relation
(Pre-Transactional)

Capability
&

Needs

Capability
&

 Needs

Possibly recurrent
business transactions  

Fig. 3. The constituents of the business transaction (BAT business transaction model) [9] 

If no frame contract exists we have the case with separate transaction order. In such 
a case the proposal and the commitment phases often need to be more elaborated 
compared to sub-orders within frame contracts. This is of course dependent on the 
character of the product and other important business circumstances. The strive for 
minimising transaction costs leads to standardisation of these types of transactions as 
well. This can be seen as one driving force for the development of e-commerce appli-
cations; transaction standardisation for transaction cost reduction. 

The business transaction is dependent on the existing business relation between the 
business parties. Such relations can be deep if there exist prior interaction, and thin if 
no or little interaction has occurred. In the frame contract case, the frame contract 
functions as a regulator of the business relation between the two parties. The business 
relation does not only consist of these formal agreements, but also of the collected 
experiences of prior business interactions. The execution of the business transaction 
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will influence the business relation dependent on its performance. If there will be 
recurrent business transactions, the post-transactional relations will form the pre-
transactional relations in the next business transaction. Such business transaction 
recurrence is dependent on the existence of a frame contract. The frame contract de-
fines the occurrence of several recurrent business transactions. In the case of a sepa-
rate transaction order, recurrence occurs when the two parties choose trade again.  

The business interaction aims at improving both parties’ capabilities in different re-
spects. The customer wants to satisfy certain needs through the product usage. The 
purchased product will enable the customer to perform desired actions. The customer 
compensates the supplier for the delivery. This compensation will increase the finan-
cial capability of the supplier. The business interaction will however often have learn-
ing effects on both parties. Experiences from the execution of the business interaction 
may improve the capability for future business interactions. This capability improve-
ment can apply both to this particular business dyad, but also to interaction with other 
business parties. Experiences from business interaction can be a basis for both continu-
ous improvement on a daily basis and be incentives for more strategic developments.  

Founded in the BAT framework the phases of interaction that can be distinguished 
are depicted in the table below (figure 4). These phases will form the basis for the 
model that will be used for distinguishing process variants (cf. section 3 & 4 below).  

 
Level Type of exchange 
Market Knowledge, contacts and business interests 
Dyadic: Frame contracting Proposals, Commitment, Assessments 
Dyadic: Business transaction Proposals, Commitment, Fulfillments, Assessments 

Fig. 4. Different phases of interaction 

3   Process Variants in Practice  

How shall process variants be delineated in relation to each other and how shall they 
be described? We will address these issues by the use of a simple example. The ex-
ample is based on an action-research oriented case study performed at a steel com-
pany, here named Steelco. 

Steelco is a manufacturing company, which mainly transforms steel into pipes for 
hydraulic cylinders. Steelco has different ways of performing business, i.e. the com-
pany takes part in different business interactions. The strategy that Steelco enacts is to 
have a variety of interaction ways with their customers. One goal is to build long-term 
relationships with its customers.  

In the case study several of Steelco’s business processes were identified. These 
business processes coexisted and can therefore be addressed as process variants. The 
coexisting process variants were called: 

• Separate order – tailor made products (PV1), which consists of activities to 
produce and sell tailor-made products. 

• Separate order – standard products (PV2), which consists of activities that are 
performed when Steelco is selling standard products from the standard stock. 
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• Frame contract – standard products (PV3), which consists of sales and pro-
duction activities that are performed based on a customer prognosis of future 
orders covering several recurrent business transactions. 

• Separate order - traded products (PV4), which consists of activities that are 
performed when subcontractors of Steelco deliver products directly to 
Steelco´s customers. Steelco is not able to manufacture those products itself. 
 

Figure 5 (a business process division matrix) shows the delimitation of the business 
processes in the case study. Four process variants; i.e. different principle ways for 
Steelco to perform its business, were identified. By using the two dimensions ”Actor 
relationship” and ”Product characteristics”, it was possible to identify and classify the 
four process variants. This way of identifying and classifying business processes, by 
using these two dimensions, has been proven to be successful in different settings [c.f. 
20, 21]. Based on extensive empirical evidence (summarised in [20]) these two di-
mensions has been found to be decisive for process variant determination. There are 
however other characteristics that determine the structure and functions of different 
business processes such as e.g. transformation logic, cash flow logic, the normative 
context and characteristics of the infrastructure [13].  

 
Product char. 

Actor relationship 
Tailor-made products Standard products Traded products 

Separate order PV1 PV2 PV4 
Frame contract --- PV3 --- 

Fig. 5. Business process division matrix: The different processes variants at Steelco 

From the matrix (figure 5) it can be noted that there are two slots that do not have 
any content (frame contract - tailor-made products and frame contract – traded prod-
ucts). These empty slots gave rise to discussions concerning the potential of establish-
ing new business opportunities. It turned out, however, that frame contracting on a 
basis of selling and delivering tailor-made products was unnatural. Steelco did how-
ever acknowledge the potential in adopting frame contracting for traded products. It 
was a question of using already established routines for frame contracting as well as 
the relationships established towards sub contractors. The business process division 
matrix can thus be seen as an instrument used for enhancing business development.  

Each process variant can be characterised according to the different phases of busi-
ness interaction identified in section 2.2. This characterisation is put forward in a 
business phase matrix (figure 6). Note that the process variant ‘separate order – traded 
products’ have not been included in the matrix for reasons of space.  

From the business phase matrix it can be seen that different process variants are 
dependent on the actor relationship and the product characteristics. The content of the 
different phases might vary or be similar between the different process variants even 
if one of the dimensions is the same. Taking for example the two process variants of 
separate order handling, i.e. the same actor relationship, it can be noted that it is im-
portant for the tailor-made product process to establish design competence and in the 
case of standard product process there is a need for a standard stock.  
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Process variant 
Capability/Phase 

Separate order – 
tailor-made products 

Separate order – 
standard products 

Frame contract – 
standard products 

Action Capability Flexible production 
equipment, design 

competence. 

Own production of 
standardised products. 

Stock. 

Own production of 
standardised products. 
Stock. Planning capa-

bility 
 Frame contracting 
Proposal --- --- Proposal for long-term 

agreement 
Commitment --- --- Frame contract regulat-

ing both parties com-
mitments 

Assessment --- --- Mutual assessment of 
the realisation of the 

frame contract 
 Business transaction 
Proposal Products are designed 

based on customer 
needs. Prices are 

negotiated. 

Offers of standard 
products. General and 

customer particular 
price lists as a basis for 

negotiation. 

 

Commitment Customer order based 
on offer including 

product specification. 

Customer order based 
on an offer or a price 

list 

Sub order based on 
agreed frame contract 

Fulfillment Production based on 
order from the specific 

customer. No stock 
handling, only delivery. 

Production for potential 
customers. Picking 

from stock and delivery 
is done based on the 

specific customer order 

Production for potential 
customers. Picking 

from stock and delivery 
is done based on the 
specific sub order 

Assessment Potential claims are 
handled by Steelco. 

Potential claims are 
handled by Steelco. 

Potential claims are 
handled by Steelco. 

Fig. 6. Business phase matrix 

Further it can be noted that the frame contracting process includes activities for be-
ing more long-term oriented and thereby the business transactions covering sub-
ordering processes become more efficient than the business transactions covering the 
separate order processes   

It is also to be noted that the phases are inter-dependent for each process variant. 
This means that conditions for earlier phases must have been established for the suc-
cess of the performance of the latter ones. The business phase matrix is therefore to be 
seen as a check list for covering all necessary aspects for realising one process vari-
ant. It is however as important to ensure that the process variants work together.  

4   Implications for Business Process Design  

Many times an organisation can be described by several process variants. In a busi-
ness context this means that organisations have different ways of performing busi-
ness. Process variants co-exist and they co-utilise limited resources. An organisation’s 
process variants are thus superposed. This also means that the one and same sub  
process can be utilised in several process variants, but for different purposes. Such a 
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situation makes delivery promises complex since several product needs must be ful-
filled by the same sub process.  

During business process renewal and redesign it is therefore important to acknowl-
edge the different co-existing process variants. This is important in order to manage 
the contextualisation, i.e. identifying the role that a certain sub process has in the 
work performed, of the parts of the process variants. The determination of such proc-
ess variants should be made based on both the characteristics of the different products 
offered and supplied to customers and the actor relationship enhanced in the com-
pany. A certain process variant is delineated by actor relationship, i.e. frame contract-
ing or separate order, and the product characteristics.  

Founded in these two dimensions the content of the different phases of business in-
teraction constituting a process variant can be determined. A business interaction is 
constituted by patterns of business acts covering a number of exchanges used for 
establishing, fulfilling and assessing agreements. During business process design it is 
essential to conceive organisational work based on these dimensions in order to arrive 
at a proper solution.  

In this paper two instruments for identifying and designing process variants are 
proposed; the business process division matrix and the business phase matrix. By 
using existing or desired types of actor relationships and existing or desired types of 
products the business process division matrix should be used for delineating process 
variants. For each process variant the business phase matrix should be used for char-
acterising the content of the phases constituting the process variants. 

This way of working means that the point of departure is the business processes 
that directly involve the customer (cf. customer-facing processes according to Daven-
port [5]). Such point of departure stresses the question of “What actor relationships do 
we want to have and manage?” as well as “what products do we want to deliver and 
manage?”. Identification of other business process, such as e.g. internal business proc-
esses, should be founded in the identification of these process variants.  

5   Conclusions  

An unresolved task during business process design is criteria for determining one 
business process in relation to another. Two main dominators in the business process 
field have been identified; business processes as transformation and business proc-
esses in sequence. This was illustrated above in figure 1. In order to solve the task of 
finding criteria for process determination there has been a need to go beyond these 
two dominators. In this paper we have put forward the need of going from regarding 
business process sequences to regard process sequences and variants. We have also 
put forward the need of going from regarding business processes as transformation to 
regard business processes as transformation and coordination (interaction). Confer 
figure 7 and compare it with figure 1. Products are created based on input material 
(transformative dimension) and on orders (coordinative dimension).  

As described in figure 7, there may exist several business process variants in an or-
ganisation. The notion of business process variants is to be seen as a complement to 
the dominating sequential view of business processes. This notion takes as its starting 
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Fig. 7. A combined view on business processes (as transformation and coordination and as 
sequences and variants) 

point that process variants co-exist in organisations and co-utilise the limited re-
sources of organisations. Business process variants are determined by the two criteria 
product characteristics and actor relationship. This means that a coordinative dimen-
sion of business processes need to be taken into consideration as a complement to a 
transformative view. In this paper we have also put forward  instruments to be used 
for renewal and redesign of such business processes. Instruments to be used during 
business process design are the business process division matrix and the business 
phase matrix. The business process division matrix put attention towards essential 
characteristics of business interaction. The business phase matrix put attention to-
wards the content of the different phases of the business interaction patterns that con-
stitute the process variants. These instruments are anchored in the BAT framework 
described earlier in this paper. The BAT model with its phases and roles is used as a 
lens for studying business processes. BAT is not just a theory describing business 
interaction. It is a practical theory [4] aimed for utilization in business process design. 
As such it may be helpful in identification, delineation and design of business process 
variants. BAT is a pragmatic lens in two respects; it emphasizes business actions and 
is intended to guide practical design.  
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Abstract. To support the efficient appraisal and selection of available best prac-
tices, this paper proposes a strategy for the implementation of Business Process 
Redesign (BPR). Its backbone is formed by the analytical hierarchy process 
(AHP) multi-criteria method and our earlier research on the popularity and im-
pact of redesign best practices. Using (AHP) we derive a classification of most 
suitable best practices for the process being redesigned. Criteria such as the 
popularity, the impact, the goals and the risks of BPR implementation are taken 
into account. A case study of a municipality in the Netherlands is included. It 
discusses which best practices should be applied to redesign the invoicing proc-
ess at the municipality. 

1   Introduction 

Few analytical tools exist to support the actual redesign of a business process. The 
aim of this work is to develop a tool that mimics the decision-making process practi-
tioners apply to decide on which best practices to apply for redesigning a given proc-
ess. The benefit of such a tool would be that it increases the efficiency of the redesign 
process itself and leads to a more systematic evaluation of best practices. To do so, 
the tool should (i) take into account the various factors that could lead to decide on 
one or the other best practice and (ii) provide a structured way to include these criteria 
and allow for an appreciation of their importance for the redesign. The presented 
work in this paper builds on our framework for BPR as introduced in [23] and vali-
dated in [14].  

There have been a number of contributions in this field where mainly artificial in-
telligence algorithms have been used. Case-based reasoning and inference rules are 
examples of such results (see e.g. [17]). However, the majority of these contributions 
address only patterns of processes or specific processes for a given industrial or ser-
vice sector. 

Our project is to derive a decision-making process which output is a classification 
of most appropriate best practices for a specific process to be redesigned and where 
some redesign goals are addressed. The decision should take into account which re-
design aspect is being investigated (i.e. to which component of our framework does 
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the best practice belong to), the known impact of the implementation of a best prac-
tice on a process, the established redesign goals for the process and the identified risks 
for the BPR implementation. The tool will not only provide the “best” best practice to 
apply, but also a ranking of all best practices for the process being redesigned. 

In the sequel, section two will introduce the different aspects that should be taken 
into account when deciding which bets practice should be implemented (i.e. the crite-
ria). Section three introduces AHP as the multi-criteria decision-making method cho-
sen for this study. Section four builds up the strategy for the implementation of BPR 
using AHP. Section five applies our findings to the case study of a Dutch municipal-
ity. Finally section six provides our conclusions and future work. 

2   How to Decide Which Best Practice to Apply? 

How do practitioners proceed? They certainly first observe the process and the or-
ganization. They identify with (top) managers the issues within the process and set up 
one or several goals for the redesign. They also consider implementation’s cost issues 
as this will impact the scope of the redesign. They then decide what to do.  

In earlier work [14][23] we have established a framework for BPR implementation. 
The framework identifies seven components which need to be addressed during a re-
design implementation: the customer, the information, the product, the operation 
view, the behaviour view, the organisation and the technology. The framework also 
provides some indications to the relative importance of the different components (cf. 
Table 2). Within this framework, practitioners have been using a number of best prac-
tices for BPR implementation. We gathered and classified these rules, identifying a 
list of top ten best practices in the field (They are classified in Table 3). The aim of 
this research was to initiate the development of a methodology for implementing 
BPR. So far the main results are:  

− There are a number of components to address during a BPR implementation: The 
different components are not all equally vital for the redesign.  

− There are a number of popular best practices that can be used for redesign In gen-
eral, and out of any context (manufacturing/service, small/large organization, etc.  

− We know the qualitative impact of each rule on four different dimensions: quality, 
time, cost and flexibility (positive/negative). Figure 2 displays the example of the 
qualitative impact of the order assignment best practice. 

Despite these results, there is still a long way to go before deciding which best 
practices to apply. For instance, the following information is still needed to decide 
which best practice to apply preferably:  

− The BPR goal: Any redesign effort corresponds to a need for improvement on 
some specific areas. According to [12][13][16], goals usually fall in the following 
categories:  
− improve quality,  
− reduce costs,  
− reduce service time or production time,  
− improve productivity,  
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− increase revenue,  
− improve customer service,  
− use IT capabilities, 
− improve competitiveness.  

− The risk factors identified for the BPR implementation: Before starting the redes-
ign practitioners identify the factors that will challenge the redesign of the process. 
Some best practices might then become inappropriate because they would increase 
the identified risk. Research indicates for example that for BPR projects, top man-
agement commitment and managerial support are the most important factors. 
Throughout the literature review, the following risk factors are often considered 

[1][6][12]:  

− limited implementation time [9][11][21],  
− poor information system architecture [7][9][11],  
− limited funds [3][7],  
− employee resistance [11],  
− lack of managerial support and lack of top management commitment 

[2][8][11][21].  

To summarize, deciding which best practice to apply is a complex process that in-
volves looking at several criteria: the component the best practice belongs to, the best 
practice’s popularity, its impact on a redesigned process, the initial redesign goal and 
the identified risks. In this research we investigate the usefulness of a multi-criteria 
decision making method for the choice of best practices and describe it hereafter.  

3   A Multi-criteria Method Using AHP 

The Analytical Hierarchy Process (AHP) is a method developed by Saaty [24] for 
complex multi-criteria problems for which quantitative and qualitative aspects 
must/could be taken into account. A survey on multi-criteria methods resulted in 
choosing AHP [19] as it is widely used to classify alternatives based on a range of cri-
teria, ([20] have used it to select suppliers). It is a more descriptive and less normative 
analytical approach.The AHP process is performed in four phases:  

(1) Building a hierarchical process for the decision’s problem: 
This method helps the decision-makers to structure the significant components of a 
problem in a hierarchical structure. This is based on the assumption that the identified 
entities can be grouped into disjoint sets. The elements in each group (also called 
level) of the hierarchy are assumed to be independent. The hierarchy of the decision-
making process is defined by a quadruplet <L1, L2, L3, L4> (cf.  Figure 1) where: 

− L1 = Global Objective;  
− L2 = Criterion Level;  
− L3 = Indicator Level;  
− L4 = Alternative Level.  
Then, the results are synthesized by decomposing complex decisions into a series 

of simple comparisons and arrangements (cf. Figure 1). 
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The following notations are used Ci = Criterion i; Iik = Indicator k of Ci; Aj =  
Alternatives. 
(2) Pair wise comparison of each built hierarchical level’s elements: 
AHP is based on determining a classification for the alternatives. The central 'ingredi-
ent' of the AHP method is comparisons. The pair wise comparison evaluates the rela-
tive importance of two elements for the decision maker. It contributes to the achieve-
ment of the adjacent higher level's objective. The AHP method scale of value is used 
[24]. It defines numerical values (1 to 9) corresponding to the importance of a factor 
against another factor. It is used for comparing qualitative data (Refer to Table 1). 
(3) Relative weight appraisal between the elements of each two adjacent levels which 

develops priorities for the alternatives.  
(4) Relative weights aggregation of the different hierarchical levels to provide alter-

natives’ classification of the decision:  

The pair-wise comparison being carried out, AHP calculates a vector of priority that 
classifies the alternatives in ascending or decreasing order. The classification by pri-
ority of the elements of the hierarchy level contributing to reaching an objective of the 
adjacent higher level is called 'relative weight' or 'order of priority'.  

Table 1. Scale measurement for AHP [24] 

Numerical Values Definition 
1 
3 
5 
7 
9 

Reciprocals 

Equally important 
Slightly more important 
Strongly more important 

Very strongly more important 
Extremely more important 

Used to reflect dominance of the second alternative as compared 
with the first. 

AHP has some disadvantages worth discussing here and mainly the possibility of 
Rank Reversal [4][5][10]. Even so, the method is still attractive for our purpose as the 
aim is not really to find the best practice but to get an idea about the most suitable 
ones for the redesign. 

4   Building a Hierarchical Process 

The first phase in applying the AHP method is to build a hierarchical process for BPR 
implementation (refer to phase (1), Section 3). The global objective is to find out the 
relevance of applying a best practice for a BPR implementation process (level 1 in 
Figure 1). We have identified in Section 2 a number of criteria that influence the 
choice of a best practice for the redesign and they are included in level 2 of Figure 1. 
For each of these criteria we also identify a number of indicators and will detail this in 
what follows (level 3 of Figure 1). In level 4 the different best practices (called alter-
natives in AHP) are assessed against the different indicators. 
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Level 1: Global Objective

Level 2: Criteria
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I31: Q I32: C I34: F I41
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Fig. 1. Hierarchical classification for best practices evaluation 

In what follows we list the criteria and their indicators: 
1. Criterion C1: Component  
For the component criteria we have identified one indicator only, I11: Indicator C/F. it 
assesses a best practice by evaluating the importance in the framework of the compo-
nent it belongs to. In [14] we have classified the components (refer to Table 2). We 
use the AHP scale to appreciate the importance of each component for the redesign. 
This value will be used for all best practices that belong to that component.  
2. Criterion C2: Popularity 
For the popularity criteria we have identified one indicator only, I21 = Indicator popu-
larity. It assesses a best practice by evaluating its position in a top ten list of best prac-
tices [14].  The higher the position, the higher the ranking. For example, the order as-
signment best practice was tenth in our ranking. It is then allocated the value 1.  

Note that despite the variability of the popularity criteria over time (today popular, 
a best practice might become unpopular in the future) we still believe it is relevant as 
the next criteria assesses the impact of the best practice thus dissociating how  a best 
practice is currently “perceived” (popularity) and its real performance (impact).  

Table 2. Assigning component Indicator’s values 

Components’ classification AHP-scale  Interpretation 

1. Customer 9 Extremely important 
2. Information 7 Very important 
3. Product 7 Very important 
4. Operation view 5 Important 
5. Behaviour view 5 Important 
6. Organisation 3 Slightly important 
7. Technology 3 Slightly important 

3. Criterion C3: Impact 
To assess the qualitative impact of a best practice on a process we use the results of 
the Devil’s quadrangle [15]. A best practice may impact the quality (Q), the cost (C), 
the time (T) or the flexibility (F) of the process. They become indicators I31, I32, I33 
and I34, for the criteria Impact. We use the following evaluation ranking:  -2, -1, 0, 1, 
2 to summarize: a negative correlation between the BP and the impact it has on the 
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quality, cost, time or flexibility of the redesigned process (values -2, -1), a neutral in-
fluence (value 0) and a positive impact, i.e. the BP will improve the process’s quality, 
time, flexibility or cost (values 1, 2).  
    For example, based on its corresponding devil’s quadrangle (Refer to Figure 2) we 
can assign the values I31 (Q) = 2; I32 (T) = 2; I33 (C) = 1 and I34 (F) = 1 to the best 
practice Order assignment. This translates into: the order assignment best practice has 
a strong positive impact on the redesigned process’s quality and time and only a mild 
one on its cost and flexibility. 

TimeCost

Quality

Flexibility

Order assignment: 
Survey result

Order assignment: 
Theoretical result

TimeCost

Quality

Flexibility

Order assignment: 
Survey result

Order assignment: 
Theoretical result

 

Fig. 2. Devil’s quadrangle for the Order assignment best practice 

4. Criterion C4: Goal  
This criterion assesses which goals are important for the BPR project under study. As 
explained in section 2 there are a number of potential goals for a BPR implementation 
which all become indicators for the criteria goal. They are I41 (Indicator Improve 
Quality), I42 (Indicator Reduce costs), I43 (Indicator Reduce service time or production 
time), I44 Indicator (Improve productivity), I45 (Indicator Increase revenue), I46 (Indi-
cator Improve customer service), I47 (Indicator Use IT capabilities), I48 (Indicator Im-
prove competitiveness. The AHP scale is used for this qualitative evaluation. For a 
studied BPR project we pair wise evaluate goals’ importance for that project, i.e. 
some goals are not relevant while others are the focus of the redesign.  
5. Criterion C5: Risk 
This criterion assesses for each identified potential risk, the extent to which applying 
a best practice will increase or not the identified risk for the implementation. We 
know that some risks are potentially more damageable than others for a BPR imple-
mentation. For example top managerial commitment is really important.  

In section 2, we have identified the following risks which become indicators for the 
risk criterion: I51 (Indicator limited implementation time), I52 (Indicator poor informa-
tion system architecture), I53 (Indicator limited funds, employee resistance), I54 (Indi-
cator lack of managerial support) and I55 (Indicator lack of top management commit-
ment). We use the following qualitative measurement scale -2, -1, 0, 1, 2 to 
summarize: a negative correlation between the BP and the risk (values -2, -1), a neu-
tral influence (value 0) and a positive impact, i.e. the BP will help overcome that risk 
(values 1, 2).  

A summary of the different criteria and their indicators is provided in Figure 1. 
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5   BPR Implementation Decision-Making: A Case Study 

The process’s organization we would like to redesign is a local municipality of 90,000 
citizens in the Netherlands, in particular its Urban Management Service responsible for 
sanitation, parking facilities, green spaces, and city districts. This service employs over 
300 civil servants. The process to be redesigned is the Invoice processing workflow. The 
municipality handled about 10,000 invoices in the years 2000 and 2001. In [14] we have 
described a simulation-based methodology to assess which best practices to implement in 
this case. It will be interesting to compare those results with the one that the decision-
making algorithm will be providing. In the sequel we describe the different values we as-
sign in relation to this case study and needed by the algorithm to deduce results. The val-
ues are chosen on the basis of our previous work [14] [23] and our own appreciation re-
lated to the addressed case study. Some values have been adjusted by the AHP algorithm 
to insure consistency amongst the values. A sensitivity analysis need further be per-
formed to test the impact of values’ changes on the overall result. 

5.1   Level One 

In this level we indicate what the global objective is. This depends on the project un-
der study. Ten best practices have been selected for this case study (refer to Table 3). 
Our purpose is to find out, considering the case study’s goals and risks, which best 
practice(s) should be recommended for implementation. 

5.2   Level Two 

In this level we assess the importance of criteria against each other (pair wise evalua-
tion). This assessment is independent of the project under study and will be performed 
once and permanently entered in our AHP algorithm. It will be hidden from the users 
of the method. Table 1 is used as a scale of appreciation (1-9) as required by the AHP 
method. Results are summarized in Figure 3. In this figure, for example, Popularity is 
indicated as extremely more important than Component (value 9) and Impact is indi-
cated as strongly more important than risk (1/5). 

1

5 1

7 1 1

9 7 5 1

5 1 1/5 1/ 9 1

Component Popularity Impact Goal Risk

Component

Popularity

Impact

Goal

Risk

 

Fig. 3. Pair wise comparison of the criteria 

5.3   Level 3 

In this level we assess for each criterion the importance of the indicators against each 
other (pair wise evaluation). This is not relevant for the component and popularity  
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criteria as they are described by one indicator only. Table 1 is used as a scale of ap-
preciation (1-9) as required by the AHP method. 

Impact Criteria  
This assessment is independent of the project under study and will be performed once 
and permanently entered in our AHP algorithm. Results are summarized in Figure 4. 
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Fig. 4. Pair wise comparison of Impact’s indicators 

Goal Criteria  
This assessment depends on the project being studied and will have to be performed 
by practitioners if they use this method. For our case study, time and cost are the most 
popular redesign indicators for the criteria goal. Results are summarized in Figure 5.  

 

 I41 I42 I43 I44 I45 I46 I47 I48 
I41 1 
I42 7 1 
I43 9 5 1 
I44 1 1/7 1/9 1 
I45 1 1/7 1/9 1 1 
I46 1 1/7 1/9 1 1 1 
I47 1 1/7 1/9 1 1 1 1 
I48 1 1/7 1/9 1 1 1 1 1 

Fig. 5. Pair wise comparison of Goal’s indicators 

Risk Criteria  
This assessment depends on the project being studied and will have to be performed 
by practitioners if they use this method. For our case study, Limited budget was the 
most threatening risk for the criteria Risk. Results are summarized in Figure 6. 

I51 I52 I53 I54 I55
I51 1 
I52 1 1
I53 7 7 1
I54 1 1 1/7 1
I55 1 1 1/7 1 1  

Fig. 6. Pair wise comparison of Risk’s indicators 
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5.4   Level 4 

In this level we assess for each best practice the appropriate values for the indicators. 
The components values are derived from the classification in Table 2. The popularity 
values simply reflect the best practice position in the top ten table of best practices. 
The Impact values are derived from the devil’s quadrangles for each best practice. We 
have appreciated the risk’s indicators values. Finally, for the goal criterion’s indica-
tors we have assigned a value of 1 on the AHP scale, indicating that we remain neu-
tral in our judgment about this criterion as we want the decision-making algorithm to 
derive values for us. Table 3 indicates the values assigned to each best practice’s indi-
cators. 

Table 3. Indicator’s values for selected best practices 

Best practice Component Popularity Impact Risk Goal
C/F popularity Q T F C A B C D E All  

indicators 
1. Task elimination  5 10 1 2 0 2 1 0 0 0 0 1 
2. Task composi-
tion

5 9 1 2 1 1 0 0 0 0 0 1 

3. Integral Tech-
nology 

3 8 2 2 2 2 -2 -2 -1 0 0 1 

4. Empower 3 7 1 2 2 1 -1 0 1 0 0 1 
5. Order assign-
ment 

3 6 2 2 1 1 0 0 0 0 0 1 

6. Resequencing 5 5 2 2 0 1 0 0 0 0 0 1 
7. Specialist-
generalist

3 4 2 2 2 2 -2 0 -1 0 0 1 

8. Integration 9 3 2 2 1 1 -2 -2 0 0 0 1 
9. Parallelism 5 2 0 2 0 1 -1 0 0 0 0 1 
10. Numerical in-
volvement 

3 1 1 2 1 1 -1 0 1 0 0 1 

 

5.5   Results 

The application of the AHP algorithm delivered a ranking of best practices as shown 
in Table 4. It advises the implementation of the integration, task elimination and task 
composition/resequencing best practices as first choices. Apart from the integration 
 

Table 4. Best practices classified by AHP for our case study 

1. Integration 
2. Task elimination 
3. Task composition AND Resequencing 
4. Parallelism 
5. Order Assignment 
6. Empower AND Numerical involvement 
7. Specialist -  Generalist 
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best practice, this is actually the set preferred in our earlier described case study using 
simulation [14]! The integration was originally identified as an applicable best prac-
tice but did not deliver good results on the simulation model. An explanation of the 
differences could be that the simulation did not take all the components of level 2 into 
account, such as e.g. the risk factor. 

6   Conclusion 

We see the presented parameterisation and application of the AHP-algorithm as a first 
step towards the development of decision-making strategy for BPR implementation. 
Based on earlier work of ourselves and others, we came up with substantiated com-
parisons and weights. Despite the well-known disadvantage of AHP in terms of effort 
required to rate criteria and options, the rating is finally restricted to level 1, goal and 
risk criteria in level 3 and only the risk values for each alternative as the other criteria 
are independent of the case under study. Our method was implemented in Java but is 
still in a prototype stage and needs improvement to be fully used in a business envi-
ronment. Using a case study, we showed the feasibility and potential of the approach. 
Another case study is currently in progress. Furthermore, we will need to apply the 
method to all best practices (29) and not only to the top ten ones. A closer analysis of 
its outcomes should give us insight into the areas that could be improved. A major cri-
terion to be included in our approach is process characteristics, identifying the set of 
properties of the current process that needs to be improved (see [18]). 
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Abstract. Inheritance has been suggested as a tool for managing
changes in workflow systems. Van der Aalst and Basten [1] have identified
four types of inheritance for workflows using a representation based on
Petri nets . While they capture intuitions important for business process
redesign, they suffer from their inability to state class-level constraints.
This paper illustrates this limitation and proposes an extension that ac-
commodates the class semantics and enables explicit representation of
constraints on what variations in workflow are consistent with the origi-
nal workflow. It also shows that the proposed approach subsumes the Van
der Aalst and Basten’s four inheritance types under a single framework
and overcomes their limitation.

1 Introduction

In light of the increasing need to adapt to ever-changing requirements, the work-
flow community has identified as a priority the ability to redesign existing work-
flow definitions while preserving a set of constraints. In particular, Van der Aalst
and Basten [1] have proposed four types of inheritance rules for workflows using
a variant of Petri net called Workflow Process Definition (WPD). However, an
analysis of the semantics of specialization reveals that a WPD, or more generally
a Petri net, may precisely define the behavior of the current workflow but does
not adequately define the features that must be preserved when it is specialized.
We describe an approach that overcomes this limitation in the later sections,
but first elaborate on the problem that motivated this research in the rest of
this section.

Consider the workflow process definition for reviewing a loan given in
Fig. 1. We have simplified this process considerably as it is intended for
illustration only:

Suppose that we need to enhance or revise this workflow to accommodate
a new technology (e.g. eCommerce) or a new regulation (e.g. Sarbanes-Oxley).
It would then be nice to have a method that can tell us whether the revised
workflow still reinforces the constraints that needs to be preserved (e.g. that
the cash cannot be dispersed without the loan approval). Consider, for example,

C. Bussler et al. (Eds.): BPM 2005 Workshops, LNCS 3812, pp. 432–443, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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Fig. 1. Workflow process definition for reviewing a loan
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Fig. 2. Specialization consistent with original workflow

two possible extensions of the workflow in Fig. 1: one that adds a possible on-
line application step (Fig. 2) and one that adds an ”expedite application” step
(Fig. 3). We would like then a method that can tell us that the workflow in Figure
2 is acceptable but the one in Fig. 3 is not because the latter does not preserve the
constraint that the loan must be approved before dispersed. As will be discussed
in Section 2, Van der Aalst and Basten [1] (henceforth referred to as VdAB) have
proposed a solution to this problem by defining workflow specialization rules.
Under these rules, any specialization of a workflow would then be substitutable
for the original workflow. In particular, of the four specialization types defined in
[1], Workflow 2 (Fig. 2) would be a specialization of Workflow 1 (Fig. 1) under the
protocol inheritance rule; thus the former would be substitutable for the latter.
However, a problem with this solution is that Workflow 3 (Fig. 3) also qualifies
as a specialization under the same rule even though it skips the loan approval
process. On the other hand, the projection inheritance rule disqualifies Workflow
3 as a non-specialization but then also disqualifies Workflow 2 as well. In fact,
as will be shown in Section 3, none of the four specialization rules proposed
by VdAB can define Workflow 2 as a valid specialization while disqualifying
Workflow 3 as invalid.

The rest of the paper presents an extension of Petri net that enables class-
level representation of constraints to be preserved and a notion of specializa-
tion that builds on this representation to overcome the above limitation of the
VdAB approach. This notion of specialization is also consistent with the the
subsumption-based definition of specialization that is more traditional in object-
oriented framework. To do so, we first describe the formal apparatus of the VdAB
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Fig. 3. Specialization inconsistent with original workflow

approach (Section 2) and its limitations (Section 3). We then describe our ap-
proach that extends the VdAB work (Section 4) and discuss how it overcomes
its limitation (Section 5). We conclude the paper with a brief discussion of the
related work (Section 6) and a summary of the contribution (Section 7).

2 The Van der Aalst & Basten Approach to Petri Net
Specialization

Van der Aalst & Basten [1] (henceforth referred to as VdAB) define four kinds
of inheritance for workflow process definitions (WPDs).1 A WPD is a sound
WF-net. A WF-net is an L-labeled P/T-net N = (P, T, F, �). P here refers to
the places in the net. T refers to the transitions. F ⊆ (P × T ∪ T × P ) is a
relation which specifies directed arcs between transitions and places. � : T → L
assigns labels (from L, a set of labels). A WF-net has an initial input place
i (corresponding to the initial creation of a new case to be handled by the
workflow), an output place o (corresponding to the completion of a case), and
is ”strongly connected.”

A sound WF-net satisfies the following requirements: when a case is com-
pleted (token in o), there are no other tokens, any reachable marking can lead to
completion, and all transitions can be reached from the starting state. We will
make use of the following additional results and notations introduced by VdAB:

The marking of a WPD is represented in the form
[
pjqk · · ·], where p, q (and

additional terms) correspond to places in P and the exponents correspond to
the number of tokens in each place. In particular, [i] corresponds to a net with
a single token in the input place, and similarly [o] corresponds to a net with a
single token in the output place.

The preset of a node e ∈ P∪T is denoted by •e = {g ∈ P ∪ T | gF e}. Similarly,
the postset of e is denoted by e• = {g ∈ P ∪ T | eFg}.

Given a net N with marking s, one or more transitions t may be enabled so
that one of the enabled transitions can fire. To be enabled a transition t must
have a token in each place in its preset (i.e. •t ≤ s). We then say (N, s) [t〉 .

1 Throughout this paper we adopt the terminology and definitions used in [1]. In the
interests of brevity we include here only the notation and terminology essential to our
arguments. Please see [1] for a full formal treatment of workflow process definitions.
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An enabled transition may fire in which case the marking of the net becomes
s−•t+t•. A firing sequence σ is a sequence of transitions σ : [0, 1, . . . , n − 1] → T
such that σ (0) is enabled at the start and each transition enables the one which
follows. If such a sequence is enabled by marking s, we say (N, s) [σ〉 .

While we will make some use of these formalisms, it is impractical to give
here a detailed exposition of the inheritance relationships themselves so we must
content ourselves with a very informal exposition. This informal approach will
be sufficient for the proof sketches in section 5 below:

VdAB start with the premise that a workflow specialization should add ad-
ditional capabilities (i.e. new transitions and possibly places) while preserving
all the capabilities of the original workflow. This leads to two distinct kinds of
specialization. Let w1 = (P1, T1, F1, �1) and w2 = (P2, T2, F2, �2) be two WPDs.
Then:

Protocol inheritance is satisfied if there is a set of transitions in T1 which, if
removed from w2, yield a net which is behaviorally equivalent to w1. In this case
we say that w2 ≤pt w1. The intuition is that w2 can simulate w1 by blocking
these “extra” transitions.

Projection inheritance is satisfied if there is a set of transitions in T1 which, if
ignored (i.e. removed from the execution trace), yield a net which is behaviorally
equivalent to w1. In this case we say that w2 ≤pj w1. The intuition is that w2

can simulate w1 by hiding these “extra” transitions.
Protocol/projection inheritance is satisfied if (w2 ≤pt w1) ∧ (w2 ≤pj w1) in

which case we say that w2 ≤pp w1.
Life-cycle inheritance is satisfied if we can identify one set of transitions to be

blocked and another to be hidden in w2 such that the resulting net is behaviorally
equivalent to w1, in which case we say that w2 ≤lc w1.

3 Analysis of Van der Aalst & Basten Approach

We draw on our previous work on process specialization to analyze the VdAB
proposal. Our approach [2,3] is based on the view that specialization is a sub-
sumption relationship. We formalize this approach as follows:

Consider some language or graphical representation intended to describe fea-
tures of our world. For the moment we don’t concern ourselves with the internal
structure of this representation (i.e. its syntax). We will just consider the set W
of well formed expressions in this language.

Let D be a set of objects which together constitute a domain of interest and
M be a map from W to P(D) (the powerset of D). Then given M , each w in
W can be said to represent a class whose extension is M(w).

We can then define the specialization relation ≺ on W :

w1 ≺ w2 ↔ M(w1) ⊆ M(w2) (1)

This definition formalizes the subsumption approach to specialization: w1 is
a specialization of w2 if and only if all instances of w1 are also instances of w2.
In other words: the extension of w1 is a subset of the extension of w2.
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It follows that to define specialization for some representation W we need to
identify the target domain D and also the mapping M . In other words, we need
to be able to say what counts as an instance for any description w in W . Note
also that specialization is a property of the classes represented by W and is not a
property of instances in D since it’s a relationship among subsets of D. Finally,
note that for a given W and D there are many possible mappings M , each of
which yields a different specialization relationship on W .

We will refer to 〈W , D, M〉 as defining an extension semantics on W . Any
extension semantics E defines the associated specialization relationship ≺E . We
will omit the subscript when the context is clear. Conversely, given some pro-
posed specializing transformation, we require that there be a consistent exten-
sion semantics. We now apply this approach to the VdAB results on workflow
inheritance.

3.1 Specialization of Workflow Process Definitions

Our discussion of specialization above implies that any notion of specialization
for WPDs will require us to identify an extension semantics. We adopt the ap-
proach that each instance of a Petri net is itself a Petri net, typically an exact
copy. This approach actually fits well with how Petri nets are used in work-
flow systems, as VdAB observe [1, pp. 157-8]. For example, in a loan approval
workflow, when each new loan arrives, a new copy of the loan approval WPD
would be instantiated and initialized. At any time there may be multiple such in-
stances, all having the same set of places and transitions but each corresponding
to a different loan application likely in a different state with a different execution
history. We will thus adopt the approach that D is itself W (the set of all WPDs)
and M is a map from W to P(W).

We observe that a WPD should at least include exact copies of itself as in-
stances, that is w ∈ M(w). It turns out, however, that if w has specializations
(other than itself), then those specializations will also correspond to instances
in M(w).

Proposition 1. Membership in M(w) should include the set of all WPDs which
are specializations of w.

Proof. w1 ≺ w → M (w1) ⊆ M (w2). Since, as noted above, M(w) should at
least include w itself, it follows that w1 ∈ M (w1) and hence w1 ∈ M (w). ��
Based on Proposition 1 we will define M(w) to be exactly the set of all special-
izations of w. Since VdAB have given formal relationships corresponding to each
of the four types of inheritance, we can precisely state which WPDs are special-
izations of any workflow process definition. Thus we can immediately define M
for each of these types of specialization:

Definition 1. MLC (w) = {v|v ≤LC w}, and similarly for the other three
definitions.
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3.2 Limitations of WPD as a Process Class Description

Once we adopt the notion that a workflow can be specialized, it follows that the
original WPD above represents not only a particular workflow, but also a class
of possible workflows. The question of which workflows are to be included in
that class is a question about the intention of the WPD designer. The designer
needs to choose one of the four possible VdAB specializations (and extension
semantics) in order to specify which workflows ought to be considered as spe-
cializations (i.e. as consistent with the requirements embodied in the original
design).

Thus we should consider which choice of extension semantics is consistent
with the designer’s intentions. Table below indicates which specializations are
permitted under each of the four approaches to specialization proposed by VdAB.
As indicated in the table, there is no VdAB specialization which permits the
desired specialization while excluding the other.

One might argue that this is not a problem. That one can simply evaluate the
two specializations permitted under (say) protocol specialization and determine
which is acceptable. This might not be practical for a complex process with many
such processes and furthermore it seems evident that none of the alternatives
above really capture the implicit constraints intended by the designer.

To overcome this problem, we need a fundamental change in our approach
to specialization, a new way to define WPD classes so that these important
properties can be represented and preserved. In section 4 we propose such an
approach.

Table 1. Specialization of the Loan Review Process

Inheritance Type Apply
online?

Skip
approval?

Comments

Protocol (blocking) Allowed Allowed New trans. can be blocked.

Projection (hiding) Forbidden Forbidden New trans. lead to observable
difference in behavior.

Protocol & Projection Forbidden Forbidden Specializations do not satisfy
protocol inheritance.

Life cycle Allowed Allowed

4 Proposed Extension to Van der Aalst & Basten

We will extend the notation for WPDs to allow a finer-grained specification of
class membership. This additional notation will have no bearing on the execution
of a given workflow process definition but instead restricts the membership of its
extension and hence the ways in which the WPD can be specialized. We will refer
to such an extended WPDs as a Workflow Process Class Definition (WPCD).
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The intuitive interpretation of our extension is that when you need to change
the existing workflow in order to handle some additional requirements you need
to know what you can’t do if you want to be consistent with the intention
of the existing workflow. That is, our approach provides support for handling
exceptions to the existing workflow.

4.1 Defining WPCD Syntax

Definition 2. We define a WPCD as the tuple (P, T, F, �, EL, PB , FL), where:

(P, T, F, �) is a WPD (i.e. a sound WF - net)
EL ⊆ (P ∪ T ) is a set of “frozen” nodes
PB ⊆ P − EL is a set of “externally frozen” places
FL ⊆ F is a set of “frozen” arcs

The behavior of WPCD as a workflow is entirely described by (P, T, F, �). The
additional elements of the definition describe which variations are permitted,
and hence which specializations will be permitted. We present below an informal
interpretation of each of the new components.

EL is a set of places and transitions which are “frozen,” meaning that the
preset and postset of these nodes cannot be changed in a specialization. For
example, a specialization could ordinarily add a new transition (e.g. under pro-
tocol inheritance) but such a transition cannot be connected to a frozen place
since that would involve a modification to its preset or postset. We represent a
frozen node by adding two small boxes to the node’s representation (circle or
rectangle).

PB is a set of places which are not frozen (transitions can be added) but
which can only add “internal transitions.” That is, any transition or sub-net
which is connected to p ∈ PB does not connect to any other node in P ∪ T .
These externally frozen places are represented by adding a small triangle to the
circle representing that place.

FL is a set of arcs which cannot be refined. That is, a frozen arc cannot be
modified by adding intervening places or transitions.

These new notations are shown in Figure 4 below.
Having defined this new kind of net, we now give it an appropriate extension

semantics. Specifically we define the function MCD for this net.

4.2 Defining Extension Semantics

The extension of a WPCD w0 is defined to include every WPD w which satisfies
the following four conditions:

1. Life-cycle inheritance. w is a valid instance of life-cycle inheritance for w0.
2. Frozen elements. The presets and postsets of all transitions and places

marked as frozen are identical in w and w0.
3. Externally frozen places. Transitions added in w to the preset or postset of

an externally frozen place do not connect to other places or transitions found
in w0.
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Frozen Transition
Frozen Place

Externally Frozen PlaceFrozen Arc

Fig. 4. WPCD Notation

4. Frozen arcs. Any arc marked as frozen in w0 must also appear in w. That
is, such arcs cannot be modified by adding intervening places or transitions.

5 Analysis of Extension

It turns out that the WPCD notation is sufficiently rich to capture the restric-
tions a designer may wish to impose on membership in the class associated with
a WPD and hence with what counts a as a specialization. In particular we will
show the following:

1. For the Loan Review example (Figure 1 above), we will show that these
semantics suffice to permit the specialization in Figure 2 while excluding the
specialization in Figure 3.

2. We will show that all four kinds of VdAB specialization can be handled as
special cases of this semantics.

5.1 The Loan Approval Example Revisited

Figure 5 below shows how the Loan review process can be represented as a
WPCD. The only change from the original (Figure 1) is that the place Loan
approved has been frozen. This means that the only way that a token can arrive in
Loan approved is via the existing transition Approve application. Since Disburse
cash has Loan approved in its preset, this means that Disburse cash cannot fire
unless Approve application has fired previously.

5.2 Representing VdAB Inheritance with WPCDs

Each type of inheritance identified by VdAB can be captured by constraining
the use of various elements of the WPCD notation. In what follows we will
limit ourselves to describing the form of WPCD required for each inheritance
type along with an informal argument that each form will result in the desired
form of inheritance. Protocol and projection inheritance are illustrated using the
review loan workflow.
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Fig. 5. Representation of the Loan review process using WPCD

i Application
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o
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application

Decline application

Approve
application Disburse cash

Loan
approved

Fig. 6. Protocol Inheritance

We can specify life-cycle inheritance by refraining from using any of the addi-
tional notations introduced in WPCD. Under those circumstances the semantics
for M() reduces to condition 1 (see the definition in section 4.2 above) which is
equivalent to ≤lc (life-cycle inheritance).

We can specify protocol inheritance by requiring that all transitions and arcs
be frozen. Since arcs are frozen, new transitions can only connect to the ex-
isting net through its places. If we block these additional transitions then the
only changes in the state of the net must result from the firing of the original
transitions. Since we have frozen these transitions, their presets and postsets
will be unchanged and thus their firing rules will be unchanged. As a result the
behavior of any specialization obtained under this WPCD will be equivalent to
the original net when new transitions are blocked.

We can specify projection inheritance by requiring that all places be externally
frozen. This allows specializations corresponding to three kinds of changes: (1) A
subnet can be connected to a single place. (2) A subnet can be connected to one
or more transitions. (3) A subnet can be inserted into an arc (between an existing
place and transition). These changes correspond to the three ”transformation

i Application
received

o
Receive written 

application

Decline application

Approve
application Disburse cash

Loan
approved

Fig. 7. Projection Inheritance
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rules” PPS, PJS, and PJ3S which VdAB have shown to result in projection
inheritance.

By following rules for both Protocol and Projection inheritance as described
above, any specializations of the WPCD will satisfy both kinds of inheritance
and thus will satisfy Protocol/projection inheritance.

6 Related Work

This study builds on previous work of ours. In [4], we propose the use of pro-
cess specialization as a way of categorizing and analyzing processes for process
design/redesign. In [3] we point out the importance of formalizing the notion of
process specialization and a need for its own set of semantics that is different,
though compatible, with that for object specializations. We apply this approach
to state diagrams and later to dataflow diagrams [2].

In addition to Van der Aalst and Basten’s work on workflow inheritance [1]
our work is closely related to Nierstraz’s work on active object subtyping [5],
and Schrefl & Stumptner’s work on Object Life Cycle specialization [6]. The
relation between our approach and the first two are discussed in [3]. Schrefl and
Stemptner define “object life cycle” as “an overall description of how instances
evolve over time.” After pointing out the need for criteria for object life cycle
specialization, they present them in the context of Object Behavior Diagram [7].
This work is similar to ours in many respects. However, it differs from our study
in that it treats a process as part of an object (i.e. its behavior) and focuses on
behavioral consistency, whereas in our approach a process is treated as a class
with its own extensions.

7 Conclusions

This paper builds on a growing body of research on workflow inheritance, which
can be a powerful tool for managing changes in workflow system design. As
demonstrated in the object-oriented modeling and programming area, inheri-
tance enables us to introduce changes while preserving a given set of constraints.
In order to do so, we need to formalize the notion of inheritance among workflow
definitions and identify the rules governing it.

The recent work of Van der Aalst and Basten [1] has provided us with a solid
framework within which to tackle this task. In particular, they have given us the
behavioral definition of inheritance and four types of inheritance rules.

This paper builds on this work by proposing a diagrammatic extension of the
Petri net that enables us to use it as a class representation without affecting its
behavioral characteristics. With this extended formalism, we showed the com-
prehensiveness of our approach by identifying a set of syntactic rules which can
be adapted to each of Van der Aalst and Basten’s four inheritance rules. We
showed the potential usefulness of our approach by applying it to a simple loan
processing example.
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In addition to the need for a complete formal analysis of our proposed ex-
tensions, our current results have a number of limitations and unresolved issues
that set the stage for future work:

1. Are the notations we propose for the Workflow Process Class Definition
complete or at least rich enough to express the sorts of process requirements
we would want to capture in practice? One issue in particular is whether it
should be possible to freeze the preset or postset of a node individually (our
current approach freezes them both). For example, in the loan review process
WPCD shown in Figure 5 we stipulate that loans can only be approved by
firing the transition Approve application, but we also disallow alternatives
to Disburse cash as the next step in the process. If we could freeze just the
preset to Loan approved, then we would still prevent cash from being dis-
bursed without loan approval but would allow for alternatives to immediate
disbursement of cash. Beyond this specific issue, it would be interesting to
identify other types of constraints than those discussed so far (for example,
specifying a disjunction of transitions such that one of them must be fired)
and then examine how our approach might be used to represent and preserve
such constraints through specialization.

2. Do the WPCD notations constitute a minimal set or is there a smaller set
of notations which is as expressive?

3. The current analysis is based on trace equivalence rather than the more
discriminating (and widely preferred) notion of bisimulation [8].

4. We do not fully consider the role that decomposition ought to play in work-
flow specialization. Our previous work suggests that decomposition is often
an important aspect of the specialization of process models [2,3].

We plan to address these issues in future work as well as to explore how the
approach can be applied to actual workflow redesign situations.
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Abstract. Although much attention is being paid to business processes
during the past decades, the design of business processes and particu-
larly workflow processes is still more art than science. In this workshop
paper, we present our view on modeling methods for workflow processes
and introduce our research aiming for the development of an “intelli-
gent” software tool for workflow process redesign. This tool uses two
approaches to redesign workflows: an evolutionary approach, focussing
on local updates to a given process, and a revolutionary approach, start-
ing with a clean-sheet of paper.

1 Introduction

Business Process Redesign (BPR) is a popular methodology for companies to
boost the performance of their operations. In essence, it combines a radical
restructuring of a business process with a wide-scale application of information
technology [8]. A common practice to apply BPR is that management consultants
encourage specialists, employers and managers within the setting of a workshop
to think of alternatives to the existing business process or to think of completely
new processes. The role of the external consultants is to manage the workshop
and to stimulate people to abandon the traditional beliefs they may have about
the process in question, e.g. using creativity techniques. A well-chosen delegation
of internal specialists and managers should ensure that all expertise is available
that is required to make a process design.

Popular as this approach may be, it is questionable whether it will lead to the
best possible redesign. We identify the following problems with this approach:

– It is subjective: The identification of problem areas is strongly influenced
by the composition of the workshop group and their individual expertise.
Furthermore, it is difficult to assess for the facilitator to identify the oppor-
tunities of change.

– It encourages high-level designs: An abstraction from complex procedures
and coordination mechanisms is made to more easily reach consensus.

– It is often not reproducible: Even if there is a rationale for design decisions,
it is often difficult at a later stage to understand why a specific solution was
favored by the workshop group.

C. Bussler et al. (Eds.): BPM 2005 Workshops, LNCS 3812, pp. 444–453, 2006.
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For more background and a further discussion of these issues, see [20].
The concrete problem this research project addresses is the lack of sound

scientific foundations for the way that business processes are redesigned in prac-
tice. The research project aims at an extension of the capabilities of an existing,
widely used process modeling tool in industry with “intelligent” capabilities to
suggest favorable alternatives to an existing process. We refer to “intelligent”
because the tool should be able to produce good alternatives itself. Together
with the initial process model, this approach also requires an explicit specifica-
tion of the performance targets that are aimed for, e.g. a process with the lowest
average operational cost or a process with the lowest average lead time. The
proposed capabilities of the “intelligent” tool are twofold:

– On the one hand, the tool can suggest evolutionary, local updates to an
existing workflow design. These updates only gradually improve its perfor-
mance. In this evolutionary approach the existing process is taken as starting
point and is gradually refined or improved. Improvements are suggested on
the basis of ‘best practices’ that have accumulated in the literature on BPR
over the last decade (see [22]).

– On the other hand, there is the possibility to generate a revolutionary new
alternative of an existing workflow. A clean-sheet of paper is taken to design
the complete process from scratch. This approach provides possibilities to
“re-do” the whole process and make radical changes in the process model,
on the basis of an analysis of the essential information processing underlying
the process (see [21]).

The type of processes that will be redesigned with the “intelligent” tool are
workflow processes [20,2]. Workflows are commonly found within administrative
settings such as banks and insurance companies and typical examples are mort-
gage requests or damage claims. In this paper we use the evaluation of mortgage
requests as a simple, but clear example to illustrate the two approaches.

This workshop paper is organized as follows. In the next section, an overview
is given of relevant literature to clarify the background of this research. Fur-
ther, the evolutionary (Section 3) and revolutionary approach (Section 4) are
discussed in more detail. The paper ends with a conclusion.

2 Literature

In their seminal work [8], Hammer and Champy identified IT as a key enabler
for redesigning business processes. This new role of IT “represents a fundamen-
tal departure from conventional wisdom on the way an enterprise or business
process is viewed, examined, and organized” [9] and triggered many articles on
the role of IT in the context of BPR. However, as pointed out in [7], most of the
studies deal with conceptual frameworks and strategies - not with modeling and
analysis of business processes with the objective of improving the performance
of reengineering efforts.
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The use of IT to actually support a redesign effort can take on various forms
and a variety of tools is available in the market place. Kettinger, Teng and Guha
compiled a list of 102 different tools to support redesign projects [10]. Building
on this study, Al-Mashari, Irani and Zairi classified BPR-related tools and tech-
niques in 11 major groups [3]. These groups cover activities such as project man-
agement, process modeling, problem diagnosis, business planning, and process
prototyping. Gunasekaran and Kobu reviewed the literature from 1993-2000 and
came to the following classification of modeling tools and techniques for BPR:
(i) conceptual models, (ii) simulation models, (iii) object-oriented models, (iv)
IDEF models, (v) network models, and (vi) knowledge-based models [7]. More
recently, Attaran linked the various available tools to three different phases in a
BPR program: before a process is designed, while the process is being designed,
and after the design is complete [4]. In these phases, a tool can respectively act
as a facilitator (e.g. as an inspirator for a new strategic vision), as an enabler
(e.g. for mapping the process, gathering performance data, and simulation), and
as an implementor (e.g. for project planning and evaluation). Using the clas-
sifications of these authors, our interest in this paper lies with the role of IT
as an enabler of process design, more in particular “to help identify alternative
business processes” [4], in the form of knowledge-based models that “facilitate
the process of reengineering by minimizing the complexity of the modeling and
analysis of BPR” [7].

There are various papers addressing the state of the art on BPR tools and
techniques (e.g. [10,3]). Despite their vast supply, Nissen states that typically
“such tools fail to support the deep reengineering knowledge and specialized
expertise required for effective redesign” [16]. Similarly, Bernstein, Klein and
Malone observe that “today’s business process design tools provide little or no
support for generating innovative business process ideas” [5].

The most important reasons to work towards the development of an “intelli-
gent” tool for process redesign is that new design alternatives can be developed
easier [7], more cost-effectively [15], quicker [13,16] and more systematically
[13,19,24]. At this point in time few tools qualify on these requirements. The
ProcessWise methodology, although promoted as “advanced” and supported by
an integrated tool, does not offer any guidance for the design itself [6]. Case
based reasoning (CBR) systems are presented in [11,14]. They enable an effi-
cient search and retrieval of earlier redesign solutions that hopefully fit the aims
of a new BPR effort. However, it is the human designer who must still weigh
their applicability and perform the adaptations to the current situation. Another
drawback is that the cases are typically restricted to a certain business domain,
e.g. banking.

More promising seems the approach on the basis of the MIT Process Hand-
book as presented in [13]. The process recombinator tool is implementing this
approach [5]. Through the notions of (i) process specialization and (ii) coordi-
nation mechanisms, new designs can be systematically generated on the basis
of an identified list of core activities. It is the end user who then can select the
most satisfactory process. In contrast to the earlier CBR approaches, the existing



“Intelligent” Tools for Workflow Process Redesign: A Research Agenda 447

design knowledge extends over multiple business domains and the end user is
supported in a meaningful way to generate alternatives.

In research that is associated to the MIT Process Handbook, a quite different
yet promising approach is presented in [12,19]. It attempts to capture the gram-
mar underlying a business process. Just like natural language consists of words
and rules to combine these words, business processes are seen as consisting of
activities that can be combined using rewrite rules. A clear advantage of this ap-
proach would be that different process variants can be systematically generated
and explored. However, it seems difficult to identify the rules and constraints
that apply for certain categories of processes and to represent these in a gram-
matical framework.

The last approach particularly worth mentioning here is the KOPeR tool
described in [15,16]. The idea is that a limited set of process measures (e.g.
process length, process handoffs, etc.) can be used to identify process patholo-
gies in a given process (e.g. a problematic process structure, fragmented process
flows, etc.). These process pathologies can then be matched to redesign trans-
formations known to effectively deal with these pathologies. Although the tool
does not generate new designs itself, e.g. by visualizing the effect of a suggested
transformation on an existing design, experiments suggest that the tool “per-
forms redesign activities at an overall level of effectiveness exceeding that of the
reengineering novice” [17].

In summary, although the existence and importance is acknowledged of tools
to support redesigners with the technical task of generating new process designs,
few tools exist that can match this task. Elements common to the few existing
“intelligent” redesign tools are (i) the use of earlier redesign cases, (ii) the ex-
ploration of a deeper process structure, and (iii) the application of general (i.e.
non-business specific) transformation rules/best practices. In particular, the ap-
plication of the latter two ingredients seems to lead to the most effective results.

3 Evolutionary Approach

This section addresses the evolutionary approach to workflow process design. The
evolutionary approach is based on the application of general best practices or
heuristic rules. The best practices support practitioners in developing a workflow
design by making evolutionary, local updates to an existing design.

3.1 Introduction

Best practices are the basis for the evolutionary approach. A best practice has
essentially the following parts: some kind of construction or pattern that can be
distinguished in the existing workflow, an alternative to be incorporated for the
redesign and a context-sensitive justification for this alternative. An extensive
literature survey has taken place to collect all best practices for evolutionary
process improvement of workflows (see [22]). Reijers and Limam Mansar [22]
have identified 29 best practices. For each best practice the authors present a
qualitative description, its potential effects and possible drawbacks. Next to this,
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they present a business process redesign framework. Both the description of the
best practices and the classification of the best practices based on the presented
framework are starting points for the development of the “intelligent” tool. In
the next sections we will give an example of the use of a best practice and present
our research outline and issues.

3.2 Example of Best Practice

The evaluation of mortgage requests described in [1] will be used to illustrate the
development of a design alternative. In the example only one best practice will
be used. This best practice is based on the knock-out principle, used to decide
whether a case should be accepted or rejected. We have chosen the knock-out
best practice, because this best practice is already formalized and quantitatively
supported by Van der Aalst [1]. The example is a simplified version of the exam-
ple used by Van der Aalst [1] and describes the process of granting a mortgage
for buying a house. The process consists of five checking tasks currently placed
in the sequence: (A) ‘check salary of mortgagee’, (B) ‘check current debts’, (C)
‘check mortgage history’, (D) ‘check collateral’ and (E) ‘check insurance’. Each
check has two possible outcomes: OK or NOK (i.e., not OK). If for a specific
request the outcome of a task is NOK, the request is rejected immediately. The
request is only accepted and the mortgage granted if all checks are positive. The
process variables are stated in Table 1. We assume there are enough resources

Table 1. Process variables for the knock-out problem

Task Reject probability Processing time (min.) Ratio
A 0.10 35 0.003
B 0.15 30 0.005
C 0.20 20 0.01
D 0.15 15 0.01
E 0.20 20 0.01

present in the process to avoid bottlenecks. The knock-out best practice will be
used to find the ordering of the five tasks of the mortgage process with the low-
est average lead time. The knock-out best practice states “order knock-outs in
an increasing order of effort and in decreasing order of termination probability”
[20]. Tasks should be ordered in descending order using the ratio ‘reject proba-
bility / processing time’ (see Table 1 for the ratios). Tasks with the same ratio
should be ordered using the reject probability (in descending order) to obtain
the process with the lowest average lead time. Using the knock-out best practice
shows that two optimal sequential process designs exist: process E.C.D.B.A. and
process C.E.D.B.A.

This example illustrates clearly the suitability of the knock-out best practice
to improve a workflow design with checking tasks. It is easy to apply a best prac-
tice on a situation suited for it, but this does not mean that application of the
best practices on real workflows will be easy. Identified issues will be addressed
in the next section.
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3.3 Research Outline and Issues

The best practices and the use in an “intelligent” tool are the main focus of the
research on the evolutionary approach. The first step will be the selection of best
practices that seem fruitful to be developed further for inclusion in the tool. A
main selection criterion could be the level of performance improvement that is
pursued with such a best practice. We will consider the performance dimensions
costs, time, quality and flexibility and provide the user with the possibility to
enter his performance goals for the redesign. Simulation seems to be a suitable
performance analysis technique for investigation of the changes in performance
when applying the various best practices to workflow processes. Issues related to
the selection are the large number of best practices to be taken into considera-
tion, the level of required information and obtaining this information (e.g. from
the end users).

Some of the best practices are already formalized and quantitatively sup-
ported, but most of them are more qualitative by nature. The logical next step
would be the formalization and quantification of the selected best practices.
Formalized transformation rules are necessary for an automatic recognition of
sub-optimal patterns within a workflow design and the replacement of such a
pattern. The justification of a replacement is done with the quantitative support
for the use of the best practice. Finally, an implementation of the formalized
best practices in the “intelligent” tool should take place.

An important issue during the research will be combining the best practices
in the tool. First of all, it might be difficult to incorporate different classes of
best practices in the same tool, because each class requires different types of in-
formation. Secondly, not only insight in the effects of an individual best practice
is necessary, but also on the interaction effects when applied together with other
best practices.

4 Revolutionary Approach

This section focuses on a revolutionary approach to workflow process redesign,
i.e. the process model is designed from scratch. This approach can also be clas-
sified as an approach that is based on the exploration of a deeper structure of
the workflow product, as will be shown in the next sections.

4.1 Introduction

At the basis of the revolutionary approach are the principles of Product Based
Workflow Design (PBWD) [20,21,23]. PBWD focuses on the workflow product
that is produced during the workflow process, instead of on the process of pro-
duction itself. As explained in the introduction, workflow processes are business
processes in an administrative setting, in which a lot of information is processed.
The structure of information processing can be captured in a tree structure,
called the product data model (PDM). The PDM can be compared to the con-
cept of a Bill of Material (BoM) in manufacturing [18]. Like a BoM for instance
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describes the physical assembly of a car (i.e. a car is made out of an engine and
a subassembly, which consists of four wheels and a chassis), the PDM describes
the administrative “assembly” of for example a mortgage.

Until now PBWD has not been widely applied in practice because there is
a lack of methods and tools to use this theory to redesign workflow processes.
This research will focus on how the underlying structure of the process can be
used in the redesign of the workflow process. The next section will amplify on
the product data model for the mortgage process which we used earlier as an
example. Next, we will shortly introduce our plans for future research in this
area.

4.2 Example of Product Data Model

As a simple example we will elaborate on a product data model for the mortgage
process that is described in [1]. Before the mortgage is approved five checks have
to be executed. Of course all the checks, i.e. decisions, are based on information.
The information in turn can be divided into several pieces of information that
are built on other pieces of information or are provided by the applicant. In a
PDM the pieces of information are called information elements and the different
information elements are related to each other through operations.

We will now consider (a part of) the product data model for the mortgage
process. The model is depicted in Figure 1. We have only elaborated the tree
structure for the salary check in the mortgage process for reasons of clarity. The
tree structures for the other checks are comparable to the one for the salary check.

We will explain the PDM from Figure 1 in a bottom-up way. The salary check
starts with information on the income and expenses of the mortgage applicant
and finally ends with the decision whether the salary is sufficient to buy the
desired property. For instance the gross salary per month (information element
number 19) and the percentage of holiday payment (20) together determine the
gross salary per year (17). In a similar way the other information elements are
determined and finally the check on salary (2) is performed. When the outcome
for the check on salary is negative, the mortgage can be rejected immediately
(indicated by the single link between “check salary” and “mortgage OK?”).
When the check on salary is positive, four other positive checks are needed
before the mortgage is approved (depicted by the connected links between the
five checks and the mortgage decision).

4.3 Research Outline and Issues

The research on the revolutionary approach proposed by this position paper
focuses on deriving workflow process models based on the product data model.
The first step in this research project is to study the theory of PBWD more
carefully in order to identify the most pressing issues. At this point in time some
of the issues are already revealed.

In the first place there is a need for practical cases to apply the PBWD view.
Until now, few investigations have been done to the retrieval of the product data
model in a practical situation. Issues that arise here are the level of detail to
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3 Check debts
4 Check history
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6 Check insurance
7 Purchase price of desired property
8 Maximum purchase price
9 Maximum amount of mortgage

10 Percentage of buyer's costs
11 Own money
12 Term of mortgage (number of years)
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16 Fixed expenses per year
17 Gross salary per year
18 Fixed expenses per month
19 Gross salary per month
20 Percentage of holiday payment (e.g. 8%)
21 Amount of loan per month
22 Amount of alimony per month

Fig. 1. Product data model for mortgage process

which the product data model has to be described, the amount of information
available and needed, and the way in which data can be gathered (from systems,
working instructions, laws, regulations, etc.) to retrieve the product data model.
Another issue is the way in which a process model (consisting of tasks) can be
derived from the product data model. At this point in time cohesion and coupling
measures exist that more or less define the quality of a workflow design based on
the manually clustering of information elements and operations [23]. The aim of
this research is eventually to find an algorithm that (semi)automatically groups
the information elements and operations of a product data model in activities. In
this way we want to develop an objective and prescriptive method for redesigning
workflow processes that can suggest favorable alternatives to a workflow process
based on the product data model.

Moreover, at the moment the method only focuses on structural properties.
Duration, costs and other performance indicators are not yet considered in the
derivation of the best alternative process model. Next, the cohesion and coupling
measures and the developed method should be validated by means of practical
examples and/or experts. Finally, the developed prescriptive method has to be
incorporated in a workflow redesign tool to support workflow designers. We also
aim for the development of a prototype with this functionality.

5 Conclusion

In this paper we proposed two approaches to develop “intelligent” tools for work-
flow process redesign. The first approach focuses on local improvements of an ex-
isting workflow process through identified best practices. The second approach
takes a clean-sheet of paper to design the workflow process focusing on a deeper
process structure of the information that is processed in the workflow process.
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By using these two approaches we think the most pressing difficulties that
we identified in popular practice in workflow process redesign can be overcome.
The approaches we aim for are objective, they aim for a more detailed view and
they are reproducible.
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Abstract. Business Process Management is considered an essential strategy to 
create and maintain competitive advantage by streamlining and monitoring 
corporate processes. While the identification of critical success factors for the 
management of business process related projects has been addressed by some 
research projects, the risks associated with these projects have received 
considerably less attention. This is a concern: Although BPM projects contain 
phases that relate to traditional software development and deployment projects, 
the application of risk mitigation strategies found in software engineering 
ignores the subsequent process management phases that follow upon the 
implementation and automation of processes. This paper provides an overview 
of risks associated with BPM projects along the phases of the BPM lifecycle. 
After a classification of the risks identified with individual lifecycle phases and 
transitions we discuss four strategies to deal with these risks: avoidance, 
mitigation, transfer, and acceptance. The outlook of this paper discusses how 
assessment frameworks such as CobIT and COSO can be applied to risk 
management in the context of BPM.  

1   Motivation 

The specification and improvement of corporate processes is a measure that helps 
functional organizations improve the hand-off points of work items between 
departments. After the majority of the 1990s reengineering projects put business 
processes at the center of reorganization strategies, process management has more 
recently been realigned with continuous improvement efforts that go back to the Total 
Quality Management initiatives of the 1980s, and continuous improvement efforts 
that have their roots in W. Edwards Deming’s work in the 1950s.  

Business Process Management covers the lifecycle of process discovery, 
specification, implementation, execution, monitoring and controlling. While corporate 
reorganization often focuses on the makeup of structural entities such as departments 
and divisions, the core processes enacted to deliver products are services tend to 
remain a core binding element for organizations. Consequently, structuring 
organizations around business processes is a popular topic both in management and 
the technical literature. A study conducted by Grover indicates that, even with 
enormous time and investment devoted, 7 out of 10 surveyed business process 
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projects failed [1]. Such a high failure rate implies that in addition to understanding 
what should to be done in process reengineering projects, the avoidance of things that 
should not be done deserves equal attention. We are particularly interested in 
describing the risks that endanger the success of business process projects, such as 
those listed in [2, 3].  

In this paper, we describe specific risks that BPM projects are exposed to along the 
BPM lifecycle. Based on four risk management strategies we discuss the options that 
a BPM project manager has in dealing with these risks. Finally, we outline the role of 
existing frameworks such as COSO and CobIT in identifying existing risks and 
planning for their mitigation. 

2   Business Process Management 

The general notion of the term business process is widely understood, but there exist 
almost as many definitions of the term as there are authors writing about the topic. In 
general, processes transform input into output along a path of activities, which may 
invoke or consume resources such as people or materials. Depending on the position 
of the process within the corporate supply chain, core and support processes can be 
distinguished. Core processes (sometimes called identity processes) are the main 
value-creating pipelines of an organization; they are triggered by interaction with 
external parties such as suppliers or customers, and their output is directed at 
consumers outside the organization. Support processes are mainly internal to an 
organization, and enable the execution of core processes. They do not produce results 
that are of direct value to customers or suppliers. To formalize these notions we 
propose the following definition of a process: A process is a sequence of activities 
that is necessary to manipulate an object of economic interest to the organization, and 
that achieves a specific goal. The components of a process are both the structure of 
the process (i.e. the control flow among activities, data flow dependencies, and 
business rules that cover constraints in the execution of the process), its goals, as well 
as ancillary elements such as resources, input and output. 

Management in general is a cross-sectional function that controls the use of 
resources and choreographs the operational activities of the enterprise. Management 
functions follow a lifecycle of planning, organizing, staffing, directing and 
controlling, and budgeting. Business Process Management is the application of this 
management cycle to an organization’s business processes. While Business Process 
Management has gained interest in industry over the last few years (compare e.g. [4]), 
its roots are not new. For instance, Levin proposed the ideas of automatic process 
control in physical processes to office work in 1956 [24]. 

Zairi and Sinclair see BPM as “a structured approach to analyze and continually 
improve fundamental activities such as manufacturing, marketing, communications 
and other major elements of a company’s operations” [5]. Elzinga et al. emphasize 
that no matter how continuous improvement is performed, it must be based on the 
quality of products and services that will be evaluated by the customers. 
Consequently, they define BPM as “a systematic, structured approach to analyze, 
improve, control, and manage processes with the aim of improving the quality of 
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products and services” [6]. Harmon echoes this idea: “BPM refers to aligning 
processes with the organization's strategic goals, designing and implementing process 
architectures, establishing process measurement systems that align with 
organizational goals, and educating and organizing managers so that they will manage 
processes effectively” [7].  

The above definitions all point to the core task of Business Process Management: 
To create alignment among the individual process components input, output, 
resources, process structure, and process goals. If such alignment is achieved, the 
overall process performance of the organization should increase both in terms of 
process quality (e.g. less waste, idle time, rework) and quantity (e.g. shorter cycle 
times, faster adjustment to environmental changes). Alignment is seldom achieved 
through a one-time process. Instead, an iterative approach in form of a continuous 
process management lifecycle helps organizations achieve, maintain, and improve the 
quality of their processes. This lifecycle is shown in figure 1. 

 

Fig. 1. Business Process Management Lifecycle 
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The process lifecycle starts with a definition of organizational and process goals, 
and an assessment of environmental factors and constraints that have an effect on the 
business processes of an organization. The purpose of the following process design 
phase is the identification of those processes an organization wishes to analyze, 
redesign, and/or automate. The details of these processes are specified and mapped 
using (semi-)formal modeling methods. Before processes are designed or redesigned, 
it is necessary to identify and clarify variables that will influence the process design. 
Internally, these variables include the purpose and deliverables of the process, known 
limitations of the process and the affected organization. External variables reflect the 
influence of outside parties such as suppliers, customers, competitors and 
governmental agencies. The completeness of the goal specification and the 
organizational analysis defines the parameters and thus the constraints for the desired 
process design.  

During the process implementation phase the specified process models are 
transferred into the operational environments which can either be manual (e.g. via 
procedure handbooks) or automated (e.g. via BPM or workflow software). Finally, 
individual process instances are derived from the process specification and executed; 
their performance is monitored in real time. For the purpose of process control and 
improvement, audit trails produced during the process enactment and monitoring 
stages can be used in the evaluation stage. During this stage data from multiple 
process instances is aggregated to discover temporal trends and design flaws. 
Feedbacks and contingency plans for process improvement can be formulated based 
on the results of process measurement and evaluation. 

3   Risks and Risk Management 

In classical decision making theory, risk is conceived as “reflecting variation in the 
distribution of possible outcomes, their likelihoods, and their subjective values” [8]. 
By this definition, risk can be expressed mathematically as “the probability of 
occurrence of loss/gain multiplied by its respective magnitude.” [20] The Project 
Management Institute defines risk as “an uncertain event or condition that, if it 
occurs, has a positive or negative effect on a project objective” [23]. Since risks are 
commonly associated with negative outcomes [8], the distinction between risks and 
problems often remains unclear. Charette claims that a risk is not a problem, but at 
most a “potential problem” that may result from making a particular decision. To 
some extent “risk is the probability of unwanted consequences of an event and 
decision” [10].  

3.1   Risk Management 

The purpose of risk management is to “reduce or neutralize potential [risks], and 
simultaneously to offer opportunities for positive improvement in performance.” [22] 
A general risk management framework is composed of 3 main action phases: 
identification, analysis, and control [3]. In practice, the risk identification phase is 
typically conducted by an expert group through brainstorming or techniques such as 
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fault tree or event tree analysis, cause consequence analysis, or failure mode and 
effect analysis. 

Risks are caused by uncertainties [12], thus it is often difficult to frame risks in a 
precise fashion. One way to do so is to characterize risks using properties such as 
impact, probability, time frame, and coupling with other risks [12]. Four risk-handling 
strategies are suggested in the literature: mitigation [13], avoidance, transfer, and 
acceptance /assumption [14], table 1 summarizes these strategies in detail. 

Table 1. Risk Management Strategies 

RISK MGMT. 
STRATEGY DEFINITION EXAMPLES 

Mitigation 

To reduce the probability of a risk and/or the 
impact that an occurrence of the risk may bear. 
Risk limitation aims at the implementation of 
controls that dampen the effects of risk 
occurrences, while not completely alleviating 
them. 

• Standardized 
process routing 

• Formalized 
exception 
handling  

• Complete kit 
processing 

• Collaboration, 
checks & balances 

Avoidance 

To eliminate the probability of a specific risk 
before its occurrence. This strategy is normally 
realized by trading the risk for other risks that 
are less threatening or easier to deal with. 

• Process redesign 

Transfer 

To shift risk or the consequences caused by the 
risk from one party to another. Also called 
“risk sharing”. Risk transfer may involve the 
purchase of an insurance policy, or the 
outsourcing of risky project parts. 

• Process 
Outsourcing 

• Insurance Policies 

Acceptance/ 
Assumption 

To adapt to the risk when it becomes a 
problem. The enactment of a risk contingency 
plan is required in this strategy. 

• Adaptation to 
regulartory 
requirements 

3.2   Common Taxonomies of Risk in Enterprise Projects 

The notion of risk in enterprise projects has been dealt with extensively in the 
academic literature. The most popular taxonomy of risks in enterprises looks at the 
risk context. Typically, a business entity is always threatened by natural risks, human 
risks, and environmental risks [14]. Similarly, in the field of business process 
management projects, risks can be categorized into three groups: people risks, 
management risks, and technical risk [3]. Nevertheless, Davenport points to 
organizational/human resources and information technologies as two major enablers 
of process innovation [15]. This implies that the enablers of process innovation can 
produce negative impacts on businesses if they are not managed properly. 

In their model of risk factors in Enterprise Systems implementations, Scott and 
Vessey add external business context to the risk factors identified above [16]. They 
suggest that risks can produce a positive impact on businesses if they are well 
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managed within the organization and if the organization is able to react to outside 
changes. In Sumner’s research, the general risk context is broken down into smaller 
groups: skill mix, management structure and strategy, software system design, user 
involvement and training, technology planning, project management, and social 
commitment [17]. Figure 2 provides a taxonomy of risk that was derived from the 
above sources and a review of risk management literature as provided in [25]. 

 

 

Fig. 2. Taxonomy of risk properties 

Risks may originate either from within the organization, or they may be caused by 
external factors. In the case of BPM projects, examples for these cases are a lack of 
BPM capabilities among the members of the project team, or the choice of an external 
supplier that is unable to deliver the required technology. The likelihood of a risk 
occurrence can range from certain risks, in which case error handling procedures 
should be in place, to improbable risks. The effects of risk can vary in severity. Some 
risks may jeopardize the entire BPM effort (e.g. loss of executive support) while 
others are just a delayed recognition of minor risks, such as documentation or 
governance issues. The area affected by risk ranges from financial aspects, technical 
capabilities, functional capabilities, to organizational issues. Risks do not materialize 
by themselves, but they reflect the outcome of some (intentional or unintentional) 
mistake. Such mistakes can be caused because the necessary skills are absent, i.e. the 
project staff is lacking training in the tools and methods applied. They may happen 
because the knowledge to manage a new context is absent, i.e. if the project staff does 
not recognize the context of a problem to find an appropriate solution. And finally, 
the project management rules may force participants to work in a particular fashion 
that is not suited to mitigate a given problem, in other words, policies and procedures 
did not allow for proper risk mitigation. 
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4   Risks Specific to BPM Projects 

While the lifecycle shown in figure 1 is the depiction of an ideal continuous process 
management strategy, its execution is subject to numerous risks that need to be 
managed. Some of these risks occur within the phases of the lifecycle, while others 
are specific to the transition between two phases. 

The following table lists common risks encountered in and between these phases. 
The majority of the risks identified lie in a) a mismatch of methods employed in the 
different phases of the process lifecycle, b) a lack of clarity who is responsible for the 
individual phases or their results, and c) a mismatch of process design, automation, 
and evaluation objectives (i.e. goal mismatch). Managers of BPM projects should pay 
particular attention to these areas. 

The lifecycle-based classification of risks in BPM projects is useful from a 
managerial perspective, as it allows BPM project managers to address specific risks 
that relate to the current phase of the BPM project, there is some overlap among risks 
that occur across different lifecycle phases. In order to identify these risks, a more 
functional classification of BPM project risks is needed. These functional categories 
cluster risks that have common antecedents, e.g. a lack of training, general project 
management skills, or technology choices. By managing the common root causes of 
these risks, a BPM project manager may be able to control more effectively risks that 
affect several lifecycle phases. 

 

Table 2. Lifecycle-specific Risks in BPM Projects 

Lifecycle Phase BPM-specific Risk 

Analysis 

• Conduct analysis without a view on enterprise/process/task 
strategy 

• Failure to define process goals/values in a language 
understandable for process stakeholders  

• Overemphasis of technical variables 
• Failure to relate systematic/organizational risks to the analysis  
• Analysis language is not capable to represent observed process 

semantics 

Analysis  
Design 

• Failure to properly map analysis outcomes to design models  
• Loss of information during the mapping processes 

Design 

• Implementation modeling languages are not capable to represent 
desired process semantics 

• Design using incompatible modeling technologies  
• Lack of communication between process designers and process 

stakeholders 
• Designers ignore the organizational perspective of process design  
• Risk handling mechanisms are missing in the design 
• Modelers use different levels of abstraction 

Design  
Implementation 

• Wrong translation from process models to implementation plans  
• Mismatch of design method and implementation 

method/perspective 
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Implementation 

• Lack of a high level implementation view (for executives)  
• Lack of process management knowledge at the management level 
• Overemphasis on technical issues  
• Resulting models do not fit the current infrastructure  
• Resulting models do not fit the current organizational structure  
• Failure to relocate resources (plans for transformation) 
• Failure to rearrange/reassign roles and responsibilities to process 

stakeholders (instantiate process management) 
• Process stakeholders assume they know the new processes and 

their roles without review of the redesign 

Execution 

• Lack of communication and a common language among 
stakeholders  

• Resistance from stakeholders to perform process-oriented 
activities  

• Stakeholders take too long to adapt to process-oriented work style  
• Stakeholders are unable to collaborate across organizational 

boundaries 
• Stakeholders feel uncomfortable under process-oriented leadership  
• The composition of stakeholders changes during the runtime  
• System is unstable in the runtime environment  
• Service vendors merge or go out of business  
• New regulatory requirements make current process practices 

illegal 

Monitoring 

• Lack of monitoring strategies, plans, objectives, and methods  
• Stakeholders/Laws prohibit process transparency (monitoring)  
• Flawed monitoring information produced by stakeholders  
• Absence of a precise information filtering policies  
• Monitoring without a qualitative perspective (i.e. numerical focus)  
• Monitored objectives differ from original design objectives 

Monitoring & 
Execution  
Controlling 

• Information overload of monitoring recipients  
• Failure to translate raw audit data into useful information  
• Lack of management in merging multiple information channels  
• Unrecorded human interference in the process  
• Failure to report critical issues to allow timely response 

Controlling 

• Missing standards for evaluation policies/methods 
• Controlling objectives are different from process design objectives  
• Misinterpretation of audit data 
• Missing link from audit data to business data  
• Failure to relate the evaluation to strategic and external variables 

Controlling  
 Design 

• Lack of well-defined feedback mechanisms  
• Inability to recognize problems from process evaluation 
• Failure to derive contingency plans form the evaluation  
• Controlling and process improvement conducted by different 

stakeholders 

The following table contains a classification of risk categories that we 
subsequently apply to the risks listed in table 2. The risk categories described in this 
table are based on a review of the related literature discussed earlier. 
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Table 3. Risk Classification 

Risk Factor Definition 

Method 
Lack of understanding or misuse of methods in the planning, 
design, implementation, enactment, evaluation phase.  

Communication  
Lack of communication among BPM stakeholders and participants. 
This Includes conversations, meeting, training, reporting, and 
communication in all other forms [3, 17, 18] 

Information 
Absence of information efficiency, effectiveness, security, 
flexibility for both transfers between lifecycle phases and process 
monitoring and controlling efforts. [17, 18] 

Change 
Management 

Inability to manage/perform changes [1, 3, 17, 18] 

System / 
Technology  

Failure of system/technology implementation due to the 
system/technology’s nature or through improper human interference 
[1, 17, 18] 

Leadership / 
Management 

Failure to display strong leadership and/or proper project 
management [1, 3, 17] 

Resource / Skill  
Lack of desired resource/skill sets or the misuse of resources/skills 
[1, 3, 17, 18] 

Strategy  
Failure to define vision, goals, functions of all BPM stakeholders, 
participants, and components involved [1, 3, 17, 18] 

Table 4. Mapping of BPM Risks to Risk Taxonomy 

Risk Factor Life-Cycle Risks 

Method 

• Invalid process analysis/design methods [1], [2] 
• Invalid mapping methods (problem to solution, solution to 

implementation) [1, 2], [2, 3] 
• Invalid process modeling methods [2, 3] 
• Invalid process implementation methods [3] 
• Invalid evaluation methods [5]  
• Inconsistency of evaluation/measurement methods [5], [6] 
• Invalid feedback mechanism [5, 2] 

Communication 
• Miscommunication of goals [1,2] 
• Lack of communication among stakeholders [ALL] 
• Hidden assumptions in design and implementation [1,2,3] 

Information 

• Misusage of information [1,2], [4,6], [5] 
• Inadequate information [ALL] 
• Invalid information [1, 2], [2, 3], [5, 2] 
• Invalid information conversion [6, 5] 

Change 
Management 

• Failure to redesign jobs/functions [1, 2] 
• Failure to perform necessary changes [2]  
• Inability to recognize problems [5, 2] 
• Inability to react to designated changes [ALL] 

System / 
Technology 

• Lacking technology acceptance [ALL] 
• Misusage of technology [ALL] 
• Lack of technology flexibility [ALL] 
• Lack of technology compatibility [ALL] 
• Lack of technology scalability [ALL] 
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Leadership / 
Management 

• Lack of leadership/management [ALL] 
• Inconsistency of leadership/management [ALL] 
• Absence of leadership/management [ALL] 

Resource / Skill 
• Absence of resource/skill [ALL] 
• Misusage of resource/skill [ALL] 
• Inability to use resource/skill [ALL] 

Strategy 
• Inaccurate strategic definition [ALL] 
• Unclear strategic definition [ALL] 
• Absence of strategic definition [ALL] 

Now that we have established a classification for different types of risk, we can 
map the BPM-specific risks from the previous section to these categories. The 
numbers behind the lifecycle specific risk example denote the lifecycle phase in 
which the risk was identified [1=organizational analysis, 2=design, 
3=implementation, 4=execution, 5=monitoring, 6=controlling]. 

A look at table 4 shows that while some of the categorized risks apply to specific 
lifecycle phases and transitions, all of the risks associated with the categories 
system/technology, leadership/management, resource/skill, and strategy affect all 
phases of the BPM lifecycle, i.e. they are orthogonal to the progress any BPM project 
makes through the lifecycle. Consequently, a BPM project manager should address 
these orthogonal risks prior to the start of the project, while risks in the other 
categories are specific to individual lifecycle phases, and may lend themselves to a 
deferred mitigation approach. 

5   Other Approaches to Risk Management: ERM and COBIT 

Kliem claims that risk management should consist of three actions: risk identification, 
risk analysis, and risk control [3]. By the same token, Peltier suggests a complete risk 
management lifecycle that should include the following key concepts: analysis, 
design, construction, test, and maintenance [14]. In either case, there is consensus that 
a lifecycle concept is essential and fundamental to risk management.  

ERM is a framework designed by the Committee of Sponsoring Organizations of 
the Treadway Commission (COSO) that helps businesses assess and enhance their 
internal control systems. The term “internal control system” includes all policies and 
procedures that an organization adopts to achieve management’s objective of ensuring 
the orderly and efficient conduct of business [11]. COSO defines ERM as “… a 
process, effected by an entity’s board of directors, management and other personnel, 
applied in strategy setting and across the enterprise, designed to identify potential 
events that may affect the entity, and manage risk to be within its risk appetite, to 
provide reasonable assurance regard in the achievement of entity objectives” [11]. 
COSO claims that in order to minimize the impact of risks risk management must 
address four major areas: strategy, operations, reporting, and compliance. In addition 
to these areas, eight individual risk components have to be reviewed. These are the 
internal environment, objective setting, event identification, risk assessment, risk 
response, control activities, information and communication, and monitoring.  
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Fig. 3. COSO Enterprise Risk Management Framework (left) and CobIT (right) 

COSO’s ERM has been broadly adopted by businesses since the Sarbanes-Oxley Act 
was ratified 2002. The act requests businesses to assure the quality of financial reports 
as well as the existence and adherence to internal control policies. 

The Control Objectives for Information and related Technologies (CobIT) created 
by the IT Governance Institute (ITGI) is a set of audit-oriented guidelines that helps 
businesses improve their IT governance [19]. ITGI believes that effective 
management of information and related technology infrastructure will improve 
business performance. In addition to the effective and efficient delivery of 
information, IT governance is charged with realizing risk management by improving 
information security, accountability, and integrity. The CobIT Framework consists of 
four high level control objectives: Planning and Organization, Acquisition and 
Implementation, Delivery and Support, and Monitoring. With regard to the individual 
components within these objectives, ITGI has adopted the COSO ERM framework. 
However, only five of the original eight components are applied by ITGI: Control 
environment, risk assessment, control activities, information and communication, and 
monitoring. The COSO framework is based on the assumption that during the 
implementation of CobiT control objectives, business entities will be able to identify 
risks that endanger the usage of information throughout the organization and further 
mitigate these threats before they result in financial or organizational damages. 

Both COSO ERM and CobIT are useful frameworks that can guide the actions of a 
BPM project manager to structure risk recognition and mitigation activities. While the 
ERM framework is more comprehensive in the sense that it lists individual risk areas 
in more detail, the CobIT framework is more closely aligned with the lifecycle 
concept that guides most BPM efforts.  

6   Summary and Outlook 

In this paper we have discussed risks that are part of the Business Process 
Management Lifecycle. Based on an analysis of risk taxonomies in the academic 
literature we have classified risk factors that can be associated with the individual 
phases of the BPM lifecycle. The majority of risk factors identified relate to the 



 Risk Management in the BPM Lifecycle 465 

composition of a BPM project: The selection of stakeholders, mismatches between 
design and implementation methods, and the mismatch of organizational, process, 
implementation, and evaluation goals and metrics. By mapping the lifecycle risks to a 
functional framework we have shown that some risks are specific to individual 
lifecycle phases, while system, leadership, resource, and strategy-related risks affect 
the BPM lifecycle in its entirety. Our study shows that BPM projects are faced with 
risks both within individual lifecycle phases, as well as with risks during the transition 
between lifecycle phases. While we did not elaborate on practical risk mitigation 
strategies for BPM projects in this paper, our future work focuses on the mapping of 
these risks to activities within the COSO and CobIT frameworks. This continued 
effort will hopefully lead to practical risk mitigation strategies for BPM projects. 
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Preface
(BPRM 2005)

Reference models for business processes have been a successful means for design-
ing, redesigning, tailoring, and implementing business processes. Still, there is
no common understanding of reference models for business processes:

– What is a reference model?
– What makes them different from a business process model?
– What should be covered by a reference model?
– What is their purpose and how should they be used?
– How should they be designed and presented?

The Workshop on Business Process Models (BPRM 2005), which was held
as a satellite event of the Third International Conference on Business Process
Management, Nancy, France, September 5, 2005, aimed at discussing these ques-
tions and coming to a common understanding of the terms and the interesting
research issues in this field. Up to now, business process reference modelling has
been mainly a German issue. One of the goals of the workshop was to discuss
the issue internationally and to create an international ‘Reference Modelling
Community.’

The workshop brought together people from different application areas, using
different notations and formalisms, in order to present and discuss their point of
view. There were two contributions discussing the term and the goals of reference
modelling. And there were two contributions that dealt with formalisms for
defining and customizing configurable process models. Since these papers were
directly focused on business process reference models, they have been selected for
publication in these post-proceedings (see Table of Contents). In addition, there
were two papers that took a look at reference models from a broader perspective;
due to their different focus, they have not been included in this volume.

We are happy that the workshop on Business Process Reference Models was
accepted as a satellite event of BPM 2005, and we would like to thank the in-
vited speaker Jörg Becker for his overview on business reference models and on
research directions and open issues. Moreover, we would like to thank the Pro-
gram Committee and the reviewers for selecting the papers, and we appreciate
the support of the Local Chairs, Claude Godart and Olivier Perrin, in organizing
this event. Finally, we would like to thank the Publication Chair, Armin Haller,
for compiling these post-proceedings.
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Abstract. Within the Information Systems field, reference models are well-
known for many years. The aim of this paper is to survey and to describe 
reference models for business processes. Our analysis of 30 process reference 
models is based on a framework consisting of criteria such as application do-
main, used process modeling languages, model’s size, known evaluations and 
applications of process reference models. Furthermore, we identify model do-
mains, which have been dealt with, describe similarities and differences be-
tween the available process reference models, and point to open research  
questions. 

1   Introduction 

Information modeling is a core vehicle to analyze, design, implement, and deploy 
information systems [1]. However, the modeling process is often resource consuming 
and faulty. As a way to cope with these failures and to improve the development of 
enterprise-specific models, the idea of reference modeling was born [2-4]. 

While an application model represents a particular enterprise system, a conceptual 
model represents a class of similar enterprise systems. It is a conceptual framework 
that can be used as a blueprint for information system construction [5]. To use a par-
ticular reference model, it must be adapted to the requirements of a particular enter-
prise. Reference models are also called universal models, generic models, or model 
patterns. The term reference model for business processes refers to a specific type of 
reference model. A process reference model represents dynamic aspects of an enter-
prise, e.g. activity sequences, organizational activities required to satisfy customer 
needs, control-flows between activities, particular dependency constraints [6]. 

In publicly available sources, numerous more or less elaborated process reference 
models are proposed. The main objective of this paper is to identify, to survey and to 
describe the well-known process reference models. Compared to existing reference 
model surveys [5, 7], this study is more comprehensive and focuses on reference 
models for business processes. 

Our study is of both practical and theoretical importance. From a practical view-
point, the selection of an appropriate process reference model is complicated. One 
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presumption of reusing a reference model is to know its availability, its application 
domain, its potentials and limitations etc. A model survey can offer such information. 
Thus, this instrument fosters a rational and systematic model selection process. 

Beside the practical relevance, surveys of reference models are of importance for 
the theory of enterprise modeling in general and for the theory of reference modeling 
in particular. Surveys of reference models can show varieties, gaps and areas of  
improvements. The results of a survey represent a meaningful basis for new and  
advanced reference models. Even if such an investigation does not take place in con-
junction with the development of a new reference model, at least the scope of already 
developed reference models should be made clear by such a survey afterwards. There-
fore, a survey of process reference model stimulates the scientific progress of refer-
ence modeling. 

The paper unfolds as follows: Section 1 motivates this piece of research. We intro-
duce the theoretical background of this study in Section 2. In Section 3, we use the 
proposed framework to describe 30 well-known process reference models. The ob-
tained results are discussed in Section 4. The paper ends with some concluding re-
marks. 

 

 

Fig. 1. Criteria for describing process reference models 

2   Theoretical Background 

Framework. Existing reference models can be structured regarding numerous points of 
view. Figure 1 illustrates and structures the here considered criteria for characterizing 
process reference models. Beside universal characteristics, suitable for the  
complete spread of reference models, the description and classification of process 
reference models requires particular consideration of process-related criteria. The  
universal and process-specific criteria of the framework are described in the following: 

− Identification: The identification of reference models is made by running numbers 
and reference model names. References, wherein the reference models are de-
scribed, are also specified (primary literature). This information is completed  
with additional references (secondary literature) wherein certain reference model 
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properties are explained. The specification of secondary literature particularly sup-
ports providing information about limited accessible reference models.  

− General Characterization: The following four criteria generally characterize a 
reference model.  
• Origin: The origin informs about the classification of the person(s) who have 

developed the reference model. In this regard, both science and practice can be 
distinguished.  

• Responsibility for Modeling: This criterion describes the persons or organiza-
tions that developed the reference model.  

• Access: The access specifies the accessibility to the reference model by third 
parties. If the reference model is completely obtainable over usual ways of li-
brarianship the access is classified as “open”. The access is “closed”, if the  
responsible person(s) or institution provides no possibility for using and recog-
nizing the reference model by third parties. If the access is neither open nor 
closed the access is classified as “limited”. This is the case, e.g., if the reference 
model can be purchased as standalone product. If the access to the reference 
model is closed the information of all aforementioned and following criteria is 
based on statements from the specified primary and secondary literature. 

• Tool Support: This criterion describes whether the reference model can be 
automatically used by a software tool or whether the reference model is only 
available in paper or digital copy.  

− Construction: The following six criteria address the construction of process refer-
ence models: 
• Domain: The domain describes the field of application from perspective of the 

person(s) or institution responsible for developing the reference model. The cri-
terion is distinguished into domain differentiation and domain description. 
Specifying the domain differentiation serves to distinguish varying principles of 
domain classification. So far, several differentiation approaches have been pro-
posed. Using [8] in this framework, a widely elaborated approach is considered. 
With this, different principles of differentiation can be identified: Institutional 
differentiation is based on institutional characteristics of the intended business 
system (e.g. “Industrial Enterprise” or “Bank”); functional differentiation is re-
alized through business functions as differentiation characteristic (e.g. classical 
business functions: “Distribution Logistic”, “Production Planning and Control”; 
newer functions: “Facility Management”, “Knowledge Management”);  
object-driven differentiation where business objects serves as differentiation 
characteristic (e.g. “Life Insurance” or “Branch Business”); enterprise type-
driven differentiation is based on special enterprise characteristics (e.g. a book 
publisher can be considered as a special type of a publisher). Also universal ref-
erence models exist which cannot be classified based on the aforementioned 
principles. Beside the domain differentiation, the domain description specifies 
the intended field of the reference model’s application using short descriptions. 

• Modeling Language(s): The language criterion states the modeling language(s) 
used to represent the reference model. To address the particular consideration 
and description of process reference models, modeling languages or diagram 
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types used to represent process models of the reference model are particularly 
specified. Further modeling languages are additionally described. 

• Modeling Framework: This criterion describes whether a modeling framework 
is part of the reference model. A framework can structure relevant elements esp. 
diagrams of a reference model and their relationships at a higher level of ab-
straction. This reduces complexity and provides an overview of elements and re-
lationships within the reference model. 

• Size: So far, appropriate size metrics for models of different modeling languages 
do not exist [7]. To give a vague impression about the size of the described ref-
erence models, several metrics can be used. The number of represented dia-
grams and views pose as general attributes. As a process-related metric, the 
number of process steps within represented process diagrams is stated. The men-
tioned sizes of smaller models (<30) shall be counted, the sizes of bigger models 
can be estimated and rounded off to full decade. If the access to the model is 
closed the information is based upon statements of given references. 

• Construction Method: This criterion states the modeling concept used by the re-
sponsible person(s) or institution for developing the reference model. 

• Evaluation: This criterion describes the used methods for evaluating the refer-
ence model by the person(s) or institution responsible for developing the refer-
ence model or by third parties. Evaluation methods are only considered, if they 
are explicitly intended for model evaluation by the evaluator. Besides the 
method, it is stated whether the result of performed evaluation is inter-subjective 
verifiable. 

− Application: The following three criteria address the application of process refer-
ence models: 
• Application Method(s): This criterion describes the known method resp. concept 

for applying the reference model. 
• Reuse and Customization: This criterion lists concepts for reusing and customiz-

ing of model elements in the scope of the model’s application. 
• Use Case(s): The use case(s) describes how often the reference model was ap-

plied to construct an application model. As with the evaluation method, this cri-
terion is completed by the information whether the number and extent of use 
cases are inter-subjective verifiable. 

Method. The method of the performed survey does not possess of a rigorously defined 
procedure. The identification of the models was realized in a more explorative way. 
We identified and describe 30 business process reference models which are well-
known from our view. The 30 models were selected out of the plenty of well-known 
reference models using the modeling language representing the reference models. If 
one of the reference models is represented in one or more established process model-
ing languages it is recorded as process reference model. The necessity of a more 
strictly methodical procedure is not essentially given in the scope of this paper. Rather 
we want to propose a framework to describe business process reference models, dem-
onstrate those applicability and analyze process reference models based on an appro-
priate plenty of explorative surveyed models. 
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3   Results 

3.1   General Characterization 

The identified reference models are depicted in the table within the appendix of this 
paper. In the following, the models are characterized regarding the criteria origin, 
responsibility for modeling, access and tool support: 

− Origin: Practitioners developed eight reference models. The design of the other 22 
models was partly or completely done by scientists.  

− Responsibility for Modeling: Fifteen reference models were developed by one 
person, the author of the primary reference, and eight models by several persons. 
Furthermore, enterprises are responsible for the development of four models, two 
models were developed by associations and one model was created by an inde-
pendent office of the British government.  

− Access: The access is open to 16 reference models of the survey, closed to eight 
models and limited to six models. 

− Tool Support: Fifteen reference models are only published as paper copy, and eight 
models can directly be handled in a tool. Finally, no statement is given by the re-
sponsible person(s) to the remaining seven models. 

3.2   Construction 

Domain. Due to missing standards, reference models cannot be described based on a 
consistent domain framework. A classifying description of the results and an associ-
ated quantitative analysis is only possible through the subjective-driven specification 
of the domain differentiation. So, 11 reference models are provided for institutional 
context. Further 12 models are classified into the functional context. Finally, seven 
models cannot be exactly classified based on the differentiation principle as described 
in chapter 2.  

Using the domain description from the responsible designer(s), reference models 
for the information systems’ development in industrial enterprises exist (e.g. 
“Aachener PPS”-model or SCOR). Further subjects of reference modeling are finan-
cial service providers (e.g. insurer or banks), book publishers or special business func-
tions like knowledge management, logistic and environmental data management. 

Modeling Language(s). To represent reference models, several modeling languages 
are used. Widely-accepted modeling languages, such as the Entity-relationship Model 
(ERM) and the Unified Modeling Language (UML), are applied. Furthermore, model-
ing languages like the Semantic Object Model (SOM), function trees or special  
object-oriented languages, are used. Some designers use languages which are 
exclusively developed to construct the correspondent reference model. 

To model the business process view of the reference models, Event-driven Process 
Chains (EPC) are used in many cases. Also parts of further languages and language 
frameworks are utilized. For example, the activity and use case diagrams as parts of 
the UML are particularly often used. SOM and the Multi-Perspective Enterprise 
Modeling (MEMO) similarly possess views for business process modeling. Further 
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languages and diagram types are e.g. the process chain diagram (VKD), value chain 
diagram, task chain diagram or proprietary languages.  

Modeling Framework. In 18 cases, the designer(s) of the models and/or the authors of 
the literature references make statements about a framework to structure the elements 
and relationships of the reference model. In 10 of the 18 cases, the author explicitly 
negates the existence of a framework. In the remaining eight cases, the existence is 
stated or the framework is represented and described. 

Size. With the determination of the model’s size, values have only been acquired, if 
the process reference models are represented within the given references or the au-
thor(s) specifies the number. Where the metrics could be determined: The number of 
used diagrams ranges from one up to estimated 450. The number of views ranges 
from one to four. Finally, the number of process steps as process-related size ranges 
from estimated 50 to 300 and in one case to 1500 steps.  

Construction Method. Statements on the development process are identified for 14 of 
the analyzed reference models. Four of these cases explicitly refer to a used procedure 
model, build up on such a model or introduce an own model. The designers of the 
remaining 10 reference models shortly describe the applied procedure without com-
prehensively explicating the chosen procedure. For example, the designers describe 
their reference models as “deductively derived” or “constructed on case examples”. 

Evaluation. Methods for evaluating the quality are only determined for 15 reference 
models. These cases can be distinguished into two groups: 

1. Evaluation approach: In two cases, information on how an evaluation of the refer-
ence models can be done is stated without documenting concrete results. The pro-
posals cover a comparison of a reference model with an enterprise or the annota-
tion of a necessary empirical evaluation. 

2. Results: In regard to 13 reference models, results of evaluations are described by 
authors of according literature references. The results base on different procedures: 
− In three cases, the reference model was evaluated through the prototypical im-

plementation within a software product. 
− In three cases, the reference model was used for case studies: The spread ranges 

from simple, fictitious conditions to reality-similar utilizations. 
− In one case, a questioning of model users was organized to determine the possi-

bilities of utilizations. 
− In two cases, an ad hoc evaluation was carried out compiling arguments to show 

preferences and limitations of the reference model from the evaluator’s view.  
− In two cases, a thought experiment was performed by the author. This is a way 

to evaluate the reference model through demonstrating exemplary application 
within a hypothetical context. 

− In further two cases, a prototypical or exemplary application of the reference 
model within a fictitious context is described without a real application. 

3.3   Application 

Application Method. Possible potentials of process reference modeling only unfold 
with applying the reference models. Thirteen of the identified process reference  
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models cover proposals including configurational options for the model’s application 
process. Most of them (twelve authors) develop a model-based procedure model for 
specific application purposes. Typical examples are reference model-based procedure 
model: for knowledge management [9], for developing information and communica-
tion architecture [10]. For the SAP R/3 reference model, a model-based procedure 
model is not proposed. Instead, contributions exist wherein the application of the 
model is exemplary described [11-13]. 

Reuse and Customization. Statements on concepts for reusing and customizing of 
elements within the reference models are only provided for nine of the entire 30 mod-
els. Similar to the modeling language, one reference model can comprise more than 
one concept. The specialization of the developed models and the usage of build-time 
operators are often proposed concepts. Beside others, a particular case is the usage of 
model variants for different application contexts in one model. 

Use Case(s). Use cases are also a way of evaluating similar to case studies. Though, 
the real application projects are not construed as ex ante evaluating studies rather than 
the project results are used as ex post evaluation. In nine of the entire 30 cases, the 
reference models were used within real projects. In the remaining 21 cases, statements 
on real applications are not available, although, in one case, the author explicitly 
states that no real application has taken place.  

4   Discussion 

4.1   Identified Reference Models 

Within this survey, 30 process reference models are described and classified. The 
quantification does not raise the claim of a comprehensive survey. In fact, because of 
the lack of space, this paper shall document 30 well-know process reference models. 
From a practical point of view, the determination whether a reference model is a 
process reference model, is difficult and bases on subjective distortions: 

− It is complicated to answer whether a reference model is a collection of many indi-
vidual models or an overall model. For example, it can be argued that the SKO-
reference model consists of two reference models, the SKO-reference data model 
and the SKO-reference process model. Moreover, it is unclear how to describe 
model variants; either as part of a comprehensive reference model or as several in-
dividual reference models. 

− Further difficulties arise with presenting one reference model in several publica-
tions. A decision is necessary whether these models are similar representations of 
different reference models or different representations resp. versions of the same 
model. For example, this interpretational problem arise with the “Handels-H”-
model which is presented in two book editions, one from 1996 and the other from 
2004. Moreover, interpretational problems arise with incompletely published  
models.  

− Finally, the decision whether a “reference model” is a reference model in the here 
implied intuitive conception, is often complicated.  
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4.2   General Characterization 

In publicly available sources, numerous more or less elaborated process reference 
models are proposed. Most of them were developed within science. In spite of this, it 
can be suspected that process reference models can be found in the reality of enter-
prise modeling. Nevertheless, the survey and classification illustrates a lack of im-
plementation of the analyzed reference models in real environments. This can depend 
on several reasons:  

− Many reference models are partly not accessible or only limited accessible. This 
fact is plausible in regard to reference models developed within practice, but the 
limitation of reference models from science is inappropriate. Moreover, 20 of the 
analyzed reference models with origin in science do not possess tool support. From 
the view of reference modeling objectives, the propagation and application of the 
models is prohibited by the lack of access and missing tool support.  

− From a practical point of view, the selection of an appropriate process reference 
model is difficult and complicated. One presumption of reusing a reference model 
is to know its availability and application-relevant information. It can be suspected 
that many available reference models, in particular the models developed in  
science, are not publicly known. Application methods resp. procedure models to 
apply reference modeling in practical context do not regard the multiplicity of  
existing models; at least we do not know such methods resp. procedures. More-
over, the field of reference modeling is not comprehensively established within 
practical enterprise modeling. 

Further reasons for the low application of the reference models are associated with 
characteristics like used representation language, possibility of inter-subjective 
evaluation, existence of appropriate application method etc. Primary gaps are identi-
fied within the correspondent, following sections.  

4.3   Construction 

Domain. The differentiation of application domains is done in several ways. Using the 
principles of differentiation introduced in chapter 2, the analyzed reference models 
can only be classified as institutional and functional domains. Furthermore, some 
reference models cannot be exactly classified. These two issues do not show a lack of 
reference models for certain domains. In fact, it points out difficulties regarding the 
differentiation. So, the introduced differentiation criteria are not exclusive but partly 
overlap. For example, a book publisher can be both a special enterprise type and an 
institution. Also enterprises which perform production planning and control functions 
are regularly classified as industry. The difficulty cannot be deepened any further. 
Instead, it shall be stressed that the differentiation of a reference model is not trivial 
and it has to be done with utmost diligence: Finally, the differentiation of the domain 
determines the intended field of application and as consequence the reference model’s 
potential.  

Modeling Language(s). Reasons like more or less objective properties, personal prefer-
ences, available tools etc. limit the development of standardized modeling languages. 
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Nevertheless, it is desirable to explicate the special requirements to a modeling language 
before using to design a reference model. Only this guarantees inter-subjective proving 
and makes the language a subject of criticism. It should also be pointed out which con-
structs a language has to provide for serving as efficient reference modeling language. 
Furthermore, the question exists whether configuration mechanism for modeling lan-
guages can be usefully constituted in reference modeling. Currently, only few authors 
evaluate languages before designing a reference model. 

Construction Method. So far, only few authors explicit the procedure of their model’s 
construction. Two types of procedure models can be generally distinguished: 

− Empiric-oriented design methods develop reference models based on a class of real 
enterprises. 

− Deductive-oriented design methods derive a reference model from formal-logical 
and mathematical inferences. 

A rating of both procedures is ambivalent: Empiric-oriented methods neglect possible, 
but, up to now, unrealized design concepts of business systems. On the other hand, 
deductive methods suggest a compelling nature which is not present within the reality 
of model design. Although, this procedure does not perform invulnerable inferences, 
it based on simple plausibility deliberations. 

Advantages and disadvantages of both procedures shall not be discussed in more 
detail. Though, we do not know any work investigating this problem from an empiri-
cal point of view. An intensive analysis of effects of several design methods for refer-
ence models is desirable. 

Evaluation. The evaluation of reference models is of high importance and an extraor-
dinary challenge. Both acceptable evaluation criteria and methods are not established 
[14]. On the one hand, the scientific perspective demands precise, consistent and 
complete reference models. On the other hand, from perspective of application, sim-
plicity and understandability are of relevance. Hence, conflicts of objectives can arise. 

Although, several results of reference model evaluation exist, considerable more 
need for research is noticed. Existing evaluation results cannot often be evaluated by 
third parties. For example, some evaluators only argue that the reference model stands 
the practical application. Furthermore, standardized methods and criteria for evalua-
tion do not exist. 

Meanwhile upcoming contributions with reference model evaluation by third par-
ties and by the author are a favorable development (e.g. [15]). In some cases, these 
contributions can be critically assessed from a methodical point of view (e.g. low 
validity), but we recommend such evaluations: These contributions are essential to 
evaluate the potentials of reference models. Only evaluations by third parties ensure 
the reference models’ independency and usability. 

Evaluation by third parties has often failed because of practical limitations: As al-
ready mentioned and criticized in section 4.2, the reference models are partly not 
accessible or only limited accessible. For the evaluation of the reference models by 
third parties, it is necessary to fully publish the models. 
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4.4   Application 

As several procedures are known within the field of reference model design, no stan-
dardized application methods have been presented. Although, it is obvious that only 
one design method can be used for the development of one reference model, it is 
possible that several application methods can be used to apply a reference model. 
Nevertheless, the realization of similar task at the reference models’ application can 
be assumed: 

− Selection of one reference model: Identified application methods abstract from this 
question and only take one given reference models into account. Although, 
Schwegmann originally proposes to decide according to instinct whether a new 
reference model shall be developed or an existing reference model shall be selected 
and reused [16]. 

− Configuration and adaptation of one reference model: For this purpose, ap-
proaches like a configurational reference modeling are described [17], although 
they are not widely implemented by existing reference models. 

5   Conclusion and Further Research 

This paper analyzes the body of process reference models available in public sources. 
The main contribution of our work is three-folded: First, we propose a new  
framework to describe business process reference models. In this study, we use this 
framework to survey well-known business process reference models. However, the 
proposed framework can be used to guide the developing process of new models, too. 
Second, we demonstrate the applicability of the framework by describing 30 business 
process reference models. This survey fosters the model selection process during 
application model development. Third, our analysis of the obtained results points to 
open research questions. For instance, the development of language constructs for 
reusing and customizing of model elements in the scope of the model’s application or 
the evaluation of languages before designing a reference model. 

Our work has some limitations: First, we do not introduce the term reference model 
formally. Instead, our analysis is based on a rather intuitive conception, which may 
lead to misunderstandings. However, we believe it is not easy to give an acceptable 
explication of the term reference model, because, e.g., the term is both used as a one- 
and two-place predicate [18]. Second, our survey is mainly based on a literature re-
view. We suspect that business process reference models can be found in the reality of 
enterprise modeling, too. However, we only survey models that are already described 
in literature. So, our study is just based on secondary information. Third, the frame-
work used to describe reference models is limited. May be, it will be necessary to 
extend the framework and to define the used criteria in a more rigorously way. Also 
the justification of the used criteria has to be more stringent in future. 

In the future, we try to overcome the mentioned limitations. Our long-term  
research objective is to develop the conceptual foundations for reference model  
catalogs. Reference model catalogs are inspired by construction catalogs used in  
engineering disciplines and provide systematic and comprehensive information about 
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all known reference models. To achieve this objective, we will develop a formalized 
notion of the term reference model first. Second, we are preparing empirical studies to 
describe and to explain reference modeling processes found in reality. Third, we will 
use ontology technology to capture our framework and to describe the known body of 
reference models. 

Acknowledgement. This paper presents results from the research project “Reference 
modeling with reference model catalogs” funded by the Deutsche Forschungsgemein-
schaft (DFG, German Research Foundation). 
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Appendix 

Domain 
Differen-
tiation Domain Description

Process Modeling 
Language(s)

1 "Aachener PPS"-Model [19] Science Authors Closed Yes Function
Production, Planning and 
Control Systems Proprietary Process Model

2 Baan Reference Model [20] Practice Baan Closed Yes Others n.S. Proprietary Process Model

3 ECO-Integral [21] Science Authors Open No Function
Operational Environmental 
Protection EPC

4

Enterprise Modeling for E-
Commerce (ECOMOD) 
Reference Model [22] Science Authors Limited n.S. Others

Internet Platform for 
Commerce MEMO-OrgML

5 "Handels-H"-Model [23] Science Authors Open No Institution
Enterprises doing 
Commercial Functions EPC

6
Information Technology 
Infrastructure Library (ITIL) ([15, 24]) Practice

Office of 
Government 
Commerce Limited No Function IT-Management Verbal

7
PROMET I-NET Reference 
Model [25] Science Authors Closed No Others Intranet Conception Proprietary Process Model

8
Process Framework of 
Siemens AG [10] Practice Siemens AG Closed n.S. Others

Development of 
Information and 
Communication 
Landscape Graphical and Verbal

9
Buchwalter's Reference 
Model [26] Science Author Open No Function

Electronical ITB-Systems 
in Procurement

Value Chain Diagram, Task 
Chain Diagram

10
Reference Model of 
Gerber/Mai [27] Practice Authors Closed Yes Institution Branch Business of Banks

Process Hierarchy-
Diagrams

11
Reference Model of Haas et 
al. [28] Science Authors Closed n.S. Function

E-Learning Processes in 
Enterprises EPC

12 Herrmann's Reference Model [29] Science Author Open n.S. Others
Reliability Requirements 
for Business Processes UML Activity Diagram

13 Kluger's Reference Model [30] Science Author Limited Yes Function
Vehicle-based Transport 
System Proprietary Process Model

14 Krömker's Reference Model [31] Science Author Open n.S. Institution

Creation of Offers for 
Unicums and Small-sized 
Series

IDEF0 with Process 
Character

15 Kruse's Reference Model [32] Science Author Open No Function Distribution Logistic EPC

16
Reference Model of 
Mertens/Griese [33, 34] Science Author Open No Institution Industrial Enterprise EPC

17 Neumann's Reference Model [35] Science Author Open No Function
Technical Facility 
Management EPC

18 Pumpe's Reference Model [36] Science Author Open No Institution
Seaport Container 
Terminal EPC

19 Remme's Reference Model [37] Science Author Open No Others Management Organization EPC

20 Rüffer's Reference Model [38] Science Author Open No Institution

Primary Insurer at the 
Example of Life Insurance 
Domain

Semantic Object Model 
(SOM) using Interaction-
Schema (IAS) for Structure 
and Transaction-Event-
Schema (VES) for Dynamic

21 Schaich's Reference Model [39] Science Author Open n.S. Institution Production Machinery UML Use Case Diagram

22
Schlagheck's Reference 
Model [40] Science Author Open No Function Controlling UML Activity Diagram

23
Schwegmann's Reference 
Model [16] Science Athor Open No Function Warehouse Management EPC

24 Tzouvaras's Reference Model [41] Science Author Open No Institution
Service Processes at Book 
Publishers UML Activity Diagram

25
Reference Model of 
Warnecke et al. [9] Science Authors Closed n.S. Function Knowledge Management Proprietary Process Model

26 SAP R/3 Reference Model

ARIS for R/3 of IDS 
Scheer AG [42] ([11-
13]) Practice SAP AG Limited Yes Others n.S. EPC

27
"Sparkassenorganisation 
(SKO)"-Reference Model [43-45] Practice

Information Center 
of "Sparkassen-
organisation 
GmbH" Closed Yes Institution German "Sparkassen" EPC

28

Supply Chain Operations 
Reference Model (SCOR-
Model) [46]([47-49]) Practice

Supply Chain 
Council Inc. Limited Yes Function Supply Chain Management Graphical and Verbal

29 Insurance Architecture (VAA) [50] Practice

Gesamtverband der 
deutschen 
Versicherungswirts
chaft e. V. (GDV, 
German Insurance 
Association) Limited Yes Institution Insurer

Verbal Description, UML 
Use Case Diagram

30 Y-CIM Model [51] ([52]) Science Author Open No Institution Industrial Enterprise
EPC, Process Chain 
Diagram (VKD)

Legend: 
* - Number is estimated
n.S. - no statement

Identification

No. Name

Primary Literature 
(Secondary 
Literature)

General Characterization Construction
Modeling Language(s)Domain

Origin
Responsibility for 

Modeling Access
Tool 

Support
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Further Language(s)
Number of 
Diagrams

Number 
of Views

Process-
related Size

1

Task Model, Function 
Model, Data Model, 
Object Model n.S. n.S. n.S. n.S. n.S. n.S. n.S. n.S. Multiple / No

2
Funktion Model, 
Organizational Model n.S. n.S. n.S. n.S. n.S. n.S. n.S. n.S. n.S.

3 Function Tree, ERM Yes 100* 3 230* Case studies Case Studies / No Procedure Model n.S. 3 / No

4 MEMO n.S. n.S. n.S. n.S. n.S.

Prototype, Critical 
Argumentation / 
Partly n.S. n.S. n.S.

5 ERM, Function Tree Yes 100* 3 1500* n.S. n.S.

Procedure Model for 
Development of an 
Information Strategy Variants n.S.

6 Verbal Yes n.S. n.S. n.S. n.S.
Questioning [15] / 
Yes n.S. n.S.

According to [15] 
Multiple Applied / 
No

7 n.S. n.S. n.S. n.S. n.S. Case Studies / Partly
PROMET-related 
Procedure Model n.S. n.S.

8 Yes n.S. n.S. n.S. n.S. n.S.

Procedure Model for 
Developing of 
Information and 
Communication 
Architecture n.S.

Real Application 
/ No

9 No 16 2 130
Analysis of Existing 
Systems Prototype / Partly n.S. n.S. n.S.

10 Class Diagrams n.S. n.S. n.S. n.S. n.S. n.S. n.S. n.S. n.S.

11 ERM n.S. n.S. n.S. n.S. Case Examples
Empirical Verification 
is proposed n.S. n.S. n.S.

12 UML No n.S. n.S. n.S.
Schütte's Procedure 
Model n.S. n.S. n.S. 0 / No

13 Data Model n.S. n.S. n.S. n.S.

Following the 
Construction Method 
for Technical 
Products (VDI 2222)

Prototypical 
Application Procedure Model n.S. 1 / Partly

14 No 16 1 -
Actual Survey and 
Weak-point Analysis n.S.

Procedure Model for 
Introducing n.S. 3 / Yes

15
Function Tree, ERM, 
Organigram Yes 12 4 70 n.S. n.S. Procedure Model

Composition of 
Reference Modules, 
Customization of 
Model Contents n.S.

16 Function Tree, ERM No 1 1 - n.S. n.S. n.S. n.S. n.S.

17 Value Chain, ERM No 50 3 210*
Analysis of Existing 
Reference Models

Thought Experiment 
/ Yes n.S. Process Extensions n.S.

18 Class Diagrams No 19 2 50* Empirical
Ad Hoc Evaluation / 
Partly n.S. n.S. n.S.

19 No 9 1 50*
Analysis of Design 
Decisions

Thought Experiment 
/ Partly Procedure Model

Placeholder and 
Specialization n.S.

20 No 8 3 - Deductive

Model Comparison 
in Practice 
(Proposal) n.S. n.S. n.S.

21 UML n.S. n.S. n.S. n.S.

Balzert's Object-
oriented Analysis 
(OOA)

Exemplary 
Application n.S. n.S. n.S.

22 UML Class Diagram Yes 20 2 - Procedure Model Prototype / Partly Procedure Model
Model Specialization, 
Build-time Operators n.S.

23 UML Class Diagram No 16 2 80* Procedure Model
Ad Hoc Evaluation / 
Partly Procedure Model

Model Specialization, 
Build-time Operators n.S.

24
UML, Value Chain 
Diagram Yes 32 2 - Procedure Model

Two Case Studies / 
Partly n.S. Build-time Operators n.S.

25 Object Model n.S. n.S. n.S. n.S. n.S. n.S. Procedure Model n.S. n.S.

26 ERM, Function Tree n.S. n.S. n.S. n.S. n.S. n.S. [11-13] n.S. n.S.

27 Function Tree, ERM Yes n.S. n.S. n.S. n.S. n.S. Procedure Model
Modeling Level, 
Specialization

According to [44] 
30 / No

28 n.S. n.S. n.S. n.S. n.S. n.S. n.S. Specialization Multiple

29
ERM, Function Tree, 
UML Class Diagram n.S. n.S. n.S. n.S. n.S. n.S. n.S. n.S. n.S.

30 ERM, Function Tree Yes 450* 4 300* n.S. n.S. n.S. n.S.
According to [52] 
Multiple / No

Legend: 
* - Number is estimated
n.S. - no statement

No.

Construction Application

Application 
Method(s)

Reuse and 
Customization

Use Case(s)/ 
Inter-subjective 

Verifiable

Evaluation / Inter-
subjective 
Verifiable

Construction 
Method

Size

Modeling 
Framework

Modeling Lang.
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Abstract. The heart of every scientific discipline is its own unique, uniform and 
acknowledged terminology. As an application-oriented mediator between  
business administration and computer science, information systems research in 
particular is in need of a theoretical foundation and an instrument capable of 
translating basic theoretical knowledge into practical applications. Its depend-
ency on and proximity to actual practice, as well as the rapid development of in-
formation technology often get in the way of the sound, systematic and consis-
tent formation of concepts. Reference modeling is especially in need of a theo-
retical foundation. Due to the strong influence of implementation-oriented 
thought within this field, a gap has resulted between research and practice 
which has often led to undesirable developments. The high expectations organi-
zation and application system developers have on the reutilization of reference 
models are often disappointed. Apparently, the recommendations made by ref-
erence model developers often do not meet the expectations of potential model-
users. One reason for this is the non-uniform grasp of the term reference model. 
This article attempts to counteract this deficiency by way of a detailed analysis 
of the way the term reference model is used and understood. 

1   Initial Situation and Problem 

Information systems are mediators between business frameworks and information 
technology and can be characterized using in-depth system-theoretical attributes. For 
example, the complexity of information systems can be seen as a significant system-
theoretical attribute. Put simply, this complexity can be attributed to the fact that in-
formation systems work on a business, as well as on a technical level. By constructing 
models, the attempt is made to create manageable artifacts with which the complexity 
of information systems becomes controllable. The information models created thereby 
have a tradition of more than thirty years [2; 10; 16]. From today’s perspective, these 
models have established themselves in information systems research as a vital  
medium for describing operational information systems [18; 20; 23; 28; 34; 40; 41]. 
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The application possibilities inherent in information models range from software de-
sign and the implementation and configuration of standard software to business proc-
ess reengineering. 

Due to the possibility of their reutilization, in many cases the construction of in-
formation models is connected to the demand to abstract from enterprise-specific 
characteristics. Therefore, one differentiates between enterprise-specific information 
models and reference models. The term “enterprise-specific” characterizes only the 
individual character of the corresponding information model; there is no restriction to 
legally independent companies connected with it. For reasons of linguistic clarity it is 
therefore better to speak of specific information models in order to allow for the fact 
that the specificity of the models does not result exclusively from the enterprise-
context but rather, for example, also from a project-context. To emphasize this con-
text one can also speak, for example, of project-specific models.  

In contrast to this, a reference model – in the sense of an initial conceptual ap-
proach – is a point of reference for the development of specific models because it 
represents a category of applications [5, p. 90; 35, p. 66, pp. 69–74; 39, pp. 31–38]. 
Prominent examples of this in the scientific field are the reference model for industrial 
enterprises (Y-CIM-Model) from SCHEER [32], as well as the SAP R/3-reference 
model [11] resulting from commercial practice. On the one hand, the possibility of 
orienting oneself on the technical content of such reference models promises the 
model-users savings in time and costs, while on the other the quality of the model to 
be constructed can be increased by the use of a reference model. 

Despite these benefits often attributed to reference models in literature, no uniform 
grasp of the term “reference model” exists. In research and practice different types of 
models are referred to as reference models. For HARS for example, the term reference 
model “belongs to a class of terms used often but rarely defined clearly” [17, p. 12]. 
Even a decade after this assertion the situation has barely changed. Although the term 
reference model was defined more precisely at the end of the 1990ies during the con-
ference Reference Modeling – a summary of the conference series is available under 
the URL http://www.wi.uni-muenster.de/is/Tagung/ – and the dissertation from 
SCHÜTTE [35] – that is at least in German-speaking regions – the tendency in litera-
ture towards generally declaring information models as reference models still exists. 
In this respect, the assertion from LEHNER that “in a sense every model can be under-
stood as a reference model” [22, p. 126] is not surprising. The question as to why  
recommended models “warrant” the attribute “reference” in literature often goes  
unanswered. Here, we have singled out one of the many current unfounded reference 
model declarations from the German-language information systems community: Us-
ing a reference model AHLEMANN, HAAS, HOPPE [3] show how e-learning can be sys-
tematically integrated in the further education of companies by establishing it in the 
operational planning system. Although they explain their grasp of the term reference 
model according to SCHÜTTE [35, p. 69], why they refer to their model as a reference 
model and not an information model is not explained. 

The following analysis on the way the term reference model is understood in in-
formation systems research takes this situation into account. It is structured in the fol-
lowing manner: Section 2 first lists “early” considerations to the term reference model 
from a historic perspective, as well as giving an etymological analysis of the term. 
Following this, in Section 3, the current attribute-based characterizations of the term 
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reference model in the literature of today will be discussed critically. The insights re-
sulting from this will flow into a set-theoretic illustration, as well as an explanation of 
the way the term is understood in Section 4. A critical discussion of the findings in 
Section 5 shows the consequences resulting from the definition presented here for the 
use of reference models. The article ends with a conclusion in Section 6.  

2   Etymology and History of the Term Reference Model 

From an etymological view, the term “reference” has a double significance. In addi-
tion to its meaning as a recommendation, the word “reference” is also used in the 
sense of bearing a relation to something, quoting something or alluding to something. 
The term “reference” was initially used in the business language of the 19th century 
to denote a person or company able to give information concerning the trustworthi-
ness of a business partner. The definition of a person or place to whom or where one 
could appeal for his or her (social) recommendation came later [1, p. 464].  

In linguistics “reference” also refers to the relationship between linguistic symbols 
and their contributor in the extra-linguistic reality. In economics, “reference” is used 
to describe a state which can not be achieved in reality or a state of affairs of exem-
plary nature. Thus for example, the model of perfect competition, discarded to a large 
extent due to its restrictive assumptions, is accepted as a reference. In information 
modeling, one also speaks of a model being consulted as an ideal type of reference 
object or as a recommendation for the development of other models.  

The historic roots of the term reference model in information systems research can 
only be traced with difficulty. Nevertheless, early clues to the basic idea of reference 
modeling can be found in the literature which today essentially consists in the system-
atic structuring and reutilizing of operational tasks for their data processing support.  

The significance of graphic models valid for a class of applications was discussed 
early on in business administration literature. Already 1931 NORDSIECK characterized 
in Grundprobleme und Grundprinzipien der Organisation des Betriebsaufbaus so-
called Aufgabengliederungspläne1 as follows: “Usually, a task structuring plan al-
ready has a relatively universal character because it is created according to logical 
principles, i. e. it is not only valid for the company being studied but rather – with a 
few changes – for companies with similar aims and the same branch of trade” [24, 
p. 160].  

Also, the ideal models described by KOSIOL in an analysis of the relationships be-
tween business administration and operations research come close to today’s term ref-
erence model. He explains: “So-called real models which try to represent objects of 
empirical reality are opposed to ideal models which exhibit no reference to reality or 
leave this open” [21, p. 755]. He adds, that “ideal models are the constructs of opera-
tions research which represent a larger area of possible real-life situations and serve as 
prefabricated solutions or standard recipes for certain categories of decision problems 
in coping with practical problems” [21, p. 758].  
                                                           
1  Today the term “Aufgabengliederungspläne” which may be translated as “task structuring 

plan” has gone out of use. The technical terms “function hierarchy diagram” resp. “function 
tree” have won recognition as terms in the meaning of the corresponding modeling language.  
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Another early paraphrase for the fundamental idea of reference modeling can be 
found in the environment of the System Dynamics approach going back to FORRESTER. 
This is a concept founded on the systems theory for the model-based description and 
simulation of dynamic systems. In 1968 FORRESTER wrote retrospectively: “A person 
applying the industrial dynamics approach to actual corporate problems seems to do so 
by drawing heavily on his mental library of the systems which he has previously stud-
ied. If others are to be able to do the same, such libraries of examples must be put in or-
derly written form. Such a series of structures would identify those relationships which 
are found repeatedly in industry. […] Such a treatment of systems should concentrate on 
the minimum structure necessary to create a particular mode of behavior.” [13] FOR-

RESTER thus characterizes an attribute of reference models which attempt to abstract 
from individual characteristics in order to make themselves reusable.  

The question however still exists, as to which origins the term reference model can 
be traced back to. There is a consensus in literature on the fact that the terminological 
foundation for “reference model” – in terms of a reference information model – was 
laid with the Köln Integration Model (KIM) [15; 16]. However, neither of these pub-
lications speaks of a “reference model”. Instead they speak of the development of a 
“universal model for an integrated data processing system” [16, p. VII], a “basic 
model” [16, p. X] or a “model template” [15, p. 44]. These terms characterize models 
“that are generalized in a way, that they are not specific to an individual company, but 
rather characteristic for all resp. the lion’s share of companies from a certain group or 
branch of trade” [15, p. 43]. These models should serve in helping companies to create 
their own individual information system [16, p. X].  

Despite these early references to the significance of universal models and their use-
fulness as templates for the derivation of enterprise-specific models, the technical 
term “reference model” first established itself in literature towards the end of the 
1980ies [14; 26; 29; 43]. This chronological correlation can be supported by looking 
at different editions of the book Business Process Engineering from SCHEER [32]. In 
the first edition, the data model developed therein is referred to as an integrated data-
base schema resp. an enterprise-wide data model [29]. Then, in the preface of the sec-
ond edition, SCHEER states that the consideration of the company data model was 
complemented by practical experience gained in the between-time using the model as 
a basis for enterprise-specific data models [32, p. VIII]. At another point in the same 
edition he makes this statement more precise by remarking, that the model had al-
ready been used several times as a reference model in setting up enterprise-wide data 
models [32, pp. 542 ff.].2 The acceptance of the model as a reference model in practice 
even prompted SCHEER to give the book a different subtitle in the second edition Ref-
erence Models for Industrial Enterprises [32]. This publication was material to the 
coinage of the term “reference model” – that is, in the realm of German-speaking in-
formation systems research.  

                                                           
2  Compare this assessment to the statement from ÖSTERLE, BRENNER, HILBERS, who believe 

that the data models from [29] are primarily to be consulted as reference models for the de-
velopment of enterprise-specific models [25, p. 71].  
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3   Characterization of the Term Reference Model Based on 
Attributes 

The proposed reference model terms in information systems literature are generally 
based upon attributes which characterize these reference models, in particular, the at-
tributes “universality” and “recommendation character” [39, pp. 31 ff.]. 

3.1   The Attribute Universality 

The demand for universality as a constituent attribute of the term reference model can 
be found in many works [5, p. 90; 17, p. 15; 19, p. 12; 35, p. 69; 42, p. 127]. For pur-
poses of simplification these publications also talk of the universality of reference in-
formation models. HARS for example, sees the universality of a reference model as a 
prerequisite for it serving as a source for the creation of a specific model [17, p. 15]. 
JOST explicitly emphasizes that the character of universality is the most significant at-
tribute of a reference model [19, p. 12]. The fact however, that the universality of a 
reference model can not be understood in the sense of the model’s claim to absolute-
ness, i. e. a claim to universal validity, often goes unrecognized. A reference model 
can only be (universally) valid with regard to a certain category of applications, for 
example a category of enterprises or a category of projects. Already in 1980 BRETZKE 
differentiated in his analysis Der Problembezug von Entscheidungsmodellen between 
two types of models, concrete and common decision models [8, pp. 10 ff.]. If one 
transfers his remarks to enterprise-specific models and reference models, then a refer-
ence model “is characterized by the fact that it applies to a certain category of situa-
tions. It is not universal because it is always valid, but rather because it is always 
valid under certain circumstances (contained within itself)” [8, p. 11]. To speak of the 
universality of a reference model is therefore seen as being inexpedient in this article. 
Thus, the allowance for a corresponding constituent attribute for the term reference 
model was not considered here.  

3.2   The Attribute Recommendation Character 

In addition to universality, it is possible in other works to find the demand for a rec-
ommendation character as a constituent attribute for the term reference model  
[4, pp. 25 f.; 5, pp. 86, 90; 7, p. 428; 27, pp. 16 f.; 35, p. 69]. Authors connect such a 
recommendation with the fact that reference models have a standard character for a 
certain class of applications. They serve as a default solution, from which enterprise-
specific concretizations can be derived (economically). Similar to the argumentation 
in the previous section, the demand for a recommendation character for reference 
models also proves to be critical. For example, it is unclear how the quality of a rec-
ommendation for a reference model can be verified – in this regard VOM BROCKE  
[39, p. 32] also speaks of the lack of assessability for the content of a recommenda-
tion: Which model can be granted or even denied recommendation character subject 
to which attributes? Which demands can be made on the recommendation or those 
making the recommendation? These questions make it obvious that this is a question 
of a non-operational aspect. The user cannot decide upon the recommendation  
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character of a model objectively, but rather only subjectively within the scope of its 
application. Therefore, this attribute must also be seen as non-constituent for the term 
reference model in this article. 

4   Implications for the Term Reference Model 

4.1   Set-Theoretic Illustration of the Way the Term Reference Model Is 
Understood 

Since both attributes “universality” and “recommendation character” have been ex-
cluded as constituent attributes for the term reference model, the question remains as 
to how a model becomes a “reference”. To answer this question we must first look at 
model-theoretic principles [36] in which a developer and a user perspective on models 
are taken into consideration. Using these perspectives one can discern whether a 
model is declared to be a reference model (developer’s perspective) or whether it is 
accepted as a reference model (user perspective). “Or” is not used here in its collo-
quial sense, but rather should be understood in a Boolean sense as an adjunction (non-
excluding “or”), so that the case of the developer-sided declaration and the user-sided 
acceptance is also taken into consideration. Elementary set-theoretic considerations 
were consulted in order to illustrate possible situations. These are illustrated in Fig. 1 
and will be explained in the following. 

The basic set seen in Fig. 1 is the set of all information models .IM  As subsets of 
this set, the set of the information models declared to be reference models by the de-
velopers of the models DeclarationRM , as well as the set of the information models 
used by model-users for the construction of specific models AcceptanceRM  are plotted. 

For the characterization of reference models three situations are conceivable: 

1. Declaration AcceptanceRM RM : The elements of this set are declared as reference 

models without being accepted by a user. In this case, the property of being a refer-
ence model is based upon the assertion of the developers.  

2. Declaration AcceptanceRM RM : It is conceivable that users consult a model for the 

construction of specific models, although the model’s developers did not initially 
intend this. Corresponding information models are characterized by this set.  

3. Declaration AcceptanceRM RM : The intersection of both sets takes the information 

models declared to be reference models by the developers, as well as those ac-
cepted by the users as such into account. A consensus between developer and user 
exists in regard to the characterization of the elements of this set as reference  
models.3 

                                                           
3  This point of view precludes the case that a model seen neither from the developer’s side nor 

from the user-side as a reference can be declared a reference model [39, p. 32, fn. 139]. 
Moreover, it remains unclear in this case whose task it is to make the declaration resp. the 
model as a reference model.  
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Information models utilized 
for the construction of 
specific models by model-
users 

Information models 
declared to be reference 

models by the developers 
of the models

Set of all Information Models IM

 Consensus in the 
perception between 

developers and 
users

RMDeclaration RMAcceptance

 

Fig. 1. Set-theoretic illustration of the term reference model 

In this article, the developer-sided declaration as reference model (cp. set 
DeclarationRM  in Fig. 1) is seen neither as a necessary, nor as a sufficient criterion for 

the characterization of a reference model. A developer’s assertion that he has con-
structed a universally valid and recommendable model remains meaningless for the 
time being. In this context, VOM BROCKE also speaks of “reference character at plan 
level” [39, p. 33, fn. 140]. This attribute can ultimately be proved only by way of the 
model being applied at least once. SCHEER argues similarly. He concretizes the de-
mands on a reference model from a user’s point of view to the effect that at least one 
application must be conceivable for the use of the model, unchanged, as a specific 
model [33, p. 4]. In an economic sense, a reference model that goes unused undoubt-
edly falls short of its basic intention. The use of an information model by a model-
user for the derivation of specific models, i. e. its acceptance as a reference (cp. set 

AcceptanceRM  in Fig. 1) can thus be seen as a necessary criterion for the characteriza-

tion of a model as a reference.  
To clarify whether it can also be acknowledged as a sufficient criterion, two cases 

can be distinguished from a set-theoretic point of view. Either the model was also rec-
ommended by the developer as a reference, i. e. it is contained in the set 

Declaration AcceptanceRM RM  or the developer did not intend this, i. e. it is contained 

in the set Declaration AcceptanceRM RM  (cp. Fig. 1). The first case can be seen as 

ideal and thus as uncritical due to the consensus between the developer and user. This 
paper however, also recognizes the second case as constituent for the term reference 
model. As a result, only the user can make the decision as to whether a model can be 
recognized as a reference. User-sided acceptance can be seen as a sufficient criterion. 
Consequently, it is possible for a model to become a reference model at its initial ap-
plication; if need be without the knowledge of its developer [39, p. 34].  
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It would be ideal for the constructor of a model to declare his model a reference 
model only when its application is known to him in at least one case. This grasp of the 
term is justified by the example from literature already discussed in Section 2. 
SCHEER also initially developed a data model which he then recommended for the 
derivation of enterprise-specific models [29]. It has however, turned out that in prac-
tice the model’s recommendation character was accepted. Thus for example, a field 
report from BÜRLI et al. [9] was published on the derivation of a specific model based 
upon the information model from SCHEER for the field of production planning and 
control. This then prompted SCHEER to declare the model to be a reference model 
[32].  

4.2   Explanation of the Term Reference Model 

The term reference model can be explained as a concretion of the term “information 
model” on the basis of the constituent attribute of user-sided acceptance: A Reference 
model – specifically: reference information model – is an information model used for 
supporting the construction of other models.  

This definition stands in the tradition of early definitions and emphasizes the bene-
fits of reference models “as a fundamental starting point for the development of new 
information systems” [30, p. 94]. HARS also emphasizes the user-sided acceptance by 
stating that “every reference model is a model which can be consulted for the devel-
opment of other models” [17, p. 15]. SCHEER later abstracts from information models 
and sees a reference model “as a model which can serve as the starting point for the 
development of solutions based on concrete problems” [33, p. 3]. A corresponding 
tendency in emphasizing the use of reference models can also be observed in the more 
recent literature of reference modeling. Thus BECKER, KNACKSTEDT refer to informa-
tion models used as initial solutions for the development of project-specific models 
[6, p. 415], as reference models.  

Consequently, the author pleads for a use-oriented reference model term. Every 
model resp. partial model which can be used in supporting the construction of another 
model can be seen in this sense as a reference model. The reutilization of reference 
models connected with this can be seen as a fundamental idea resulting from the pa-
perless, tool-supported data-processing consulting at the beginning of the 1990ies [31] 
and must be emphasized as a fundamental characteristic of reference models. 

5   Discussion on the Term Reference Model as Defined Here 

5.1   Consequences for Reference Modeling Research 

Studies in the field of reference modeling must often deal with the fundamental prob-
lem of finding and locating reference models. Because reference models are under-
stood as special information models, the search can initially be limited to information 
models. When an information model is found one must then decide whether it is a 
case of a reference model or not. In making this decision, the person searching for the 
model is confronted with a problem in two respects. Firstly, one can only subjectively 
decide whether a model is a reference model. However, even if one person accepts a 
reference model as such, this does not mean that the next person will also do so. And 
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secondly, identifying criteria such as universality or recommendation character must 
be dismissed as constituent characteristics of a reference model. This examination fol-
lows the use-oriented reference model term from Section 4, which is directed at the 
model’s use. The models declared exclusively as being reference models are not ac-
cepted as such.  

Were one to use this “restrictive” understanding of the term in reference modeling 
research the number of actual reference models would be small, because by close in-
terpretation the existence of at least one application – moreover: its documentation – 
would be essential. The focus of contextual studies in reference modeling should 
therefore be extended to the models only declared as being reference models. This 
corresponds in two ways with the pragmatic orientation expounded upon at the begin-
ning of this article. On the one hand, the topic of this article is not to judge whether 
models declared to be reference models in literature should actually be accepted as 
such. And on the other, the deduction of future research guidelines can only be possi-
ble by way of analyzing prevailing perceptions.  

5.2   Consequences for the Management of Reference Models 

It is irrelevant for a model’s user – in the sense of the term reference model used in 
this paper – whether a model, whose content he wishes to reuse, has been recom-
mended for use by the model’s developer i. e. was declared to be a reference model or 
not. He orients his decision on the use of a reference model only on whether he can 
recognize a potential benefit from the model. In order to make this decision the refer-
ence model must be made available to the user. An important prerequisite for the 
structuring of this availability is the systematic management of the current stock of 
reference models [37; 38].  

Despite the variety of existing reference models there are very few studies in litera-
ture with the verification and documentation of actual reference models as their sub-
ject. Based on this, there is also a lack of studies regarding the question of which ref-
erence models should be used in which situations. A very small number of approaches 
deal with the systematization of reference models, whereby it is in fact the tabulation 
of reference models that is meant here and not so much the survey-like textual de-
scription of the actual stock of reference models found in literature. The most com-
prehensive results were delivered by the analyses from FETTKE and LOOS [12] on the 
catalog-based reutilization of reference models in which the authors transfer the con-
cept of a construction catalog used in engineering to reference modeling. These so-
called reference model catalogs represent without a doubt, a meaningful tool for the 
systematic management of reference models.  

However, it must be pointed out with respect to the cataloging only of reference  
information models, that those involved in the development and administration of a 
reference model catalog also have the problem mentioned in Section 5.1: They must  
decide which information model can be accepted as a reference model and thus be 
cataloged. Taking into consideration the exact interpretation of the term reference 
model which is the basis of this article, only models for which at least one application 
exists could then be cataloged. This implicates that the users of such a catalog, limited 
only to reference models, would be principally refused access to enterprise-specific 
models. This circumstance contradicts the pragmatic focus of the use-oriented refer-
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ence model term in this study, because it remains unconsidered that information mod-
els generally – even when the developer has declared it a reference model or it has al-
ready been used – are used to support the construction of other models. This results, 
for the design of a reference model catalog, in the need for an expansion in the direc-
tion of a systematic organization of information models, independent of their contex-
tual individuality.  

5.3   Consequences for the Creation of Reference Modeling Languages 

The use-oriented reference model term underlined in this publication emphasizes the 
use of a reference model for the construction of enterprise-specific models. The user’s 
task during construction, which can be supported by IT tools, consists in the adapta-
tion of the reference model. In a figurative sense, the derivation of specific models 
from a reference model characterized by this term is equivalent to the creation of dif-
ferent variants of the reference model [35, pp. 207–209]. Thus, for example, the enter-
prise-specific models information model product-oriented Manufacturing Enterprise 
1E  or information model process-oriented Manufacturing Enterprise 2E  could be de-

rived as variants of the reference model Manufacturing.  
The management of variants derived from reference models is especially  

interesting in two respects. Firstly, the storage of the variants in connection with the 
adaptation-premises also administrated can speed up the future development of enter-
prise-specific models for comparable applications. Secondly, this also allows for a 
similarity analysis of the variants whose results can then be used for the development 
of new reference models.  

Reference modeling languages must therefore be created so that they support 
model-variant management. However, contradictory opinions exist in literature as to 
which construction technique should be used for reference model-variant manage-
ment. While for example, SCHÜTTE ties variant management ex ante to the construc-
tion technique of the configuration [35, pp. 207 ff.] and also refers to a variant as a 
configured output in his terminology [35, p. 207, fn. 91], VOM BROCKE [39, p. 101] ar-
gues against the coupling of variant management with individual construction tech-
niques and proposes further construction techniques with aggregation, specialization, 
instantiation, and analogy construction [39, pp. 235 ff.]. These construction techniques 
for the adaptation of models must be embedded in modeling languages. The effort 
needed for the expansion of these languages is however, so high that it can, by all 
means, more than make up for the benefits which can be achieved by adapting refer-
ence models within the framework of modeling projects. Reference modeling research 
must therefore dedicate itself more heavily to the question of profitability in the appli-
cation of reference models in the future.  

6   Final Conclusion 

The topic of this article was the detailed analysis of the understanding of reference 
models in the information systems discipline. The author did not intend to create a 
comprehensive and universally valid definition of the term. In fact, the author’s aim 
was to examine the term “reference model” from different perspectives and on the  
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basis of this, create an understanding which he hopes will prove to be useful in the 
context of information systems research. The author hopes to have contributed a valu-
able share in answering the question “What is a reference model?” put in the call of 
the Workshop on Business Process Reference Models (BPRM 2005).  

The need clearly remains for more fundamental research in order to understand the 
effects connected to the creation and use of reference models in research and practice. 
How ever reference modeling research approaches this topic in the future, the compi-
lation of improved knowledge on the application systems and organizations remains a 
central topic in this field of research. A terminological foundation for the management 
of this knowledge represented by reference models has been made available by the in-
sights gained within the scope of this article.  
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Abstract. Enterprise Systems need to be configured to fit organiza-
tional requirements and to provide support for their business operations.
Reference models aim at supporting this task but fail in providing ad-
equate conceptual support due to missing configurability of the models
themselves. Our research extends the work on a configurable reference
modeling approach. In previous research we developed a conceptual no-
tation for configurable reference models. This paper considers a syntactic
perspective of reference model configuration. We discuss the lawful envi-
ronments of configurable nodes and report about syntactic implications
of model configuration in these environments. We then apply these find-
ings in the design of an interchange format for configurable reference
models and discuss its applicability for the XML-based design of tool
support, which ultimately will facilitate the automatic verification and
transformation of reference process models to executable workflow spec-
ifications.

1 Reference Models and Enterprise Systems

Many organizations suffer problems from poorly implemented Enterprise Sys-
tems (ES) [1]. Both academia and industry state that these problems result
from a misalignment gap between business and IT, which, once closed, would
lead to significantly improved business performance [2]. The notion of (mis-)
alignment primarily embraces the process dimension, i.e. the alignment of IT
functionality to the actual business processes of an organization. In many cases,
it is observed that the system hampers the normal way of handling processes
instead of supporting it. This is even more surprising given the fact that business
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process orientation as a concept has been a major topic in both academia and
practice at least since the 1990’s [3, 4]. Alongside this trend, the IS community
has experienced the proliferation of an enormous number of process modeling
methods, including the Event-Driven Process Chains (EPC) [5], which itself is
used within the Enterprise System SAP.

The term Enterprise Systems represents integrated information systems that
aim at holistically supporting the operational processes of organizations. Though
ES packages are distributed as Commercial Off-The-Shelf (COTS) software, their
implementation often results in tremendous configuration efforts. Given the fact
that the alignment of “generic” ES solutions to “specific” organizational needs
denotes a highly complex task, it was found that a model-driven solution would
provide a more intuitive approach towards configuring, adapting and customiz-
ing ES software to customer demands. Such a model-driven approach naturally
would take on existing reference models, which have already been developed by
ES vendors in order to improve the understandability of their systems. In the
context of Enterprise Systems, such application reference models that describe
structure and functionality of software solutions on different levels of concep-
tual abstraction are of particular interest. Due to their prescriptive nature, i.e.
application reference models usually depict the complete functionality of the
system [6], they are however only of limited use to the ES configuration pro-
cess, mainly due to a lack of conceptual support in the form of a configurable
modeling language underlying the reference models.

Addressing this issue, we have developed a new reference modeling approach
which considers the configurable nature of an Enterprise System. The represen-
tation language of this approach is called Configurable EPCs (C-EPCs). While
previous research efforts have focused on the meta model and the notation of C-
EPCs [7], this paper discusses syntactical problems of C-EPCs in the process of
reference model configuration. The scope of our paper is the translation of (con-
figured) C-EPCs to lawful (regular) EPCs. We will show that the application
of C-EPC in the process of ES reference model configuration leads to syntactic
problems and we will outline an approach how to handle these problems when
translating C-EPC models into lawful process models. More specifically, the aim
of our paper is to outline a XML schema-based approach using the EPC Markup
Language (EPML) [8] for the task of syntactical validation of reference process
model configuration.

The remainder of our paper is structured as follows: Section 2 presents issues
and shortcomings of the EPC notation in light of reference model configuration
and introduces the notion of a configurable reference process modeling technique.
Also, it briefly reports on related work in the field of configurable reference
modeling. Section 3 discusses problems that occur when configuring reference
process models. We present a XML-based specification of C-EPCs on which the
design of tool support for syntax validation and automatic model translation
will be based. We briefly summarize our work in Section 4 and propose some
conclusions.



On the Syntax of Reference Model Configuration 499

2 A Configurable Reference Modeling Language

2.1 On the Syntax and Semantics of EPCs

In order to gain an understanding for the C-EPC notation and to raise aware-
ness of problems we encounter during reference process model configuration, we
briefly outline the notion of classical EPC models and discuss some issues related
to the informal semantics and syntax of EPC.

The EPC language was developed at the University of Saarland, Germany, in
collaboration with SAP AG (see [5]). A simple EPC consists of events as passive
states, functions as active transformations, and logical connectors that connect
events and states through control flow. EPCs have - amongst others - been
used for the design of the reference process models in SAP [6]. As discussed
quite intensively in academia, see e.g. [9, 10], the definition of EPC in [5], on
which we based our research on the C-EPC language, leads to syntactic and
semantic problems. The syntax of EPCs as deployed in our research context can
be found in [7]. However, this definition does not cover behavioral aspects of
EPCs and thus may contain semantic ambiguities. For instance, the informal
semantics of an OR-join causes confusion as a joining OR-connector may or
may not synchronize incoming process flows [10]. While these problems have
been addressed in academic contributions, see e.g. [9, 11, 12], and while there
exist approaches to provide semantics to EPCs, see e.g. [13], there is not yet a
generally accepted solution to the issue of EPC semantics.

Considering such problems before the background of ES configuration, the in-
formal semantics of EPC lead to severe issues: EPC models, which depict those
process scenarios that are deemed relevant to a particular organization, need to
be translated into executable process specifications, which an Enterprise System
can execute at run-time. Or, consider a workflow management system that de-
fines, executes, manages and controls business processes based on these models.
In whatever case, it is of paramount importance to have syntactically correct,
i.e. lawful EPC process models as an outcome of the configuration process.

Yet, we did not want to further complicate the semantics of EPCs by intro-
ducing new semantic elements to the language specification but instead decided
to express the semantics of Configurable EPCs in terms of traditional EPCs.
Hence, we seek to validate the behavior of configurable processes through their
translation to regular EPCs. Then, any of the formalization approaches men-
tioned in [9, 11, 12, 13] can be used as a semantic foundation, and we may stop
the discussion of semantics here. However, we later need to some semantic im-
plications when translating Configurable EPCs into lawful process models.

2.2 On Configurable Reference Process Models: The C-EPC
Notation

Current reference modeling languages lack configuration support. As an example,
the SAP reference model [6], which is depicted in the EPC notation, covers in the
version 4.6 more than 1,000 business processes and inter-organizational business
scenarios. As the main objective of reference models is to streamline the design
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of particular models, they are coined by the “Design by Reuse” paradigm. To in-
crease their applicability, such models typically not include merely one proposed
alternative for conducting business in a certain domain but a range of often mu-
tually exclusive alternatives. Hence it denotes an ‘upperbound’ of process models
that may possibly be implemented in a particular enterprise. As an organization
might merely favor one of the depicted alternatives, they potentially only refer
to a subset of ES functionality to be implemented and accordingly only to a sub-
set of the reference model. Until today, however, these types of decision cannot
be reflected within the ’upperbound’ reference model due to lacking configura-
tion support of the underlying reference modeling language. Existing reference
modeling techniques neither support the highlighting nor selection of (process)
configuration alternatives. This lack of expressiveness obviously denotes a major
issue for reference model users.

Addressing these issues, this section introduces Configurable EPCs (C-EPCs)
as an extension to the popular EPC modeling technique [5]. Focus was spent to
the active parts of process models, i.e. functionality (functions, tasks, transitions,
and the like) and control flow. We have not examined the configurability of
events (or states) as more passive parts of processes since they cannot actively be
influenced by an organization. It is the reaction to events that can be influenced
and this reaction is covered in C-EPCs. The notion of a Configurable EPC
has been introduced and formalized in [7], therefore we only discuss the basic
notation here. Fig. 1 shows an example of a C-EPC model, with the left part
showing the configuration alternatives, the middle part showing one selected
alternative after configuration, and the right part showing a possible lawful EPC
model resulting from the configuration.

In a C-EPC functions and connectors can be configured. Notation-wise, these
configurable nodes are highlighted by bold lines. Configurable functions may
be included (ON ), excluded (OFF ), or conditionally skipped (OPT ). To be
more specific, for configurable functions, a decision has to be made whether to
perform this function in every process instance at run-time, whether to exclude
this function permanently, i.e. it will not be executed in any process instance, or
whether to defer this decision to run time, i.e. for each process instance it has
to be decided whether or not to execute the function.

Configurable connectors subsume possible build-time connector types that are
less or equally expressive. Hence, a configurable connector can only be config-
ured to a connector type that restricts its behavior. A configurable OR-connector
may be mapped to a regular OR-, XOR-, or AND-connector. Or, the configurable
OR-connector may be mapped to a single sequence of events and functions (in-
dicated by SEQn for some process path starting with node n). A configurable
AND-connector may only be mapped to a regular AND-connector. A config-
urable XOR-connector may be mapped to a regular XOR-connector or to a
single sequence SEQn .

In order to depict inter-dependencies between configurable EPC nodes, the
concept of configuration requirements has been introduced. Inter-related config-
uration nodes may be constrained by such requirements. Consider the example
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Fig. 1. A simple C-EPC (before configuration, after configuration, and resulting EPC)

given in the left part of Figure 1. If the configurable function A is excluded,
the inter-related configurable OR-connector must be mapped to a regular AND-
connector. Such configuration requirements are best defined via logical expres-
sions in the form of If-Then-statements.

Additionally, configuration guidelines provide input in terms of recommenda-
tions and proposed best practices (also in the form of logical If-Then-expressions)
in order to support the configuration process semantically. Consider again the
example given in the left part of Figure 1. A recommendation could be that
if function D is included, then so should be function E (but not necessarily
vice versa). Summarizing, requirements and guidelines represent hard (must)
respectively soft (should) constraints.

Concluding, we introduced a configurable reference modeling notation which
potentially facilitates a model-driven selection and modification of process flows
and process activities.

2.3 Related Work

Related work on configurable reference modeling includes the perspectives-based
configurative reference process modeling approach by Becker et al. [14]. This
approach focuses on adaptation mechanisms and proposes several mechanisms
for automatically transforming a reference model into an individual model. While
the work of Becker et al. focuses on generic adaptation mechanisms, this research
pursues a reference model-driven approach towards ES configuration.

Soffer et al.’s suggestions on ERP modeling [15] can also be regarded as close
to our proposed ideas. Following the concept of scenario-based requirements
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engineering, they evaluate the Object-Process Modeling Methodology in order
to determine a most appropriate ERP system representation language. The so-
called argumentation facet, related to the ability of a modeling language to
express optionality-related information, is just one of many of their criteria.
Their work does not comprehensively analyze requirements related to modeling
ERP configurability and focuses on technique evaluation rather than on the
development of a more appropriate technique.

Gulla and Brasethvik [16] introduce three process modeling tiers to manage
the complexity of process modeling in comprehensive ERP Systems projects.
Their functional tier dimension deals with the functionality of the Enterprise
System. However, they do not study how reference models fit into in this tier.

Based on this brief review we find that the notion of a C-EPC is the only
dedicated Configurable Modeling approach that supports systems configuration
aspects on a conceptual level. This paper extends our preceding work on the
notation and formalization of C-EPCs [7] and on the process of Enterprise Sys-
tems configuration using C-EPCs [17] in the way that it considers more technical
aspects of model configuration and translation.

3 On the Syntax of Reference Model Configuration

3.1 Configuration Using the C-EPC Modeling Language

The task of configuring reference models that have been deemed configurable
by highlighting variation points in the model embraces both a semantic and a
syntactic dimension. While the former is concerned with making business config-
uration decisions in order to match organizational strategy and requirements, the
latter is concerned with maintaining syntactical correctness within the config-
ured models to ensure a lawful translation to executable workflow specifications
at run-time. We will show, that these dimensions are inter-related during config-
uration as syntactic considerations of implementing the models have semantic,
i.e. business consequences and must hence be considered during configuration
and translation.

We have described the semantic dimension of configuration in [17]. Basically,
through the use of the C-EPC notation, process scenarios and process alterna-
tives that are deemed desirable for a particular organization are selected. This is
done by switching configurable nodes within a C-EPC model to a desired setting.
Configuration requirements and configuration guidelines restrict respectively aid
this task. The outcome of this phase is a C-EPC model where all configurable
nodes have been switched to a certain setting. What, however, hasn’t been en-
sured yet, is that these configured C-EPC models apply to the formal syntax
of regular EPC. As an example, the middle part of Fig. 1 shows a configured
version of the C-EPC model shown in the left part, where the configurable OR-
connector has been switched to a regular AND-connector and where function A
and D have been excluded (shaded grey). As can be seen, the resulting process
model would be syntactically inconsistent: Consider function A: Assuming the
control flow is reconnected where the excluded function is missing, two events
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would follow each other. This is syntactically incorrect. Or, consider function
D: Its exclusion leads to an “empty” branch. As this branch is subsequent to
an AND-connector, it has to be removed because it does not make sense to do
“something” (i.e. executing function E) while at the same time to do “nothing”
(i.e. propagating a process folder without any transformation from event 4 to
event 7).

Inadvertently, the step beyond semantic configuration of C-EPC models from
a business perspective is the task of re-establishing syntactical correctness and
consistency, i.e. the translation of configurable process model into lawful regular
process specifications (as an example refer to the right part of Fig. 1).

3.2 Translating C-EPCs to EPCs: Syntactical and Semantic
Problems

Now, in order to approach the syntactic and inherent semantic problems that
arise due to the configuration of C-EPCs, we need to develop a translation
approach that maps a configured C-EPC to a lawful regular EPC. As discussed
above, this is a delicate task due to the semantic problems of EPCs themselves.
There are in principle several options to approach this task:

– Refine the EPC specification to arrive at rigorously and unambiguously de-
fined semantics for EPCs and thus, for C-EPCs.

– Ignore the semantics of EPCs and merely focus on specifying an unambigu-
ous translation of C-EPCs to EPCs, which themselves may then be further
discussed.

Here, we opted for the latter alternative: We wanted to extend the work on refer-
ence modeling techniques rather than developing new ones. Due to its popularity
for the design of reference models and referring to the extensive academic work
on its formalization and definition we deemed it better to take EPCs as both
starting and ending point for our design of configurable process models instead
of proposing yet another semantic and synactic definition of EPCs.

Looking at the configuration of reference process models, this task can be
divided into global and local decisions, with the former being based on the general
model context and which can be made without studying the individual process
model. Local decisions on the other hand require an explicit study of the relevant
(parts of) process models. Our forthcoming discussion is focusing on the local
aspects of configuration. We do not deem it necessary to explicitly address global
decisions for the following reasons:

1. EPCs and thus C-EPCs can be hierarchically structured by decomposing
single EPCs into more detailed sub-models. Analogously, each (C-) EPC
may be generalized to a simpler model on a coarser level of detail. Hence, all
contexts of configurable nodes may eventually be drilled up to the smallest
possible local environment, as will be discussed below.

2. The notion of C-EPCs provides explicit representations for the depiction of
inter-dependencies between configurable nodes. Hence, global dependencies
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between processes depicted in separate process models may be expressed,
thereby not needing an explicit addressing of a global process context.

3. As current practice shows (consider e.g. the configuration of the SAP sys-
tem), the process of reference model configuration starts at a very coarse level
of detail with industry sector-spanning process models (in the SAP context:
collaborative business scenarios). At this stage, configuration refers to delet-
ing dispensable processes from high-level process models. It can be seen as
more of a scoping exercise in a pre-implementation stage. Hence, global con-
figuration decisions merely are decisions as to the inclusion or exclusion of
processes, the former of which then need to be locally configured.

Concluding, we argue that configured C-EPC models can be transferred into
lawful EPC models in accordance to laws based on the local syntactic environ-
ment of configurable nodes. We must, for the purpose of this paper, limit some of
the discussions to examples. A complete discussion of all local environments for
configurable nodes and the entire resulting process model variants would require
more space and is furthermore deemed unnecessary for making our argument.

Configurable Functions. Firstly, we investigate the local environments of
configurable functions. As an EPC consists of events (E), functions (F), and
splitting (S) respectively joining (J) connectors, there are nine different local
environments for a configurable function A (see Fig. 2).

Studying the local environments of configurable functions reveals that, once a
configurable function A has been switched to a desirable setting, the syntactical
clean-up of the process model is not a purely technical decision. Due to missing
formal semantics of the EPC notation - e.g. the EPC modeling language does
not explicitly differ between triggering and resulting events that pre-/succeed a
function - removals or inclusions of process model elements may have semantic
and thus, business-related consequences. Bearing that in mind, syntactic valida-
tion may lead to various syntactically lawful yet semantically different process
models.

Consider the following example. Referring to the local environment ‘Event-
Function-Event, EFE’ - the configurable function A is embedded in the context
of a preceding event EP and a succeeding event ES - configuration and syntactic
validation may lead to the process model variants shown in Fig. 3. Now, as can
be seen in Fig. 3, the syntactic handling of switching configurable functions ON
or OFF are simple, according to the definitions in [7]. Functions mapped to
OPT , however, are trickier.

Consider the configuration decision of switching the function A to OPT . The
resulting process model must cater for a run time decision to either bypass the
function or execute it. Due to the informal EPC semantics, it is not necessarily
obvious whether the succeeding event ES denotes a triggering state for a subse-
quent business function or a resulting state for A. In the former case, the bypass
does not need to include ES (variant 1). In the latter case, EP needs not to be by-
passed (variant 2). Maybe both states surrounding A may be bypassed, thereby
passing a new state EP/S (variant 3). Another syntactically valid solution is to
introduce a ’dummy’ function skipA which just propagates a process folder from
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Fig. 2. Local environments for configurable functions

EP to ES without any transformation (variant 4). Or, a new decision function Z
and an additional event Ex are introduced to augment the configuration decision
of switching A to OPT (variant 5). This case, obviously, requires the inclusion
of knowledge external to the model in order to specify the decision function Z.

Configurable Connectors. Considering configurable connectors and referring
back to the configuration constraints described in Section 2.2, these nodes may
appear in any of the local environments shown in Fig. 4.

According to the syntax rules of lawful EPCs, some local environments are
restricted to the AND connector, since both OR- and XOR-connectors need to
be linked to a preceding function that allows for the decision which process path
to take. With respect to syntactically lawful process variants for these local en-
vironments, configurable connectors are relatively easy to handle, as shown in
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Fig. 5. As can be seen, for each configuration decision there exists exactly one
syntactic lawful process variant. Moreover, for each of the configurable XOR- and
AND-connectors there exists merely one syntactic variant per desired setting as
both configurable nodes may only be restricted in their behavior or mapped to a
single sequence SEQn . Analogously, as configurable connectors are defined to be
mapped to an equal or less expressive behavior, it is obvious that for each con-



On the Syntax of Reference Model Configuration 507

figuration in whatever local environment there can only exist one corresponding
syntactically lawful process variant.

Synopsis. The syntactic alternatives for all other local environments of config-
urable nodes, as depicted in Fig. 2 and Fig. 4 are constructed in a similar way.
We examined the lawful environments of all configurable nodes and constructed
syntactic alternatives for all combinations of predecessors and successors. As
already mentioned, we cannot discuss them in detail here.

Yet, as can be shown through our examples, the syntactic clean-up of con-
figured reference process models bears some semantic decisions in itself. The
syntactical validation of C-EPC models may lead to several syntactically lawful
yet semantically different EPC model variants. Since we decided not to modify
the EPCs but instead base our work on the (arguably ambiguous) traditional
EPC definition, it is sufficient to design adequate tool support that facilitates
and aids the translation process from C-EPCs to EPCs. We will thus, in the next
section, address this translation task by presenting a XML-based schema speci-
fication of C-EPCs that will be used to aid the syntax validation and translation
of C-EPCs to regular lawful process models.

3.3 Towards Tool Support for Reference Model Configuration

Research towards tool support for C-EPCs based on an interchange format was
motivated by two facts:

– The configuration of a C-EPC should correspond to a concrete EPC [7].
However, as we discussed in this paper, it is not possible to automate such
mapping, hence adequate tool support is needed to facilitate and aid this
task.

– EPCs and C-EPCs are not executable and thus cannot serve as direct spec-
ifications for process or workflow execution engines - which would, however,
be desirable especially in the context of Enterprise Systems. In order to facil-
itate the interchange of configured reference process models to other process
specifications, a standardized interchange format for “cutting-edge” process
execution languages is needed.
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Fig. 5. Lawful alternatives for configuring an OR-connector in the FSE environment
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Contemplating available options, we deemed a design specification based on a
XML schema to be the best alternative. In particular, we opted for the EPC
Markup Language (EPML) [8]. This selection was made for the following reasons:

1. EPML is able to perform syntax validations of EPCs [18].
2. EPML leverages the interchange of EPCs to other process modeling and

execution languages [19].
3. EPML can be generated from the ARIS Markup Language (AML) [20] and is

also supported by open source modeling solutions such as EPC Tools. Hence,
tool platforms are available for implementing reference model configuration
tool support based on C-EPCs.

Due to space limitations we cannot describe the EPML definition in any detail,
which can be found in [8]. Instead, we merely introduce the main extensions to
EPML to cater for the C-EPC specification (see Table 1).

As can be seen from Table 1, for each configurable node we introduce an
EPML representation element. A configurable function is defined as an exten-
sion to a regular EPC function in EPML, merely annotating a new attribute
element configuration, which is optional and may take a value of on , off ,
or opt . Configurable connectors are likewise specified as extensions to regular
connectors, with the option of setting the attribute element configuration to a
concrete value - in accordance to the definitions outlined in Section 2.2. Specifi-
cally, if for a configurable connector the value seq is selected, an attribute goto
specifies the ID of the starting EPC node of the process path selected. Configura-
tion requirements and guidelines, respectively, are defined as logical expressions
involving a number of configurable nodes. In EPML they are thus defined as
part of the root epc element, with a list containing the IDs of involved ele-
ments (idRefs). The logical expressions themselves can be modeled via XPath
expressions, for instance

<configurationRequirement idRefs="2 4">
<if xpath="function[@id=’2’]//configuration[@value=’off’]">
<then xpath="function[@id=’4’]/ /configuration[@value=’on’]">
</configurationRequirement>

Note that this specification allows for a representation of C-EPCs both before
configuration (such as the one depicted in the left part of Fig. 1), and after
configuration (such as the one depicted in the middle part of Fig. 1). Also, as
our definitions are mere extensions to the traditional EPC specification in EPML
such that one the one hand traditional EPC models represented in EPML can
still be validated against the extended EPML schema, and on the other hand
EPML tools that are not aware of configuration aspects are still able to process
C-EPCs as traditional EPCs by simply ignoring the additional configuration
element information.

Now, based on these EPML specifications, reference model configuration tool
support may be designed that facilitates the model-driven configuration and
translation of C-EPCs. In particular, the EPML specifications will be used to:



On the Syntax of Reference Model Configuration 509

Table 1. EPML representations for the C-EPC notation
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<xs:element name ="configurableFunction ">
 <xs:complexType >
  <xs:choice minOccurs ="0">
   <xs:element name ="configuration ">
    <xs:complexType >
     < xs:attribute name ="value" use="optional ">
      < xs:simpleType >
       < xs:restriction base ="xs:string">
        < xs:enumeration value ="on"/>
        < xs:enumeration value ="off"/>
        < xs:enumeration value ="opt"/>
       < /xs:restriction >
      < /xs:simpleType >
     < /xs:attribute >
    </xs:complexType >
   </xs:element >
  </xs:choice>
 </xs:complexType >
</xs:element >

<xs:element name ="configurableConnector ">
 <xs:complexType >
  <xs:choice minOccurs ="0">
   <xs:element name ="configuration ">
    <xs:complexType >
     <xs:attribute name ="value" use="optional ">
      < xs:simpleType >
       < xs:restriction base ="xs:string">
        < xs:enumeration value ="or"/>
        < xs:enumeration value ="and"/>
        < xs:enumeration value ="xor"/>
        < xs:enumeration value ="seq"/>
       < /xs:restriction >
      < /xs:simpleType >
     </xs:attribute >
     <xs:attribute name ="goto" type="xs:integer "/>
    </xs:complexType >
   </xs:element >
  </xs:choice>
 </xs:complexType >
</xs:element >

<xs:element name ="configurableConnector ">
 <xs:complexType >
  <xs:choice minOccurs ="0">
   <xs:element name ="configuration ">
    <xs:complexType >
     < xs:attribute name ="value" use="optional ">
      < xs:simpleType >
       < xs:restriction base ="xs:string">
        < xs:enumeration value ="xor"/>
        < xs:enumeration value ="seq"/>
       < /xs:restriction >
      < /xs:simpleType >
     < /xs:attribute >
     < xs:attribute name ="goto" type="xs:integer "/>
    </xs:complexType >
   </xs:element >
  </xs:choice>
 </xs:complexType >
</xs:element >

X

V

<xs:element name ="configurableConnector ">
 <xs:complexType >
  <xs:choice minOccurs ="0">
   <xs:element name ="configuration ">
    <xs:complexType >
     <xs:attribute name ="value" default="and"
     use ="optional ">
      < xs:simpleType >
       < xs:restriction base ="xs:string">
        < xs:enumeration value ="and"/>
       < /xs:restriction >
      < /xs:simpleType >
     </xs:attribute >
    </xs:complexType >
   </xs:element >
  </xs:choice>
 </xs:complexType >
</xs:element >

<xs:element name ="configurationRequirement "
 <xs:complexType >
  <xs:sequence >
   <xs:element name ="if">
    <xs:complexType >
     < xs:attribute name ="xpath" type="xs:string"/>
    </xs:complexType >
   </xs:element >
   <xs:element name ="then" maxOccurs ="unbounded ">
    <xs:complexType >
     < xs:attribute name ="xpath" type="xs:string"/>
    </xs:complexType >
   </xs:element >
  </xs:sequence >
  <xs:attribute name ="idRefs">
   <xs:simpleType >
    <xs:list itemType ="xs:integer"/>
   </xs:simpleType >
  </xs:attribute >
 </xs:complexType >
</xs:element >

<xs:element name ="configurationGuideline ">
 <xs:complexType >
 </xs:sequence >
   <xs:element name ="if">
    <xs:complexType >
     <xs:attribute name ="xpath" type="xs:string "/>
    </xs:complexType >
   </xs:element >
   <xs:element name ="then" maxOccurs ="unbounded ">
    <xs:complexType >
     <xs:attribute name ="xpath" type="xs:string "/>
    </xs:complexType >
   </xs:element >
  </xs:sequence >
  <xs:attribute name ="idRefs">
   <xs:simpleType >
    <xs:list itemType ="xs:integer "/>
   </xs:simpleType >
  </xs:attribute >
 </xs:complexType >
</xs:element >

C-EPC
representation

EPML representationC-EPC
representation

EPML representation

– leverage the modeling of C-EPCs via existing modeling tools, such as ARIS
or the open source platform EPC Tools,

– design a XML schema-based tool for checking the validity of configurations,
– implement an EPML-based algorithm for translating C-EPCs to EPCs, and
– facilitate the interchange of C-EPCs to other process specifications.

4 Summary and Conclusions

This paper reported on syntactical and semantic challenges of reference model
configuration, using the example of translating C-EPC models to lawful reg-
ular EPCs. We showed that both syntactical and semantic perspectives must
be considered when mapping configurable nodes to desired regular EPC nodes.
Resulting from these elaborations, we presented initial conceptual work towards
adequate tool support for the configuration of process models. Based on our re-
search, such tool support can be designed that embeds our recommendations and



510 J. Recker et al.

thereby guides users when configuring Enterprise Systems based on configurable
reference process models.

Our research has a few limitations. First, our conceptual approach needs to be
empirically validated to prove its feasibility and applicability. However, we are
currently undertaking this task and already conducted a laboratory experiment
with postgraduate IT students on the perceived usefulness and perceived ease
of use of C-EPCs in comparison to EPCs. Initial results show that C-EPCs
are in fact perceived as more useful and easier to use for the task of reference
model configuration [21]. Second, we focused the EPC notation and neglected the
question of its executability. However, we selected the EPML interchange format
as a basis for tool support for good reason, as it may facilitate the translations
from (C-) EPCs to other executable process specifications.
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Abstract. Off-the-shelf packages such as SAP need to be configured
to suit the requirements of an organization. Reference models support
the configuration of these systems. Existing reference models use rather
traditional languages. For example, the SAP reference model uses Event-
driven Process Chains (EPCs). Unfortunately, traditional languages like
EPCs do not capture the configuration-aspects well. Consider for ex-
ample the concept of “choice” in the control-flow perspective. Although
any process modeling language, including EPCs, offers a choice construct
(e.g., the XOR connector in EPCs), a single construct will not be able
to capture the time dimension, scope, and impact of a decision. Some
decisions are taken at run-time for a single case while other decisions are
taken at build-time impacting a whole organization and all current and
future cases. This position paper discusses the need for configurable pro-
cess models as a basic building block for reference modeling. The focus
is on the control-flow perspective.

1 Introduction

The main objective of reference models is to streamline the design of partic-
ular models by providing a generic solution [19]. The application of reference
models is motivated by the “Design by Reuse” paradigm. Reference models ac-
celerate the modeling and configuration process by providing a repository of
potentially relevant models. These models are ideally “plug and play” but often
require some customization/configuration to be adjusted to individual require-
ments [7]. A configurable process model provides rules defining how a reference
model can be adapted. Such a generating adaptation must be distinguished from
non-generating adaptations as, e.g., aggregation, specialization or instantiation
[5]. Unfortunately, the languages used for reference modeling [4,8,18] provide lit-
tle or no support for configuration. The goal of this position paper is to discuss
the need for configurable process models.

C. Bussler et al. (Eds.): BPM 2005 Workshops, LNCS 3812, pp. 512–518, 2006.
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One of the most comprehensive models is the SAP reference model [8]. Its
data model includes more than 4000 entity types and the reference process mod-
els cover more than 1000 business processes and inter-organizational business
scenarios [19]. Most of the other dominant ERP vendors have similar or al-
ternative approaches towards reference models. Foundational conceptual work
for the SAP reference model has been conducted by SAP AG and the IDS
Scheer AG in a collaborative research project in the years 1990-1992 [13]. The
outcome of this project was the process modeling language Event-Driven Pro-
cess Chains (EPCs) [13,14], which has been used for the design of the reference
process models in SAP. EPCs also became the core modeling language in the
Architecture of Integrated Information Systems (ARIS) [21,22]. It is now one
of the most popular reference modeling languages and has also been used for
the design of many SAP-independent reference models (e.g., the ARIS-based
reference model for Siebel CRM or industry models for banking, retail, insur-
ance, telecommunication, etc.). Despite its success, the basic EPC model offers
little support for process configuration. It contains (X)OR connectors but it is
unclear whether the corresponding decisions need to be taken at run-time (e.g.,
based on the stock-level), at build-time (e.g., based on the size of the organi-
zation using SAP), or somewhere in-between (e.g., based on the period of the
year or resource availability). Therefore, we developed the so-called Configurable
EPCs (C-EPCs) [19,9], a generic-monolithic approach for constructing re-usable
models [10]. Indeed C-EPCs are extending the configuration opportunities of
build-time operators [23,20,17]. However, they only provide a partial solution as
they are only a representation variation, based on a specific language (EPCs),
allowing the user to select or hide elements [5,6]. In this position paper we would
like to trigger a discussion on requirements for configurable process models in a
broader perspective.

The remainder of the paper is organized as follows. First, we elaborate on the
concept of “choice” which is essential for configurable process models. Second,
we approach the problem from a more theoretical viewpoint, i.e., we depict what
the essence of configuration is. Finally, we briefly discuss Configurable EPCs as
a first step towards such configurable models.

2 Configuration: It Is All About Making Choices

This paper focuses on configurable process models, i.e., we restrict ourselves to
the control-flow perspective [12]. There are many languages to model processes
ranging from formal (e.g., Petri nets and process algebras such as Pi calculus)
to informal (flow charts, activity diagrams, EPCs, etc.). Each of these languages
provides some notion of choice (e.g., two transitions sharing a single input place
in a Petri net or an (X)OR-split connector in an EPC). Typically, it is not
possible to describe the nature of such a choice. At best one can either specify
a Boolean condition based on some data element (data-based decision) or one
can specify events that have to occur for triggering paths (event-based decision)
[16]. The usual interpretation is that a choice is made at run-time, based on such
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a Boolean condition or based on occurring events. In the context of reference
models, this interpretation is too narrow.

The scope of a decision can vary. For example, if a hospital uses a rule like
“If a patient has high blood pressure a day before the planned operation, the
operation will be canceled”, then the scope of each choice (operate or not) is
limited to a single patient. There may also be choices which affect more cases,
e.g., consider the rule “If there is a major disaster in the region, all planned
operations will be canceled.” or also an entire process, e.g., “The admittance
process requires patients to pre-register.”. There may even be choices that affect
all processes in some organizations. The classical process modeling languages,
e.g., the languages used in workflow management systems [2,12], allow only for
one level of choices. Reference models have to allow for a broader spectrum of
choices. Such choices are called configuration choices and are made at build-time.
Configuration choices also affect choices at run-time. For example, at build-time
one can choose not to use specific functionality offered by the system. Then
no choice needs to be made at run-time anymore. But it may also be possible
to use the functionality conditionally (e.g., depending on the workload). In this
case the choice must be made at run-time. One can view configuration as limiting
choices by making choices. Seen from this viewpoint, process modeling languages
need to distinguish between run-time choices and configuration choices (i.e., at
build-time). Note that the borderline between run-time choices and configuration
choices may be a bit fuzzy as the following examples show.

– Based on the volume of the order, the goods are shipped by truck or mail.
– On Saturday, goods are shipped by truck.
– If stock is below 100 items, only preferred customers are serviced.
– The Dutch branches require a deposit, while this is not needed for branches

in other countries.
– The organization chooses not to allow for pre-shipments.

Each of these choices is at another level. However, the processes in e.g. the SAP
reference model show only one type of choice: the (X)OR-split connector. This
triggered us to develop the so-called C-EPCs.

3 Configuration: A Theoretical Perspective

As described above a reference model provides a generic solution that needs to be
configured for a specific situation. A generic-monolithic approach for model re-
use should guide the user to a solution fitting to the individual requirements [10].
Therefore the reference model must be able to provide a complete, integrated
set of all possible process configurations. This means the reference model is
the least common multiple of all process variations, which leads to inheritance
of dynamic behavior [1,3]. A reference model can be seen as a subclass of all
concrete models. A concrete model itself is a superclass of the reference model.
This may create confusion as the term “super” is intuitively connected to the
bigger and at first existing reference model (e.g., in [24] traditional inheritance
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(a) (b) (c)

Fig. 1. Three labeled transition systems: (a) the initial model (e.g., the reference
model), (b) a particular configuration hiding and blocking specific edges/labels, and
(c) the resulting model

was altered to depict the reference model as superclass). However, it corresponds
to the traditional notion of inheritance in which the subclass adds things to
the superclass (e.g., additional methods or attributes). So configuration can be
described as the reverse of inheritance. This allows us to use some of the ideas
described in [1,3], in particular we use the idea of hiding and blocking.

Any process model having formal semantics can be mapped onto a labeled
transition system. The nodes in a labeled transition system represent states, the
directed edges represent transitions, and each transition has a label denoting
some event, action or activity. Traditional choices in the process model, cor-
respond to nodes in the labeled transition system with multiple output arcs.
Consider Figure 1(a) showing a labeled transition system. In the initial state
(the top node, edges go from top to bottom) there is a choice between a and b.
If a is selected, the next step is c and then there is a choice between d and e,
etc. If we consider Figure 1(a) to be a reference model, a configuration of this
model should select the desired parts. This can be done by blocking and hiding
edges or labels. In Figure 1(b) one edge is blocked and three edges are hidden.
Hiding and blocking should be interpreted as in [1,3], i.e., hiding corresponds
to abstraction and blocking corresponds to encapsulation. If an edge is blocked,
it cannot be taken anymore. By hiding an edge the path is still possible but
the associated label is no longer relevant, i.e., it is renamed to a silent step τ .
One can think of the latter as simply skipping the edge. Figure 1(c) shows the
resulting model after blocking and hiding the edges indicated in Figure 1(b).

A configurable process model should allow for the specification of which
edges/labels can be blocked and hidden/skipped. An interesting question is
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whether it should be possible to defer this decision to run-time. In the latter
case, there would be two more options: optional blocking and optional hiding (to
be decided at run-time).

4 Configuration: An Example of a Language

To conclude this position paper we introduce Configurable EPCs (C-EPCs) as an
example for a configurable process modeling language. C-EPCs are an extension
of the classical EPCs [13]. A classical EPC consists of functions (i.e., the activi-
ties), events and connectors. Functions follow events and events follow functions.
Moreover, to model splits and joins in a process connectors may be used. There
are three types of connectors: AND, OR and XOR. AND-splits and AND-joins
may be used to model parallel routing. XOR-splits and XOR-joins may be used
to model the selection of specific routes (e.g., an “if then else” construct). OR-
splits and OR-joins may be used to model a mixture of conditional and parallel
routing. (However, the semantics of the OR-join is still debated [14].)

In a C-EPC both functions and connectors may be configurable. Configurable
functions may be included (ON), skipped (OFF) or conditionally skipped (OPT).
Configurable connectors may be restricted at build-time, e.g., a configurable con-
nector of type OR may be mapped onto an AND connector. Local configuration
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choices like skipping a function may be limited by configuration requirements. For
example, if one configurable connector c of type OR is mapped onto an XOR con-
nector, then another configurable function f needs to be included. This configura-
tion requirement may be denoted by the logical expression; c = OR ⇒ f = ON .
In addition to these requirements it is possible to add guidelines, supporting the
configuration process.

Figure 2 shows a C-EPC describing an invoice verification process. The classi-
cal EPC is extended with configurable functions and connectors (indicated using
thick lines). For example function Invoicing Plan Settlement is configurable, i.e.,
it may be included (ON), skipped (OFF) or conditionally skipped (OPT). The
diagram shows also some configurable connectors. In this position paper we do
not further elaborate on C-EPCs. For more information, we refer to [19,9]. The
important thing to note is that it is possible to extend a language like EPCs with
configurable elements. Moreover, there are two types of choices: (1) configuration
choices made at build-time and (2) “normal” choices made at run-time.

C-EPCs can be seen as a rather naive, but very intuitive, configuration lan-
guage that allows (optionally) blocking and hiding of edges/labels at build-time
for specifying the configuration of the model. Using the theory developed in [1,3]
and basic notions such as simulation, bisimulation, and branching bisimulation
[11,15] on the one hand and practical experiences using C-EPCs on the other
hand, we hope to develop more mature configuration languages.

The aim of this position paper is to trigger a discussion on configurable pro-
cess models. To do this we argued that configuration is strongly related to the
timing and scope of choices. We also showed an example of a language (C-EPCs).
However, to allow for a more language-independent discussion we also tried to
capture the essence of configuration in terms of (optional) hiding and blocking
of edges or labels.

References

1. W.M.P. van der Aalst and T. Basten. Inheritance of Workflows: An Approach
to Tackling Problems Related to Change. Theoretical Computer Science, 270(1-
2):125–203, 2002.

2. W.M.P. van der Aalst and K.M. van Hee. Workflow Management: Models, Methods,
and Systems. MIT press, Cambridge, MA, 2002.

3. T. Basten and W.M.P. van der Aalst. Inheritance of Behavior. Journal of Logic
and Algebraic Programming, 47(2):47–145, 2001.

4. J. Becker, M. Kugeler, and M. Rosemann, editors. Process Management: A Guide
for the Design of Business Processes. Springer-Verlag, Berlin, 2003.

5. J. Becker, P. Delfmann, R. Knackstedt. Konstruktion von Referenzmodel-
lierungssprachen: Ein Ordnungsrahmen zur Spezifikation von Adaptionsmecha-
nismen für Informationsmodelle. In WIRTSCHAFTSINFORMATIK, 46(2004)4,
pages 251–264.

6. J. Becker, P. Delfmann, A. Dreiling, R. Knackstedt, D. Kuropka. Configurative
Process Modeling – Outlining an Approach to increased Business Process Model
Usability. In Proceedings of the 15th Information Resources Management Associa-
tion International Conference. New Orleans, 2004.



518 W.M.P. van der Aalst et al.

7. P. Bernus. Generalised Enterprise Reference Architecture and Methodology, Ver-
sion 1.6.3. IFIPIFAC Task Force on Architectures for Enterprise Integration, 1999.

8. T. Curran and G. Keller. SAP R/3 Business Blueprint: Understanding the Business
Process Reference Model. Upper Saddle River, 1997.

9. A. Dreiling, M. Rosemann, W.M.P. van der Aalst, W. Sadiq, and S. Khan. Model-
driven process configuration of enterprise systems. In O.K. Ferstl, E.J. Sinz, S. Eck-
ert, and T. Isselhorst, editors, Wirtschaftsinformatik 2005. eEconomy, eGovern-
ment, eSociety, pages 687–706, Physica-Verlag, Heidelberg, 2005.

10. P. Fettke and P. Loos. Methoden zur Wiederverwendung von Referenzmodellen
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