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Abstract. In this paper, we propose a novel multi-document summarization 
strategy based on Basic Element (BE) vector clustering. In this strategy, 
sentences are represented by BE vectors instead of word or term vectors before 
clustering. BE is a head-modifier-relation triple representation of sentence 
content, and it is more precise to use BE as semantic unit than to use word. The 
BE-vector clustering is realized by adopting the k-means clustering method, and 
a novel clustering analysis method is employed to automatically detect the 
number of clusters, K. The experimental results indicate a superiority of the 
proposed strategy over the traditional summarization strategy based on word 
vector clustering. The summaries generated by the proposed strategy achieve a 
ROUGE-1 score of 0.37291 that is better than those generated by traditional 
strategy (at 0.36936) on DUC04 task-2. 

1   Introduction 

With the rapid growth of online information, it becomes more and more important to 
find and describe textual information effectively. Typical information retrieval (IR) 
systems have two steps: the first is to find documents based on the user’s query, and 
the second is to rank relevant documents and present them to users based on their 
relevance to the query. Then the users have to read all of these documents. The 
problem is that these docs are much relevant and reading them all is time-consuming 
and unnecessary. Multi-document summarization aims at extracting major 
information from multiple documents and has become a hot topic in NLP. Multi-
document summarization can be classified into three categories according to the way 
that summaries are created: sentence extraction, sentence compression and 
information fusion. 

The sentence extraction strategy ranks and extracts representative sentences from 
the multiple documents. Radev [1] described an extractive multi-document 
summarizer which extracts a summary from multiple documents based on the 
document cluster centroids. To enhance the coherence of summaries, Hardy Hilda [2] 
and Mitra [3] extracted paragraphs instead of individual sentences. 
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Knight and Marcu [4] introduced two algorithms for sentence compression based 
on the noisy-channel model and the decision-tree approach. The input to each 
algorithm is the parse tree of a long sentence, and the output is expected to be a 
reduced sentence keeping the major semantic information. However, it is hard to 
control the compression ratio using this strategy. 

Barzilay [5] described an algorithm for information fusion, which tries to combine 
similar sentences across documents to create new sentences based on language 
generation technologies. Although this strategy can simulate, to some degree, the 
human’s action in summarization process, it heavily relies on some external 
resources, e.g. dependency parsers, interpretation or generation rules, etc, which 
inevitably limit its portability. 

In the sentence extraction strategy, clustering is frequently used to eliminate the 
redundant information resulted from the multiplicity of the original documents [6]. 
There are two levels of clustering granularity: sentence and paragraph. Generally, 
word is employed as the minimal element of a document [1]. However, word may be 
not precise enough for clustering. So the researchers have turned to terms as the 
semantic unit [7]. The trouble is that most term extraction methods are based on 
statistical strategy, thus, a term is not a real syntactic or semantic unit. 

In this paper, we apply Basic Elements (BE) [8] as the minimal semantic unit. BE is 
a head-modifier-relation triple representation of document contents developed for 
summarization evaluation system at ISI, and is intended to represent the high-
informative unigrams, bigrams, and longer units of a text, which can be built up 
compositionally. BEs can be generated automatically without the support of large 
corpus that terms based on. 

This multi-document summarization approach (MSBEC for abbreviation) consists 
of four main stages: 1) Preprocessing: break down sentences into BEs and calculate 
the score of each BE and each sentence. 2) BE clustering: represent each sentence 
with a BE-vector and apply the k-means clustering method on these BE-vectors. 3) 
Sentence selection: from each cluster, select a sentence with highest score as the 
representation of this cluster. 4) Summary generation: output the selected sentences to 
form the final summary according to their positions in the original documents. 

We also propose a novel clustering analysis method, which is based on evaluating 
the cohesion of within-clusters and the scatter of between-clusters, to automatically 
determine K, the number clusters. 

The rest of this paper is organized as follows. In the next section, we give a short 
overview of Basic Elements. Section 3 describes the strategy of multi-document 
summarization based on BE-vector clustering. Section 4 shows the performance 
comparison of BE-vector clustering and word-vector clustering. Finally, we conclude 
this paper and discuss future directions in Section 5. 

2   Basic Element 

Basic Element [8] is a relation between a head-BE and a single dependent, expressed 
as a triple (head | modifier | relation), where “head” denotes the head of a major 
syntactic constituent (noun, verb, adjective or adverbial phrases). 

Figure 1 presents BE examples for “The United Nations imposed sanctions on 
Libya in 1992 because of their refusal to surrender the suspects”. BEs can be 
extracted automatically in several ways. Most of them use a syntactic parser to 
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produce a parse tree and then apply a set of ‘cutting rules’ to extract valid BEs from 
the tree. In this paper, we use the BE package 1.0 [8] distributed by ISI. 

With the triple BE, one can quite easily decide whether any two units match 
(express the same meaning), and word in BEs is more meaningful. For instance, 
“United Nations”, “UN”, and “UNO” can be matched at this level (but require work 
to isolate within a longer unit or a sentence), allowing any larger unit encompassing 
this to accept any of the three variants. Moreover, the pronoun “their” in the example 
sentence designates “United Nations” clearly. 

3   Multi-document Summarization Based on Basic Elements 

In this section, we will introduce the Basic Element-based summarization strategy in 
details. 

3.1   Preprocessing 

The preprocessing stage consists of 3 sub-steps.  

3.1.1   BE Generation 
To break down sentences in a document set into BEs, we employ the BE breaker 
module in the BE Package distributed by USC/ISI. This module first uses the Minipar 
[9] parser to create the syntactic tree and then prune it. Once relations between its 
nodes are resolved, it can result in a list of BEs illustrated in figure 1. 

3.1.2   BE Score Calculation 
To distinguish which BE is indeed important and uniquely indicative in the document 
set, we calculate for each BE its informativeness. Every BE has three parts:  head-BE, 
modifier and the relation between head and its modifier, where the head-BE is more  
 

Fig. 1. Example of BEs in a sentence: “The United Nations imposed sanctions on Libya in 
1992 because of their refusal to surrender the suspects.” 

head modifier relation 
imposed united nations subj  (BE-F) 
imposed sanctions obj  (BE-F) 
sanctions libya  on  (BE-F) 
libya 1992  in  (BE-F) 
refusal their  gen  (BE-F) 
libya refusal  because of (BE-F) 
refusal surrende  comp1  (BE-F) 
surrender united nations subj  (BE-F) 
surrender suspects  obj  (BE-F) 



 Multi-document Summarization Based on BE-Vector Clustering 473 

representative for the meaning of a BE than the other parts. So the calculation of BE 
score is replaced by the calculation of head-BE score. We adopt the typical word 
weight calculating method TF*IDF [10] to calculate BE score. Let D be the source 
document set for summarization, dk denotes the kth document in D, sjk be the jth 
sentence in document dk, BEijk be the ith BE in sentence sjk, Hijk be the head-BE of 
BEijk. The score of BEijk is defined as follows: 

BE
S (BE )= -log(1+TF( ))*log(IDF( ))

ijk ijk ijk
H H′  . (1) 

Where  TF(Hijk) denotes the number of occurrence of Hijk in document dk, 
#documnets-contain-

IDF( ) log
#documents

ijk
ijk

H
H =  is also known as “Inverted Document 

Frequency” which is computed over the documents in a large corpus (we use BNC 
corpus in this work). 

Finally, the score is normalized among the documents: 

BE BE BES (BE )=S (BE ) / max (S (BE ))ijk ijk ijki j
′ ′ ��� �  . (2) 

3.1.3   Sentence Score Calculation 
The score of a sentence is the summation of two weighted scores: the average score of its 
BEs and the score of the sentence position. Because the sentence occurs in the beginning 
of the document is more important, sentence position feature should be taken into 
account when calculating the sentence score. Suppose sentence sjk contains ljk BEs, 
document dk contains nk sentences. The score of sentence sjk is calculated by formula (3): 

S BE
1

1
S ( )= S (BE ) (1 )

jkl
k

jk ijk
ijk k

n j
s

l n

α α
=

− +
+ −∑  . (3) 

Where α is the weight of BE score, (1 )α−  is the weight of position score. We let 
α =0.8 in this work.  

3.2   BE Clustering 

To process sentences in different documents as a whole, we create a sentence list SL 
that contains all of sentences in the document set D.  

3.2.1   Sentence Representation 
Vector space model (VSM) [11] handle massive real documents by adopting the 
existing mathematical instruments. In this paper, the BEs extracted from all the 
documents are used to represent the feature vector in VSM. In order to reduce the 
influence from BEs of little importance, those BEs with score less than half of average 
BEs score are removed. According to this, we set up the sentence VSM, where each 
sentence si in SL is represented as the weights of BEs, VSi. VSi= (WBi1,WBi2,…,WBiN), 
i=1,2,…M. where 

k

k
d D

M n
∈

= ∑  is the number of sentences in  SL, N is the total number 

of remained BEs in document set D, WBij denotes the weight of the jth BE in the ith 
sentence. In this paper, we adopt TF*IDF to calculate WBij :  
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WB = -log(1+TF(BE ))*log( ))j
ij ij

M

M
′  . (4) 

Where TF(BEij) denotes the number of occurrence of the jth BE in the ith sentence, 
Mj/M denotes the inverted sentence frequency of BE ij, and Mj denotes the number of 
sentence in which BEij occurs.  

Finally, WBij is normalized as follows: 

WB =WB / max (WB )
i j

ij ij i j
′ ′

� �
� �  . (5) 

3.2.2   K-Means Clustering 
The k-means clustering method [12] is a fine choice in many circumstances due to its 
effectiveness with the complexity of O(nkt), where n is the number of sample points, 
k is the number of clusters and t is the number of iteration. We regard each sentence 
as a sample point in the N-dimensional sample space, and the sample space contains 
M sample points, where N is the number of all BEs in the document set D and M is 
the number of sentences. 

To use the k-means method, the distance between two sentences must be defined. 
The calculation of sentence distance can be achieved by calculating the BE-vector 
distance. Generally, the cosine method is employed to calculate the similarity between 
two BE-vectors. 

1

2 2

1 1

SIM(VS ,VS ) cos(VS ,VS )

WB WB
                     

WB WB

i j i j

N

it jtt

N N

it jtt t

=

= =

=

= ∑
∑ ∑

i  . (6) 

Correspondingly, the distance between two BE-vectors can be calculated by the 
following formula: 

DIS(VS ,VS ) 1 SIM(VS , VS )i j i j= −  . (7) 

Figure 2 presents the formal description of the BE-vector clustering process based 
on the k-means method. 

 
 

  

Fig. 2. BE-vector clustering process using k-mean method 

Input: the BE-vectors and the cluster number K (2 to M-1). 
Output: K clusters 
1) randomly select K BE-vectors as the initial centres of the clusters; 
2) repeat: 

− assign each BE-vector to the nearest cluster according to its distance to the 
cluster centres; 

− recalculate the new centre for each cluster; 
3) until the change of centres is very little.  



 Multi-document Summarization Based on BE-Vector Clustering 475 

3.2.3   Automatic Determination of K 
A classical problem with the k-means clustering method and many other clustering 
methods is the determination of K, the number of clusters. In the traditional k-means 
method, K must be decided by the user in advance. In many cases, it’s impractical. As 
for BE clustering, user can’t predict the latent cluster number, so it’s impossible to 
offer K correctly. 

In this paper, two kinds of methods are proposed to detect K automatically. 
The first method is simple and inspired by the limited summary length fixed by the 

user. On the one hand, summary length is usually fixed by user, so the number of 
extracted sentences is approximatively fixed at the same time. On the other hand, to 
generate an anti-redundant summary, summarizer usually extracts only one sentence 
from each cluster. So, the number of sentences in fixed-length-summary is an 
acceptable value for the number of clusters. The most probable number of sentences 
in a fixed-length-summary is the length of summary divided by the average length of 
sentences in document set. Thus, we determine the approximate number of clusters 
as: 

K ′ =LSM/avg(LS)  . 
(8) 

Where LSM denotes the summary length fixed by the user, avg(LS) denotes the 
average length of sentences in the document set D. 

The basic idea of the second strategy is that if the cluster number K is correct, the 
within-cluster-similarity of vectors should be higher whereas the between-cluster-
similarity of vectors should be lower. 

We define the cohesion of a cluster and scatter between two clusters as formula (9) 
and (10) respectively. 

VS ,VS
VS VS

2
CHN( )= SIM(VS , VS )

( 1)
p q i

p q

i p q
ci i

c
c c ∈

≠
− ∑  . (9) 

VS VS

1
SCT( )= DIS(VS ,VS )

q i p j

i j p q
c ci j

c ,c
c c ∈ ∈

∑ ∑  . (10) 

Where ci is the ith cluster generated by the k-means clustering method. ic  is the 

number of elements (members) in cluster ci. 
The evaluation function of the clustering result is defined as follows: 

,

1 2
F( )= CHN( ) DSP( , )

( )
i i j

i j

i i j
c C c c C

c c

C c c c
K K K -1∈ ∈

≠

+∑ ∑  . (11) 

Where C is the cluster set of clusters, which is the result of the k-means method. 
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The number of clusters is determined by maximizing the evaluation function F(C): 

*

{2,..., 1}
= argmax F( )

K M
K C

∈ −
 . (12) 

3.3   Sentence Selection 

The easiest way to select sentences from the sentence list is to output the topmost 
sentence from each cluster until the required summary length limitation is reached. 
However, this simple approach does not consider the relation between length of 
summary and number of clusters. Suppose we get K clusters after the k-means 
algorithm presented above, the total length of K topmost sentences from each cluster 
may be longer or shorter than the required summary length limitation. In this paper, 
we re-sort the sentence list in descendant order according to the sentence score at first, 
and then select sentences from the clusters repeatedly according to the sentence order 
in sentence list. Figure 3 presents the detail process of this method. 

  
 

Fig. 3. The sentence selection method 

3.4   Summary Generation 

Finally, the selected sentences are output according to their positions in the original 
document to form the final summary. To improve the consistency of the final 
summary, the original document set should be sorted by the temporal order. 

Input: sentence list (attributes of element: sentence no., sentence score, 
sentence length and cluster no. this sentence is assigned to), the required 
summary length LSM. 

Output: a set of the selected sentences. 
( Let M be the number of elements in sentence list, si be the ith element in 

sentence list, SN(si) be the sentence no. of si, CN(si) be the cluster no. that si is 
assigned to, ci be the ith cluster in cluster set C, HBS(ci) be the number of 
sentences have been selected from cluster ci, LEN(si) be the length of si, LSM be 
the required summary length, SLC be the set of selected sentences.) 
1) Resort the sentence list SL in descendant order according to the sentence 

score. 
2) For i from 1 to M 
3) If si satisfies the following two conditions 

a. CN( )HBS( ) min (HBS( ))
i

k
s k

c C
c c

∈
≤ ; 

b. SM
SLC

 LEN( )+ LEN( )
j

i j
s

s s L
∈

≤∑ ; 

then 
add si in SLC; 
recalculate CN( )HBS( )

is
c  

4) output SLC 
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4    Experimentation 

4.1   Experimental Setting 

The data used in this work is the document set for task 1&2 in DUC04 [13]. There are 
50 sets of English TDT documents. Each set contains 10 documents. Task 2 of 
DUC04 requires participants produce a short summary no more than 665 bytes for 
each document cluster. Four human model summaries are provided for each cluster 
for evaluation. 

ROUGE [14] stands for recall-oriented understudy for gisting evaluation. It 
includes measures to automatically determine the quality of a summary by comparing 
it with ideal summaries created by humans. The measures count the number of 
overlapping units such as n-gram, word sequences, and word pairs between the 
computer-generated summary to be evaluated and the ideal summaries created by 
humans. DUC04 use ROUGE-1,2,3,4, ROUGE-L, and ROUGE-W to measure 
summaries generated by participants. We follow the same requirement of DUC04 task 
2. All ROUGE evaluation configurations also follow the configurations used in 
DUC04 by using the same command and options: stop words included, porter 
stemmed  and use only the first 665 bytes.  

4.2    Evaluation 

Figure 4 illustrates the results of two methods for K detection on 50 document sets. 
'K and *K are the numbers of clusters detected using formula (8) and (12) 

respectively. We can shrink the search space of formula (12) from [2,M-1] to [2, 
2 'K ] on two reasons: one is that the *K  detected by formula (12) has not much great 
discrepancy compared with 'K , the other is that the required summary length limits 
the number of clusters. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Results of K detection method ( 'K  using formula (8); *K  using formula (12)) 
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Table 1 lists the ROUGE scores of summaries using MSBEC and summaries using 
the word-vector clustering strategy (MSWC for abbreviation). To compare our 
strategy with DUC04 participants, this work re-evaluated all summaries generated by 
participants using ROUGE1.5.5 package (note that the results are of neglectable 
difference between ROUGE1.5.5 package and ROUGE package in DUC04). Table 1 
lists the average scores of human summaries and the scores of best peers generated by 
participants as well (unfortunately, there is no paper submission for the best system in 
DUC 04). Evaluation results show that the BE-vector clustering strategy (MSBEC) is 
superior to the word-vector clustering strategy (MSWC) for multi-document 
summarization. The comparison between MSBEC and the best system on DUC04 
demonstrates that our strategy is effective. 

Table 1. Rouge score comparison 

N-gram 
(F-measure)  

Average 
Human 
Peers 

Best 
System 

MSBEC MSWC MSBEC 
VS. 
MSWC 

MSBEC 
VS. Best 
system 

Rouge 1 0.40441 0.37917 0.37291 0.36936 +0.96% -1.65% 
Rouge 2 0.09665 0.09152 0.08951 0.08570 +4.44% -2.20% 
Rouge 3 0.03021 0.03332 0.03214 0.03017 +6.53% -3.54% 
Rouge 4 0.01094 0.01533 0.01433 0.01353 +5.86% -6.56% 
Rouge L 0.36193 0.32757 0.32371 0.32194 +0.548% -1.18% 
Rouge w1.2 0.15897 0.14691 0.14499 0.14408 +0.63% -1.31% 

5   Conclusions 

In this paper, we have proposed a new multi-document summarization strategy based 
on BE-vector clustering. Because BEs can represent high-informative unigrams, 
bigrams, and longer units of a text, the performance of multi-document summarizer 
can be improved by using BE as the minimal semantic unit. Experiments on DUC04 
data set proved the efficiency of our strategy. Moreover, we adopted a novel 
clustering analysis method to automatically detect the number of clusters in the k-
means clustering method. For the future work, we will explore more features and 
apply the BE-vector clustering strategy in query-based multi-document 
summarization system. 
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