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Abstract. This paper describes a new method to track people walking
by matching their gait image sequences in the frequency domain. When
a person walks at a distance from a camera, that person often appears
and disappears due to being occluded by other people and/or objects, or
by going out of the field of view. Therefore, it is important to track the
person by taking correspondence of the image sequences between before
and after the disappearance. In the case of tracking, the computational
time is more crucial factor than that in the case of identification. We cre-
ate a three-dimensional volume by piling up an image sequence of human
walking. After using Fourier analysis to extract the frequency character-
istics of the volume, our method computes the similarity of two volumes.
We propose a method to compute their correlation of the amplitude of
the principal frequencies to improve the cost of comparison. Finally, we
experimentally test our method and validate that the amplitude of prin-
cipal frequencies and spatial information are important to discriminate
gait image sequences.

1 Introduction

When a surveillance system using cameras tracks people who walk at a distance
from the cameras, the subjects are often occluded by other people and/or objects.
Therefore, it is necessary to make correspondences of tracked people between
before and after their occlusion. For example, if a multiple-camera system tracks
people as shown in Figure 1, making correspondences of objects is necessary
between before and after the occluded area. Since the images of people at a
distance from a camera are small, it is difficult to recognize them by their facial
appearance. Though color and shape are considered cues for matching, this paper
focuses on the gaits of people, which are also important features. When walking,
people move their torso, arms, and legs in a unique way. Hence the rhythm of
a gait is different among individuals. Since gait can be observed at a distance,
gait matching has advantages for a tracking system.

The issue of matching gait image sequence for tracking is similar to the iden-
tification problem of gait image sequence. However, the differences from identi-
fication are as follows:
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Fig. 1. Making correspondences of pedes-
trians with a multiple-camera system
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Fig. 2. A gait volume is created by piling
up the image sequences of walking

– The features should be extracted only from an image sequence.
– The computational time is very important.

In the case of tracking problem, the features of walking should be extracted only
from an image sequence while multiple image sequences can be used from a gait
database in the case of identification. Moreover, the computational time is more
crucial factor than that in the case of identification.

Several approaches have been proposed for identification of a person from
their gait. They can mostly be classified into two classes, model- or appearance-
based approaches. Model-based approaches extract the motion of the human
body by fitting their models to input images. Yam et al. [1] and Cunado et al. [2]
extracted leg motions and found their gait signature by Fourier analysis. Urtasun
and Fua [3] used a 3D temporal motion model to increase the robustness for a
changing view direction. Bobick and Johnson [4] extracted activity-specific static
body parameters instead of directly analyzing gait motion. Lee and Grimson [5]
analysed the frequency fo 7 parts which are extracted from the silhouette of
human walking motion.

Appearance-based approaches directly extract parameters from images with-
out assuming a model of a human body and its motion. Niyogi and Adelson [6]
used 3D spatio-temporal (XYT) data by piling up images and extracted gait
motion by fitting a ’snake’. Murase and Sakai [7] proposed a template matching
method in the parametric eigenspace that is projected from images. Little and
Boyd [8] recognized individuals by frequencies and phases computed by extract-
ing optical flows. Liu and Picard [9] used a spatio-temporal volume and detected
the periodicity in a motion by 1D Fourier analysis for each pixel of the image.
BenAbdelkader et al. [10] used self-similarity plots, in which each pixel had corre-
lations with the frames of an image sequence. Liu et al. [11] used a frieze pattern
to represent gait motion; a pattern created by summing up the white pixels of
a binarized image of a gait along the rows and columns of an image. Sarker et
al. [12] proposed a baseline algorithm of gait recognition, which computes the
similarity of gait sequences by spatial-temporal correlation. Han and Bhanu [13]
proposed a representation of gait image sequence, called a gait energy image,
which is computed by taking average of a silhouette image sequence.
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The previous model-based approaches to determine the frequency of a gait
only considered the frequency of some parts of the body by extracting them
from image sequence. However, we think that individuality is represented by
a mixture of frequencies of whole body. Therefore, we attempted to extract
the distribution of the various frequencies included in the motion of every part
of a walking body. Our proposed approach creates 3D spatio-temporal volume
from an image sequence, which is similar to Niyogi’s [6] and Liu’s [9] meth-
ods. Spatio-temporal volume data, here called gait volume, contain informa-
tion not only of spatial individuality such as features of the torso and face,
but also the movement of the body with its unique rhythm. By extracting the
frequency characteristics of the volume by computing 1-D Fourier transform
along a time axis, our method computes the similarity of two volumes. Though
we analyze it by 3D Fourier transform in our previous paper [14], the spatial
information is omitted. Thus, a new method utilizes the spatial information
for matching. We propose a method to compute their correlation of the am-
plitude. Since it is not necessary for this method to align frames for matching
two sequences, this method has advantage with respect to the computational
cost.

In the following sections, we describe details of our method. In Section 2, we
explain how a gait volume is created. In Section 3, we describe a method to
extract frequency information by 1-D Fourier transform. Next, in Section 4, our
method of matching frequency information is described. We experimentally test
the proposed method in Section 5 and summarize our contribution in Section 6.

2 Creating a Spatio-temporal Volume

A gait volume is created by piling up image sequences of a person walking as
shown in Figure 2. The process consists of two steps: background subtraction
and image alignment. The human region is extracted by subtracting background
from input images [15]. Moving regions are extracted as the human region by
subtracting the stationary background images from input ones by pixels. After
extracting the human region, the principle axis of the body is calculated as a
horizontal position in the human region in an image if it is assumed that a person
walks in a fronto-parallel plane. A sequence of the extracted human region is then
temporally aligned by shifting the extracted human region. Without specifying
each of the parts of the body, we can create a gait volume that contains the
continuous changes of appearance while walking. These changes exactly reflect
the gait rhythm.

A gait volume includes both spatial and temporal information. Sliced planes
of the volume data express changes of textures in the subject’s walking, and
also represent the rhythm in a person’s gait. Figure 3 shows examples of vertical
and horizontal slices of a gait volume. From the slices, it is possible to acquire
information about how a person moves his/her body while walking. Figure 3(a)
is a vertical slice at the central column. There are vertical waves around the
shoulder, arms and waist. Figure 3(b) is a horizontal slice at the row of the knee
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Fig. 3. (a) Vertical and (b) horizontal slices of a gait volume

level. There are horizontal waves of legs and the difference in the motions of the
right and left legs can be observed.

3 Frequency Analysis of Gait Volume

In this section, we extract the frequency characteristics of a gait volume by
Fourier transform. Our method consists of three steps:

1. Compute Fourier transform G(x, y, k) of a gait volume g(x, y, n) along the
time axis.

2. Extract the principal frequencies of a gait volume.
3. Remove spectra from G(x, y, k) other than the principal frequencies.

First, we compute 1-D discrete Fourier transform for each pixel of images
along the frame axis:

G(x, y, k) =
N−1∑

n=0

g(x, y, n) exp(−2πikn

N
), (1)

where g(x, y, n) is the intensity of a pixel (x, y) at n-th frame and N is the
number of frames. Figure 4 shows an example of the change of the intensity of
a pixel in a gait volume. After Fourier transform, the amplitude of the pixel
becomes as shown in Figure 5. The frequency f corresponding to k is computed
as f = k

N∆t , where ∆t is the sampling interval of images.
Second, since the amplitudes of the most of frequencies are small while the

dimension of G(x, y, k) is very high, we extract the principal frequencies of a
gait, which have large amplitudes, to reduce the data size and improve the
computational cost. We compute the sum of the amplitude of G(x, y, k) for each
frequency:

Ĝ(k) =
∑

x,y

|G(x, y, k)|. (2)

Since G(x, y, k) is a complex value, |G(x, y, k)| =
√

a2 + b2, where G(x, y, k) =
a+bi. Then, we find the principal frequency of G(x, y, k) as the frequency k that
satisfies Ĝ(k − 1) < Ĝ(k) and Ĝ(k + 1) < Ĝ(k). Since the higher frequencies is
not important, we choose some lower frequencies from them. The DC component
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Fig. 4. Change of the intensity of a pixel
in a gait volume
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Fig. 5. Amplitude of a pixel after Fourier
transform

is ignored for this computation because it does not represent a repetitive motion
of walking. Figure 6 shows an example of Ĝ(k). There are some peaks and we
extract their frequencies as the principal frequencies.

In the third step, we remove spectra included in G(x, y, k) other than the
principal frequencies and obtain a new volume G′(x, y, k). We preserve the sev-
eral lowest principal frequencies and remove all other frequencies. Figure 7 shows
the amplitude of G′(x, y, k) after removing spectra other than the principal fre-
quencies from Figure 5.

Figure 8 shows the reconstructed results of the following inverse Fourier trans-
form:

g′(x, y, n) =
1
N

N−1∑

k=0

G′(x, y, k) exp(
2πikn

N
). (3)

Figure 8(a) is an original image in a gait volume and Figure 8(b) is the recon-
structed image from G′(x, y, k). Figure 8(c) shows the amplitudes of three prin-
cipal frequencies of G′(x, y, k). Figure 8(d) is the horizontal slice of g′(x, y, n),
which corresponds to Figure 3(b).
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Fig. 6. Sum of the amplitude of G(x, y, k)
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Fig. 8. (a) Original image, (b) reconstructed image by inverse Fourier transform, (c)
Amplitudes of three principal frequencies, and (d) the horizontal slice of the recon-
structed gait volume which corresponds to Figure 3(b)

4 Matching Gait Volumes

To compare two different gait volumes, we propose a method for computing their
correlation. We use the correlation of the amplitude after Fourier transform. In
this section, we assume that the images of walking people are aligned along the
horizontal and vertical axis of gait volumes.

Now, G1(x, y, k) and G2(x, y, k) are the volumes after Fourier transform. If
G1 is a reference volume, we remove spectra other than the principal frequencies
of G1 from both G1 and G2, and obtain G′

1(x, y, k) and G′
2(x, y, k). Namely, G′

1
and G′

2 only have the principal frequencies of G1. We compare the amplitude of
G′

1 and G′
2 by the following criterion:

C(|G′
1|, |G′

2|) =

∑
x,y,k |G′

1(x, y, k)||G′
2(x, y, k)|

√
(
∑

x,y,k |G′
1(x, y, k)|2)(

∑
x,y,k |G′

2(x, y, k))|2
. (4)

This is the normalized correlation without shifting by mean value. Thus, if two
volumes are same, the result is 1, and it goes down to -1 if they have negative
correlation.

Removing spectra other than the principal frequencies is equal to reducing the
dimension of the component in gait volumes. Therefore, the cost of computing
(4) is much smaller than that of computing the correlation of the original volumes
by C(|G1|, |G2|).

5 Experiments

We first tested our method with image sequences in which people walk in a
fronto-parallel plane to the camera. We used 50 sequences of 9 persons, i.e.,
4-7 sequences for each person. Each sequence consists of 200 frames, captured
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Fig. 10. Comparison of five methods: the
means of comparing the same subjects are
indicated by ◦, while those of comparing
different subjects are indicated by *. Ver-
tical lines show ±σ, which is the standard
deviation.

at 33Hz, and include 10-12 walking steps. The size of the images is 40 × 20.
Figure 9 shows images of the subjects after background subtraction.

We compute the correlation of all pairs of sequences. To evaluate the efficiency
of our method, we compared the following five methods:

– Amplitude: the correlation of |G′(x, y, k)| proposed in Section 4.
– No DC: the correlation of |G(x, y, k)| by (4) simply after removing the DC

component.
– Temp.: normalized correlation in the spatio-temporal domain of g(x, y, n).
– Temp.(Princ.): normalized correlation in the spatio-temporal domain of

g′(x, y, n), which is obtained by inverse Fourier transform of G′(x, y, k).
– SSP: normalized correlation of the self-similarity plots proposed in [10].

In this experiment, we used the three lowest principal frequencies for matching.
Thus, the data size is reduced to 3% of the original gait volume. Since a self-
similarity plot is a matrix of the correlation of two images in a image sequence,
the spatial information is lost in this representation. In the SSP method, we
compute the normalized correlation of the self-similarity plots generated from
gait sequences. Though the method of comparing the self-similarity plots is dif-
ferent from the one proposed in [10], we compare the effectiveness as a cue for
identification by normalized correlation. In the Temp., Temp.(Princ.) and SSP
methods, we search for the best match by an exhaustive brute-force search with
circular shift in the spatio-temporal domain.

We apply the five above methods to all pairs of gait sequences. Figure 10
shows the mean and standard deviations of the correlations of each method
when they are compared to the sequences of the same and different subjects.
The means of comparing the same subjects are indicated by ◦ while those of
comparing different subjects are indicated by *. The vertical lines shows ±σ,
which is the standard deviation.
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If the difference between ◦ and * is large, the method is effective to distin-
guish the gaits of different persons. In the Amplitude method, the difference is
sufficiently large compared to their standard deviations. Therefore, the method
can be seen as effective for comparing gait image sequences. Since the difference
of the SSP method is small while the standard deviation is large, the robustness
for matching is worse than others. Therefore, the spatial information in an image
is important even if the frequency information is used for matching.

Figure 11 shows the rate of positive samples after thresholding by correlation
values for the Amplitude method. The true positive is the result of matching
the same subjects, and the false positive is that of matching different subjects.
When the rate of true positive is 0.95, that of false positive is less than 0.01. Thus,
the Amplitude method can discriminate subjects by thresholding the correlation
values.

We evaluate the rates of positive samples for five methods, and create the
receiver operating characteristic (ROC) curves as shown in Figure 12. It depicts
the relationship of true and false positive rates. The No DC method has no error
in this experiment. Therefore, it is shown that the frequency information is a
powerful feature for matching. Though the data size for the Amplitude method
is quite smaller than the No DC method, it has few errors. Hence, it is effective
to use the principal frequencies for matching gait volumes. As for the Temp.
and Temp.(Princ.) method, the result is worse than the No DC and Amplitude
method. It shows that the template matching in the temporal domain is not
suitable for matching gait volumes.

Table 1 shows the computational time for comparing a pair of gait sequences
by these five methods. We used a PC with Pentium4 3.2GHz processor and coded
the algorithms by MATLAB. The time of the Amplitude method is 16% of the

Table 1. Times for comparing a pair of gait sequences in seconds

Amplitude No DC Temp. Temp.(Princ.) SSP
0.015 0.093 4.0 4.0 2.5
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Fig. 13. Comparison of Amplitude, No DC and Baseline methods for USF database:
(a) the identification rate at rank 5, (b) the verification rate at a false alarm rate
of 10%. The differences between gallery and probe sequence: (A) view, (B) shoe, (C)
shoe, view, (D) surface, (E) surface, shoe, (F) surface, view, (G) surface, shoe, view, (H)
briefcase, (I) shoe, briefcase, (J) view, briefcase, (K) time, shoe, clothing, (L) surface,
time, shoe, clothing.

No DC method. Thus, the computational cost is reduced by removing the minor
component in G(x, y, k). Since the temporal alignment is necessary for the other
methods, their computational cost is higher than that of the Amplitude method.

Second, we tested our method by using a database of gait image sequence
from University of South Florida; for details of the database, refer to [12]. The
database consists of gallery (watch-list) and probe (input data) image sequences,
which are compared in the experiment. We used the silhouettes which are already
extracted by their algorithm in this experiment. The number of gallery sequences
is 121. The size of images we use is normalized to 88 × 128 pixels, and the number
of frames for matching is 128. We compared three methods, Amplitude, No DC
and Baseline [12]. Figure 13 shows identification and verification rates for each
probe. The difference between Amplitude and No DC methods is small while the
cost of Amplitude method is much smaller than No DC method. Moreover, the
costs of these methods are much smaller than Baseline method because aligning
frames is necessary for Baseline method. Though the performance of Amplitude
and No DC methods becomes worse than Baseline method for (B)-(G) probes,
which have difference about surface, it is considered to be due to background
subtraction. On the other hand, our method has advantage for (H)-(J) probes,
which have difference about one’s belongings. It is considered that the frequency
information is not affected by carrying briefcase.

6 Summary

We proposed a new method to compare gait image sequences. The characteristics
of the gait are extracted from a gait volume using Fourier transform. We use the
principal frequencies in the frequency domain for matching gait volumes. Thus,
the data size and computational cost become quite smaller than the original
gait volume. It works better than matching in the temporal domain, and the
computational cost is small because the temporal alignment is not necessary.
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This advantage is suitable for tracking problem. Moreover, it is shown that
the spatial information is also important to discriminate gait image sequences.
For future work, we analyze the effect of other factors, for example, a viewing
direction and clothes.
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