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Abstract. This paper describes a 3D face recognition method using facial shape 
indexes. Given an unknown range image, we extract invariant facial features 
based on the facial geometry. We estimate the 3D head pose using the proposed 
error compensated SVD method. For face recognition method, we define and 
extract facial shape indexes based on facial curvature characteristics and per-
form dynamic programming. Experimental results show that the proposed 
method is capable of determining the angle of faces accurately over a wide 
range of poses. In addition, 96.8% face recognition rate has been achieved 
based on the proposed method with 300 individuals with seven different poses. 

1   Introduction 

Over the past few decades, face recognition technologies have made great progress 
with 2D images, which have played an important role in many applications such as 
identification, crowd surveillance and access control [1-2]. Although most of the face 
recognition researches have shown reasonable performance, there are still many un-
solved problems in applications with variable environments such as those involving 
pose, illumination and expression changes. With the development of 3D acquisition 
system, face recognition based on 3D information is attracting in order to solve prob-
lems of using 2D images. A few 3D face recognition approaches have been reported 
on face recognition using 3D data acquired by 3D sensors [3-5] and stereo-based 
systems [6]. Especially, most works mentioned above exploited a range image. The 
advantages of range images are the explicit representation of 3D shape, invariance 
under change of illumination.  

In this paper, we concentrate on the face recognition system using two different 3D 
sensors. For our system, we utilize the structured light approach for acquiring range 
data as a probe image and 3D full laser scanned faces for stored images. Fig. 1 briefly 
presents the whole process of the proposed method. The remainder of this paper is 
organized as follows: Section 2 describes the representation of 3D faces for the probe  
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Fig. 1. The block diagram of the proposed method 

and store images and describes the extraction of 3D facial feature points. Section 3 
introduces an EC-SVD. In section 4, face recognition method is described. In section 
5, test performance is analyzed to explain the efficiency of the proposed algorithm. 
Finally, section 6 concludes by suggesting future directions. 

2   Representation of 3D Faces 

We acquire a 3D face model from the Genex 3D FaceCam® which is a structured 
light system in a controlled background. Noise filtering is performed for eliminating 
the background by some toolkit and we have used the same filter on all images. The 
orthogonal projection, the range mapping, and projecting uniformly to pixel loca-
tions in the image plane are performed with a 3D face model and we generate the 
range image of the acquired face model. Since the generated range image has some 
holes to fill due to overlapped or missing the discrete mesh, we use the bilinear 
interpolation technique. 

3D face data is recorded with the CyberwareTM Model 3030PS/RGB highly realis-
tic laser scanner with both shape and texture data. For each 3D face, the scans repre-
sent face shapes in cylindrical coordinates relative to a vertical axis centered with 
respect to the head. In angular steps, angle covers 230°, which means that we scan 
from the left ear to the right ear. All the faces that we consider are in normalized face 
space and they are located based on the original face data in the limited range 
of [ ]σσ ,− , [ ]εε ,− , [ ]Z,0  for the X, Y, and Z axis.  

We extract feature points using 3D geometric information. To find the nose peak 
point (NPP), we select the region from the maximal depth to the depth value lower by 
three which is empirically found. We calculate the center of gravity of that selected 
region and treat as an initial NPP. Then we calculate the variances of the horizontal 
and vertical profiles. We find the points where the minimal variance of the horizontal 
profiles and the maximal variance of the vertical profiles. We can vertically and al-
most symmetrically divide the face using the YZ plane which includes the NPP and Y 
axis, and obtains the face dividing curvature. On the face center curve, we extract 
facial feature points using curvature characteristics. We finally select six points, 
which are a minimum point of the nose ridge, the left and right inner eye corner 
points, a NPP and two nose base points. 
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3   3D Head Pose Estimation 

We describe a 3D head pose estimation algorithm by using 3D facial features. We use 
them for calculating the initial head pose of the input face based on the Singular 
Value Decomposition (SVD) method [7]. We utilized EC-SVD to compensate for the 
rest of the errors which had not yet been recovered from the SVD method [8]. 

We establish a complete rotation matrix with an assumption that there still exist 
some errors to compensate for as,  

x x y y z zX Y Z SVD θ SVD θ SVD θR R R R R R R R R R= =
 

(1) 

Where  R : 3×3 rotation matrix , 
xx θSVDX RRR = , 

xSVDR , 
ySVDR ,

zSVDR : Rotation 

matrix obtained from the SVD, 
xθR ,

YθR ,
ZθR : Error rotation matrix. Since the in-

verse of the complete rotation matrix must be an input rotated face of frontal view,  

z z y y x x

1 1 1 1 1 1 1 1 1 1
Z Y X θ SVD θ SVD θ SVDR R R R R R R R R R− − − − − − − − − −= = =i i i ip p' p' p'  (2) 

where i'p , ip  are feature vectors before and after rotation.  

After rotating the estimated angle obtained from the SVD method about the X axis, 
the error xθ  is supposed to be computed for compensating. To estimate xθ , we ex-

ploit the X axis rotation matrix for evaluation. The key feature point is the NPP be-
cause all the NPPs of the 3D face model and the input are normalized to the fixed 
point ),0,0( zp when the face is frontal. We can estimate xθ from the follow equation. 
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The similar refinement procedure is applied to estimate the error yθ . 
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The error angle for zθ  can be obtained from the method in [8]. When the face vec-

tor is denoted as ( , , )F a b c
ur

, which is a vertical vector connected from the minimum 

point of the nose ridge to the center point of the left and right eyebrow. 
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4   Face Recognition 

In this section, we present a novel face recognition method using the face curvature 
shape indexes with dynamic programming. Fig. 2 describes the proposed procedure 
for face recognition. We extract feature points which are defined as areas with large 
shape variation measured by shape index calculated from principal curvatures [9]. 

Curvature Extraction

Shape Index Calculation

Selection extreme 
shape indexes

Dynamic Programming

Matching based on
total shape similarity

Curvature Extraction

Shape Index Calculation

Selection extreme 
shape indexes

Dynamic Programming

Matching based on
total shape similarity

1 1 2

1 2

( ) ( )1 1
( ) tan

2 ( ) ( )i
k p k p

S p
k p k pπ

− +
= −

−

Principal C urvatures: km ax , km in

( ( , ), ( , ),)input j DB j
ml ML

Matching Similarity S ml t S ml m
∈

⎛ ⎞
=⎜ ⎟⎜ ⎟
⎝ ⎠
∑

( ) ,iS p andα≥ ( )iS p β≤

N 0 1
0
1

2 …

n-1

…

n-1j

i

N 0 1
0
1

2 …

n-1

…

n-1j

i

 

Fig. 2. The proposed face recognition procedure 

Shape index ( )iS p , a quantitative measure of the shape of a surface point p, is 

1 1 2

1 2

( ) ( )1 1
( ) tan

2 ( ) ( )i
k p k p

S p
k p k pπ

− +
= −

−
 (7) 

Where 1( )k p and 2 ( )k p are maximum and minimum principal curvatures. These shape 

indexes are in the range of [0, 1]. As we can see from [10], there are nine well-known 
shape categories and their locations on the shape index scale. Among those shape 
indexes, we select the extreme concave and convex points of curvatures as feature 
points. These feature points are distinctive for recognizing faces. Therefore, we select 
those shape indexes as feature points, ( )ifeature p , if a shape index ( )iS p  satisfies the 

following condition. 

( ) 1,
( )

0 ( ) ,
i

i
i

S p concavity
feature p

S p convexityβ
∂ ≤ <⎧

= ⎨ < ≤⎩
 (8) 

where 0 , 1β< ∂ < . With these selected facial shape indexes, we perform a dynamic 

programming in order to recognize the faces in the database [11]. 
We define a similarity measure and Total Shape Similarity Score (TSSS) as follow. 

( , ) 1input DB input DBSimilarity S S feature feature= − −  (9) 

( ( , ), ( , , ), )input j DB j
n

TSSS Similarity S i c S i c n=∑  (10) 
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where S  is denoted as facial shape index. jC  is a face curvature and n is the number 

faces in the database. Score is a summation of the individual similarity score for each 
pair of matching descriptors.  

5   Experimental Results 

We test the 3D head pose estimation based on the proposed EC-SVD and face recog-
nition rate under pose varying environments by using two different 3D sensors.  

To evaluate the proposed EC-SVD algorithm, we first extract six facial feature 
points based on the geometrical configuration, Fig. 3 shows range images of the se-
lected facial feature points of frontal (top row), left (middle row) and right (bottom 
row) pose variations. To estimate the head pose of an input data, we test range data on 
various rotation angles. The results are tabulated in Table 1. We obtain various head 
poses of individuals and we acquire 7 head poses per person such as frontal, ±15 and 
±30 for the Y axis, ±15 for the X axis as probe images.  

 

Fig. 3. 3D facial feature extraction for head pose estimation: Top row(frontal), second 
row(right pose) and third row(left pose) 

Table 1. Mean absolute rotation error (degree) and translational error for each axis 

Mean Absolute Error using 
SVD(Degree) 

Mean Absolute Error using 
EC-SVD (Degree) Test Images 

X axis Y axis Z axis X axis Y axis Z axis 

Average 
Translation 

errors 
(RMSE) 

Face01 3.0215 4.3265 5.0124 0.8738 1.0125 1.5923 2.756 
Face14 3.0214 3.5216 5.1579 1.8991 0.9236 2.0080 2.457 
Face23 2.3549 3.6546 3.0646 0.8680 1.1532 1.3783 3.175 

Average for 
all faces 

2.8765 3.6563 3.8565 0.8565 0.9654 1.5212 2.614 

From the results shown in Table 1, we can confirm that the EC-SVD algorithm 
provides an estimated head pose for a different range of head poses. The error angle 
for each axis is compensated for any head poses when we normalize the NPP to the 
fixed point on the Z axis. Less than 1.6 degree error is resulted from our test results 
for each X, Y and Z axis and it is highly acceptable for pose invariant face recogni-
tion.  The proposed EC-SVD algorithm recovers the error angle remained by the SVD 
method, and it can be efficiently applied to pose invariant face.  
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For the identification of a pose estimated range image, we compare the proposed 
method with the correlation matching and 3D Principal Component Analysis (PCA) 
[12]. For the proposed method, we first perform surface reconstruction of the faces 
from range images. We acquire very smooth facial surfaces from the 3D faces in the 
database, but discrete lines are appeared on the input face due to structured light pat-
terns. Therefore, we extract curvatures which should be distinctive features for indi-
viduals, and adopt this feature which can be utilized for face recognition. 

We extract 20 curvatures from the nose peak point which is in the center curvature. 
We select them based on sampling by two pixels towards the horizontal direction. 
Among them, we select facial shape indexes based on the threshold as mentioned in  
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Fig. 4. Comparison of the face recognition rates under different poses 

section 4. The determined threshold value α for concave points is 0.75, and β is 0.25 
for convex points. These values are selected based on the nine well-known shapes. 
We compare facial curvatures based on facial shape indexes based on dynamic pro-
gramming for various head poses.  

To describe the face matching, we tabulated matching results based on DP with fa-
cial shape indexes. When an input face is selected, we compare all the faces in the 
database based on the sum of facial shape indexes with DP, finally get a Total Shape 
Similarity Score (TSSS) for matching. From the experimental results, even though we 
get the less number of shape indexes than some faces, the TSSS of the identical face 
in the database is the highest among them. That is, facial shape indexes are distinctive 
features for face recognition. As we can see from Fig. 4, we have higher recognition 
rate according to the proposed method. We have 72% recognition rate for the correla-
tion matching and 92% at first rank by the 3D PCA. However, we obtain 96.8% based 
on the proposed method at first rank under seven different poses. From the simulation 
results, we have effectively utilized facial shape indexes for pose invariant face rec-
ognition and achieved satisfactory recognition rate based on the proposed method. 

6   Conclusion 

In this paper, we proposed the face recognition method based on facial shape indexes 
by using two different 3D sensors under pose varying environments. We utilized the 
advantages of each 3D sensor such as real time 3D data acquisition system for the 
input and high quality images of 3D heads for the database. 



 3D Face Recognition Based on Facial Shape Indexes with Dynamic Programming 105 

As we can see from the results, we obtained accurate 3D head pose estimation results 
using the EC-SVD procedure, and the final estimation errors of the 3D head pose esti-
mation in our proposed method were less than 1.6 degree on average for each axis. In 
addition, our 3D facial feature extraction is automatically performed and assured that 
geometrically extracted feature points were efficient to estimate the head pose. For face 
recognition, we used facial shape indexes for recognizing faces with dynamic program-
ming. We obtained 96.8% face recognition rate at first rank based on the proposed 
method which is highly acceptable results for pose invariant face recognition. We are 
now researching expression invariant face recognition with more 3D faces. 
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