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Abstract. In this paper we consider the model of Time Petri Nets
(TPN) where time is associated with transitions. We also consider Timed
Automata (TA) as defined by Alur & Dill, and compare the expressive-
ness of the two models w.r.t. timed language acceptance and (weak)
timed bisimilarity. We first prove that there exists a TA A s.t. there is
no TPN (even unbounded) that is (weakly) timed bisimilar to A. We
then propose a structural translation from TA to (1-safe) TPNs preserv-
ing timed language acceptance. Further on, we prove that the previous
(slightly extended) translation also preserves weak timed bisimilarity for
a syntactical subclass T Asyn(≤, ≥) of TA. For the theory of TPNs, the
consequences are: 1) TA, bounded TPNs and 1-safe TPNs are equally
expressive w.r.t. timed language acceptance; 2) TA are strictly more ex-
pressive than bounded TPNs w.r.t. timed bisimilarity; 3) The subclass
T Asyn(≤,≥), bounded and 1-safe TPNs “à la Merlin” are equally ex-
pressive w.r.t. timed bisimilarity.

Keywords: Timed Language, Timed Bisimilarity, Time Petri Nets, Tim-
ed Automata, Expressiveness.

1 Introduction

In the last decade a number of extensions of Petri Nets with time have been
proposed: among them are Stochastic Petri Nets, and different flavors of so-
called Time or Timed Petri nets. Stochastic Petri Nets are now well known and
a lot of literature is devoted to this model whereas the theoretical properties of
the other timed extensions have not been investigated much.

Petri Nets with Time. Recent work [1, 11] considers Timed Arc Petri Nets
where each token has a clock representing its “age” but a lazy (non-urgent)
semantics of the net is assumed: this means that the firing of transitions may
� Work supported by the ACI CORTOS, a program of the French government.
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be delayed, even if this implies that some transitions are disabled because their
input tokens become too old. Thus the semantics used for this class of Petri nets
is such that they enjoy nice monotonic properties and fall into a class of systems
for which many problems are decidable.

In comparison, the other timed extensions of Petri Nets (apart from Stochastic
Petri Nets), i.e. Time Petri Nets (TPNs) [18] and Timed Petri Nets [20], do not
have such nice monotonic features although the number of clocks to be considered
is finite (one per transition). Also those models are very popular in the Discrete
Event Systems and industrial communities as they allow to model real-time
systems in a simple and elegant way and there are tools to check properties of
Time Petri Nets [6, 14].

For TPNs a transition can fire within a time interval whereas for Timed Petri
Nets it fires as soon as possible. Among Timed Petri Nets, time can be assigned to
places or transitions [21, 19]. The two corresponding subclasses namely P-Timed
Petri Nets and T-Timed Petri Nets are expressively equivalent [21, 19]. The same
classes are defined for TPNs i.e. T-TPNs and P-TPNs, and both classes of Timed
Petri Nets are included in both P-TPNs and T-TPNs [19]. P-TPNs and T-TPNs
are proved to be incomparable in [16].

The class T-TPNs is the most commonly-used subclass of TPNs and in this
paper we focus on this subclass that will be henceforth referred to as TPN.

Timed Automata. Timed Automata (TA) were introduced by Alur & Dill [3]
and have since been extensively studied. This model is an extension of finite
automata with (dense time) clocks and enables one to specify real-time systems.
Theoretical properties of various classes of TA have been considered in the last
decade. For instance, classes of determinizable TA such as Event Clock Automata
are investigated in [4] and form a strict subclass of TA.

TA and TPNs. TPNs and TA are very similar and until now it is often assumed
that TA have more features or are more expressive than TPNs because they seem
to be a lower level formalism. Anyway the expressiveness of the two models have
not been compared so far. This is an important direction to investigate as not
much is known on the complexity or decidability of common problems on TPNs
e.g. “is the universal language decidable on TPNs ?”. Moreover it is also crucial
for deciding which specification language one is going to use. If it turns out that
TPNs are strictly less expressive (w.r.t. some criterion) than TA, it is important
to know what the differences are.

Related Work. In a previous work [10] we have proved that TPN forms a
subclass of TA in the sense that every TPN can be simulated by a TA (weak
timed bisimilarity). A similar result can be found in [17] with a completely
different approach. In another line of work in [15], the authors compare Timed
State Machines and Time Petri Nets. They give a translation from one model
to another that preserves timed languages. Nevertheless, they consider only the
constraints with closed intervals and do not deal with general timed languages
(i.e. Büchi timed languages). [9] also considers expressiveness problems but for
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a subclass of TPNs. Finally it is claimed in [9] that 1-safe TPNs with weak1

constraints are strictly less expressive than TA with arbitrary types of constraints
but a fair comparison should allow the same type of constraints in both models.

Our Contribution. In this article, we compare precisely the expressive power
of TA vs. TPN using the notions of Timed Language Acceptance and Timed
Bisimilarity. This extends the previous results above in the following directions:
i) we consider general types of constraints (strict, weak); ii) we then show that
there is a TA A0 s.t. no TPN is (even weakly) timed bisimilar to A0; iii) this
leads us to consider weaker notions of equivalence and we focus on Timed Lan-
guage Acceptance. We prove that TA (with general types of constraints) and
TPN are equally expressive w.r.t. Timed Language Acceptance which is a new
and somewhat surprising result; for instance it implies (using a result from [10])
that 1-safe TPNs and bounded TPNs are equally expressive w.r.t. Timed Lan-
guage Acceptance; iv) to conclude we characterize a syntactical subclass of TA
that is equally expressive to TPN without strict constraints w.r.t. Timed Bisimi-
larity. The results of the paper are summarized in Table 1: all the results are new
except the one followed by [10]. We use the following notations: B-T PN ε for the
set of bounded TPNs with ε-transitions; 1-B-T PN ε for the subset of B-T PN ε

with at most one token in each place (one safe TPN); B-T PN (≤, ≥) for the
subset of B-T PN ε where only closed intervals are used; T Aε for TA with ε-
transitions; T Asyn(≤, ≥) for the syntactical subclass of TA that is equivalent to
B-T PN (≤, ≥) (to be defined precisely in section 5). In the table �L or �W with
�∈ {<, ≤}, respectively means “less expressive” w.r.t. Timed Language Accep-
tance and Weak Timed Bisimilarity; =L means “equally expressive as” w.r.t. lan-
guage acceptance and ≈W “equally expressive as” w.r.t. weak timed bisimilarity.

Outline of the Paper. Section 2 introduces the semantics of TPNs and TA,
Timed Languages and Timed Bisimilarity. In section 3 we prove our first result:
there is a TA A0 s.t. there is no TPN that is (weakly) timed bisimilar to A0. In
section 4 we focus on Timed Language Acceptance and we propose a structural
translation from TA to 1-B-T PN ε preserving timed language acceptance. We
then prove that TA and bounded TPNs are equally expressive w.r.t. Timed
Language Acceptance. This enables us to obtain new results for TPNs given by
corollaries 3 and 4. Finally, in section 5, we characterize a syntactical subclass of
TA (T Asyn(≤, ≥)) that is equivalent, w.r.t. Timed Bisimilarity, to the original
version of TPNs (with closed intervals).This enables us to obtain new results for
TPNs given by corollary 6.

2 Time Petri Nets and Timed Automata

Notations. Let Σ be a set (or alphabet). Σ∗ (resp. Σω) denotes the set of
finite (resp. infinite) sequences of elements (or words) of Σ and Σ∞ = Σ∗ ∪Σω.
By convention if w ∈ Σω then the length of w denoted |w| is ω; otherwise if

1 Constraints using only ≤ and ≥.
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Table 1. Summary of the Results

Timed Language Acceptance Timed Bisimilarity

≤L T Aε [10] ≤W T Aε [10]
B-T PN ε =L 1-B-T PN ε =L T Aε <W T Aε

≈W 1-B-T PN (≤,≥)
B-T PN (≤, ≥) =L T Asyn(≤, ≥) ≈W T Asyn(≤, ≥)

Emptiness Problem Universal Problem
B-T PN ε Decidable [10] Undecidable

w = a1 · · · an, |w| = n. We also use Σε = Σ ∪ {ε} with ε �∈ Σ, where ε is the
empty word. BA stands for the set of mappings from A to B. If A is finite and
|A| = n, an element of BA is also a vector in Bn. The usual operators +, −, < and
= are used on vectors of An with A = N, Q, R and are the point-wise extensions
of their counterparts in A. The set B denotes the boolean values {tt, ff}, R≥0
denotes the set of non-negative reals and R>0 = R≥0 \ {0}. A valuation ν over a
set of variables X is an element of R

X
≥0. For ν ∈ R

X
≥0 and d ∈ R≥0, ν +d denotes

the valuation defined by (ν + d)(x) = ν(x) + d, and for X ′ ⊆ X , ν[X ′ 	→ 0]
denotes the valuation ν′ with ν′(x) = 0 for x ∈ X ′ and ν′(x) = ν(x) otherwise.
0 denotes the valuation s.t. ∀x ∈ X, ν(x) = 0. An atomic constraint is a formula
of the form x �� c for x ∈ X , c ∈ Q≥0 and ��∈ {<, ≤, ≥, >}. We denote C(X) the
set of constraints over a set of variables X which consists of the conjunctions of
atomic constraints. Given a constraint ϕ ∈ C(X) and a valuation ν ∈ R

X
≥0, we

denote ϕ(ν) ∈ B the truth value obtained by substituting each occurrence of x
in ϕ by ν(x).

2.1 Timed Languages and Timed Transition Systems

Let Σ be a fixed finite alphabet s.t. ε �∈ Σ. A is a finite set that can contain ε.

Definition 1 (Timed Words). A timed word w over Σ is a finite or infinite
sequence w = (a0, d0)(a1, d1) · · · (an, dn) · · · s.t. for each i ≥ 0, ai ∈ Σ, di ∈ R≥0
and di+1 ≥ di.

A timed word w = (a0, d0)(a1, d1) · · · (an, dn) · · · over Σ can be viewed as a pair
(v, τ) ∈ Σ∞×R

∞
≥0 s.t. |v| = |τ |. The value dk gives the absolute time (considering

the initial instant is 0) of the action ak.
We write Untimed(w) = a0a1 · · ·an · · · for the untimed part of w, and

Duration(w) = supdk∈τ dk for the duration of the timed word w.
A timed language L over Σ is a set of timed words.

Definition 2 (Timed Transition System). A timed transition system (TTS)
over the set of actions A is a tuple S = (Q, Q0, A, −→, F, R) where Q is a set of
states, Q0 ⊆ Q is the set of initial states, A is a finite set of actions disjoint from
R≥0, −→⊆ Q × (A ∪ R≥0) × Q is a set of edges. If (q, e, q′) ∈−→, we also write
q

e−−→ q′. F ⊆ Q and R ⊆ Q are respectively the set of final and repeated states.
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In the case of q
d−−→ q′ with d ∈ R≥0, d denotes a delay and not an absolute

time. We assume that in any TTS there is a transition q
0−−→ q′ and in this case

q = q′. A run ρ of length n ≥ 0 is a finite (n < ω) or infinite (n = ω) sequence
of alternating time and discrete transitions of the form

ρ = q0
d0−−→ q′

0
a0−−−→ q1

d1−−→ q′
1

a1−−−→ · · · qn
dn−−−→ q′

n · · ·

We write first(ρ) = q0. We assume that a finite run ends with a time transition
dn. If ρ ends with dn, we let last(ρ) = q′

n and write q0
d0a0···dn−−−−−−→ q′

n. We write
q

∗−→ q′ if there is run ρ s.t. first(ρ) = q0 and last(ρ) = q′. The trace of an infinite
run ρ is the timed word trace(ρ) = (ai0 , d0 + · · · + di0) · · · (aik

, d0 + · · · + dik
) · · ·

that consists of the sequence of letters of A \ {ε}. If ρ is a finite run, we define the
trace of ρ by trace(ρ) = (ai0 , d0 + · · · + di0) · · · (aik

, d0 + · · · + dik
) where the aik

are in A \ {ε}.
We define Untimed(ρ) = Untimed(trace(ρ)) and Duration(ρ) =

∑
dk∈R≥0

dk.
A run is initial if first(ρ) ∈ Q0. A run ρ is accepting if i) either ρ is a finite

initial run and last(ρ) ∈ F or ii) ρ is infinite and there is a state q ∈ R that
appears infinitely often on ρ.

A timed word w = (ai, di)0≤i≤n is accepted by S if there is an accepting run
of trace w. The timed language L(S) accepted by S is the set of timed words
accepted by S.

Definition 3 (Strong Timed Similarity). Let S1 = (Q1, Q
1
0, A, −→1, F1, R1)

and S2 = (Q2, Q
2
0, A, −→2, F2, R2) be two TTS and � be a binary relation over

Q1 × Q2. We write s � s′ for (s, s′) ∈�. � is a strong (timed) simulation
relation of S1 by S2 if: 1) if s1 ∈ F1 (resp. s1 ∈ R1) and s1 � s2 then s2 ∈ F2

(resp. s2 ∈ R2); 2) if s1 ∈ Q1
0 there is some s2 ∈ Q2

0 s.t. s1 � s2; 3) if s1
d−→1 s′

1

with d ∈ R≥0 and s1 � s2 then s2
d−→2 s′

2 for some s′
2, and s′

1 � s′
2; 4) if

s1
a−→1 s′

1 with a ∈ A and s1 � s2 then s2
a−→2 s′

2 and s′
1 � s′

2.
A TTS S2 strongly simulates S1 if there is a strong (timed) simulation relation

of S1 by S2. We write S1 �S S2 in this case.

When there is a strong simulation relation � of S1 by S2 and �−1 is also a strong
simulation relation2 of S2 by S1, we say that � is a strong (timed) bisimulation
relation between S1 and S2 and use ≈ instead of �. Two TTS S1 and S2 are
strongly (timed) bisimilar if there exists a strong (timed) bisimulation relation
between S1 and S2. We write S1 ≈S S2 in this case.

Let S = (Q, Q0, Σε, −→, F, R) be a TTS. We define the ε-abstract TTS Sε =
(Q, Qε

0, Σ, −→ε, F, R) (with no ε-transitions) by:

– q
d−→ε q′ with d ∈ R≥0 iff there is a run ρ = q

∗−→ q′ with Untimed(ρ) = ε
and Duration(ρ) = d,

2 s2 �−1 s1 ⇐⇒ s1 � s2.
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– q
a−→ε q′ with a ∈ Σ iff there is a run ρ = q

∗−→ q′ with Untimed(ρ) = a and
Duration(ρ) = 0,

– Qε
0 = {q | ∃q′ ∈ Q0 | q′ ∗−→ q and Duration(ρ) = 0 ∧ Untimed(ρ) = ε}.

Definition 4 (Weak Time Similarity). Let S1 = (Q1, Q
1
0, Σε, −→1, F1, R1)

and S2 = (Q2, Q
2
0, Σε, −→2, F2, R2) be two TTS and � be a binary relation over

Q1 × Q2. � is a weak (timed) simulation relation of S1 by S2 if it is a strong
timed simulation relation of Sε

1 by Sε
2. A TTS S2 weakly simulates S1 if there is

a weak (timed) simulation relation of S1 by S2. We write S1 �W S2 in this case.

When there is a weak simulation relation � of S1 by S2 and �−1 is also a weak
simulation relation of S2 by S1, we say that � is a weak (timed) bisimulation
relation between S1 and S2 and use ≈ instead of �. Two TTS S1 and S2 are
weakly (timed) bisimilar if there exists a weak (timed) bisimulation relation
between S1 and S2. We write S1 ≈W S2 in this case. Note that if S1 �S S2 then
S1 �W S2 and if S1 �W S2 then L(S1) ⊆ L(S2).

2.2 Time Petri Nets

Time Petri Nets (TPN) were introduced in [18] and extend Petri Nets with timing
constraints on the firings of transitions. In such a model, a clock is associated
with each enabled transition, and gives the elapsed time since the more recent
date at which it became enabled. An enabled transition can be fired if the value
of its clock belongs to the interval associated with the transition. Furthermore,
time can progress only if the enabling duration still belongs to the downward
closure of the interval associated with any enabled transition. We consider here
a generalized version3 of TPN with accepting and repeated markings and prove
our results for this general model.

Definition 5 (Labeled Time Petri Net). A Labeled Time Petri Net N is
a tuple (P, T, Σε,

•(.), (.)•
, M0, Λ, I, F, R) where: P is a finite set of places and

T is a finite set of transitions and P ∩ T = ∅; Σ is a finite set of actions
•(.) ∈ (NP )T is the backward incidence mapping; (.)• ∈ (NP )T is the forward
incidence mapping; M0 ∈ N

P is the initial marking; Λ : T → Σε is the labeling
function; I : T → I(Q≥0) associates with each transition a firing interval; R ⊆
N

P is the set of final markings and F ⊆ N
P is the set of repeated markings.

Semantics of Time Petri Nets. A marking M of a TPN is a mapping in
N

P and M(pi) is the number of tokens in place pi. A transition t is enabled
in a marking M iff M ≥ •t. We denote En(M) the set of enabled transitions
in M . To decide whether a transition t can be fired we need to know for how
long it has been enabled: if this amount of time lies into the interval I(t), t can
actually be fired, otherwise it cannot. On the other hand, time can progress only
if the enabling duration still belongs to the downward closure of the interval
associated with any enabled transition. Let ν ∈ (R≥0)En(M) be a valuation such

3 This is required to be able to define Büchi timed languages, which is not possible in
the original version of TPN of [18].
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that each value ν(t) is the time elapsed since transition t was last enabled. A
configuration of the TPN N is a pair (M, ν). An admissible configuration of a
TPN is a configuration (M, ν) s.t. ∀t ∈ En(M), ν(t) ∈ I(t)↓. We let ADM(N )
be the set of admissible configurations.

In this paper, we consider the intermediate semantics for TPNs, based on [8,
5], which is the most common one. The key point in the semantics is to de-
fine when a transition is newly enabled and one has to reset its clock. Let
↑enabled(t′, M, t) ∈ B be true if t′ is newly enabled by the firing of transition
t from marking M , and false otherwise. The firing of t leads to a new marking
M ′ = M − •t + t•. The fact that a transition t′ is newly enabled on the firing of
a transition t �= t′ is determined w.r.t. the intermediate marking M − •t. When
a transition t is fired it is newly enabled whatever the intermediate marking is.
Formally this gives:

↑enabled(t′, M, t) =
(
t′ ∈ En(M − •t + t•)

)
∧

(
t′ �∈ En(M − •t) ∨ (t = t′)

)
(1)

Definition 6 (Semantics of TPN). The semantics of a TPN N = (P, T, Σε,
•(.), (.)•

, M0, Λ, I, F, R) is a timed transition system SN = (Q, {q0}, T, →, F ′, R′)
where: Q = ADM(N ), q0 = (M0,0), F ′ = {(M, ν) | M ∈ F} and R =
{(M, ν) | M ∈ R}, and −→∈ Q× (T ∪R≥0)×Q consists of the discrete and con-
tinuous transition relations: i) the discrete transition relation is defined ∀t ∈ T
by:

(M, ν)
Λ(t)−−−→ (M ′, ν′) iff

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

t ∈ En(M) ∧ M ′ = M − •t + t•

ν(t) ∈ I(t),

∀t ∈ R
En(M ′)
≥0 , ν′(t) =

{
0 if ↑enabled(t′, M, t),
ν(t) otherwise.

and ii) the continuous transition relation is defined ∀d ∈ R≥0 by:

(M, ν) d−→ (M, ν′) iff

{
ν′ = ν + d

∀t ∈ En(M), ν′(t) ∈ I(t)↓

A run ρ of N is an initial run of SN . The timed language accepted by N is
L(N ) = L(SN ).

We simply write (M, ν) w−→ to emphasize that there is a sequence of transitions
w that can be fired in SN from (M, ν). If Duration(w) = 0 we say that w is
an instantaneous firing sequence. The set of reachable configurations of N is
Reach(N ) = {M ∈ N

P | ∃(M, ν) | (M0,0) ∗−→ (M, ν)}.

2.3 Timed Automata

Definition 7 (Timed Automaton). A Timed Automaton A is a tuple (L, l0,
X, Σε, E, Inv, F, R) where: L is a finite set of locations; l0 ∈ L is the initial
location; X is a finite set of positive real-valued clocks; Σε = Σ ∪ {ε} is a finite
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set of actions and ε is the silent action; E ⊆ L×C(X)×Σε × 2X ×L is a finite
set of edges, e = 〈l, γ, a, R, l′〉 ∈ E represents an edge from the location l to the
location l′ with the guard γ, the label a and the reset set R ⊆ X; Inv ∈ C(X)L

assigns an invariant to any location. We restrict the invariants to conjuncts of
terms of the form x � r for x ∈ X and r ∈ N and �∈ {<, ≤}. F ⊆ L is the set
of final locations and R ⊆ L is the set of repeated locations.

Definition 8 (Semantics of a Timed Automaton). The semantics of a
timed automaton A = (L, l0, C, Σε, E, Act, Inv, F, R) is a timed transition sys-
tem SA = (Q, q0, Σε, →, F ′, R′) with Q = L × (R≤0)X , q0 = (l0,0) is the ini-
tial state, F ′ = {(�, ν) | � ∈ F} and R′ = {(�, ν) | � ∈ R}, and → is defined
by: i) the discrete transitions relation (l, v) a−→ (l′, v′) iff ∃ (l, γ, a, R, l′) ∈ E
s.t. γ(v) = tt, v′ = v[R 	→ 0] and Inv(l′)(v′) = tt; ii) the continuous transi-
tion relation (l, v) t−→ (l′, v′) iff l = l′, v′ = v + t and ∀ 0 ≤ t′ ≤ t, Inv(l)
(v + t′) = tt.

A run ρ of A is an initial run of SA. The timed language accepted by A is
L(A) = L(SA).

2.4 Expressiveness and Equivalence Problems

If B, B′ are either TPN or TA, we write B ≈S B′ (resp. B ≈W B′) for SB ≈S SB′

(resp. SB ≈W SB′). Let C and C′ be two classes of TPNs or TA.

Definition 9 (Expressiveness w.r.t. Timed Language Acceptance). The
class C is more expressive than C′ w.r.t. timed language acceptance if for all
B′ ∈ C′ there is a B ∈ C s.t. L(B) = L(B′). We write C′ ≤L C in this case. If
moreover there is some B ∈ C s.t. there is no B′ ∈ C′ with L(B) = L(B′), then
C′ <L C (read “strictly more expressive”). If both C′ ≤L C and C ≤L C′ then
C and C′ are equally expressive w.r.t. timed language acceptance, and we write
C =L C′.

Definition 10 (Expressiveness w.r.t. Timed Bisimilarity). The class C is
more expressive than C′ w.r.t. strong (resp. weak) timed bisimilarity if for all
B′ ∈ C′ there is a B ∈ C s.t. B ≈S B′ (resp. B ≈W B′). We write C′ ≤S C
(resp. C′ ≤W C) in this case. If moreover there is a B ∈ C s.t. there is no B′ ∈ C′

with B ≈S B′ (resp. B ≈W B′), then C′ <S C (resp. C′ <W C). If both C′ <S C
and C <S C′ (resp. <W) then C and C′ are equally expressive w.r.t. strong (resp.
weak) timed bisimilarity, and we write C ≈S C′ (resp. C ≈W C′).

In the sequel we will compare various classes of TPNs and TAs. We recall the
following theorem adapted from [10]:

Theorem 1 ([10]). For any N ∈ B-T PN ε there is a TA A s.t. N ≈W A,
hence B-T PN ε ≤W T Aε.

Moreover if T A(≤, ≥) is the set of TA with only large constraints, we even have
that B-T PN (≤, ≥) ≤W T A(≤, ≥).
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3 Strict Ordering Results

In this section, we establish some results proving that TPNs are strictly less ex-
pressive w.r.t. weak timed bisimilarity than various classes of TA: T A(<) only
including strict constraints and T A(≤) only including large constraints.

Theorem 2. There is no TPN weakly timed bisimilar to A0 ∈ T A(<) (Fig. 1).

A similar theorem holds for a TA A1 with large constraints. Let A1 be the
automaton A0 with the strict constraint x < 1 replaced by x ≤ 1.

Theorem 3. There is no TPN weakly timed bisimilar to A1 ∈ T A(≤).

The previous theorems entail B-T PN ε <W T A(<) and B-T PN ε <W T A(≤)
and as a consequence:

Corollary 1. B-T PN ε <W T Aε.
l0 l1

a ; x < 1

Fig. 1. The Timed Automaton A0

To be fair, one should notice that actually
the class of bounded TPNs is strictly less
expressive than T A(≤) and T A(<) but
also that, obviously unbounded TPNs are
more expressive than TA (because they are Turing powerful). Anyway the inter-
esting question is the comparison between bounded TPNs and TA.

Following these negative results, we compare the expressiveness of TPNs and
TA w.r.t. to Timed Language Acceptance and then characterize a subclass of
TA that admits bisimilar TPNs without strict constraints.

4 Equivalence w.r.t. Timed Language Acceptance

In this section, we prove that TA and labeled TPNs are equally expressive w.r.t.
timed language acceptance, and give an effective syntactical translation from TA
to TPNs. Let A = (L, l0, X, Σε, E, Act, Inv, F, R) be a TA. As we are concerned
in this section with the language accepted by A we assume the invariant function
Inv is uniformly true. Let Cx be the set of atomic constraints on clock x that
are used in A. The Time Petri Net resulting from our translation is built from
“elementary blocks” modeling the truth value of the constraints of Cx. Then we
link them with other blocks for resetting clocks.

Encoding Atomic Constraints. Let ϕ ∈ Cx be an atomic constraint on x.
From ϕ, we define the TPN Nϕ, given by the widgets of Fig. 2 ((a) and (b)) and
Fig. 3. In the figures, a transition is written t(σ, I) where t is the name of the
transition, σ ∈ Σε and I ∈ I(Q≥0).

To avoid drawing too many arcs, we have adopted the following semantics:
the grey box is seen as a macro place; an arc from this grey box means that there
are as many copies of the transition as places in the grey box. For instance the
TPN of Fig. 2.(b) has 2 copies of the target transition r: one with input places
Px and rb and output places re and Px and another fresh copy of r with input
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Px

γtt

rb

re

tx(ε, [c, c])

t′(ε, ]0, ∞[)

r(ε, [0, 0])

•

(a) Widget Nx>c

Pxrb

γttre

tx(ε, [c, c])r(ε, [0, 0])

•

(b) Widget Nx≥c (with c > 0)

Fig. 2. Widgets for Nx>c and Nx≥c

places rb and γtt and output places re and Px. Note that in the widgets of Fig. 3
we put a token in γtt when firing r only on the copy of r with input place Pi

(otherwise the number of tokens in place γtt could be unbounded).
Also we assume that the automa-

Px

γtt

rb

Pu

re

Pi

tx(ε, [0, c[)
(resp. [0, c])

r(ε, [0, 0])
u(ε, [0, 0])

Only from Pi

•

•

Fig. 3. Widget Nx<c (resp. Nx≤c)

ton A has no constraint x ≥ 0 (as it
evaluates to true they can be safely
removed) and thus that the widget of
Fig. 2.(b) only appears with c > 0.
Each of these TPNs basically consists
of a “constraint” subpart (in the grey
boxes for Fig. 2 and in the dashed
box for Fig. 3) that models the truth
value of the atomic constraint, and
another “reset” subpart that will be
used to update the truth value of the
constraint when the clock x is reset.

The “constraint” subpart features
the place γtt: the intended meaning
is that when a token is available in
this place, the corresponding atomic
constraint ϕ is true.

When a clock x is reset, all the grey blocks modeling an x-constraint must be
set to their initial marking which has one token in Px for Fig. 2 and one token
in Px and γtt for Fig. 3. Our strategy to reset a block modeling a constraint is
to put a token in the rb place (rb stands for “reset begin”). Time cannot elapse
from there on (strong semantics for TPNs), as there will be a token in one of
the places of the grey block and thus transition r will be enabled.

Resetting Clocks. In order to reset all the blocks modeling constraints on a
clock x, we chain all of them in some arbitrary order, the re place of the ith block
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Nϕ
xn
qn

Nϕ
xn
1

Nϕ
x1
q1

Nϕ
x1
2

Nϕ
x1
1

r1
b r1

e r2
b r2

e rq1
b rq1

e r1
b r1

e r1
b rqn

e

rb(R) r1(R) rn(R) re(R)

• • •

• • •

r ε r
. . .

r r
. . .

r

(ε, [0, 0]) (ε, [0, 0]) (ε, [0, 0]) (ε, [0, 0])

[0, 0]

Fig. 4. Widget NReset(R) to reset the widgets of the constraints of clocks xi, 1 ≤ i ≤ n

is linked to the rb place of the i + 1th block, via a 0 time unit transition ε. This
is illustrated in Fig. 4 for clocks x1 and xn. Assume R ⊆ X is a non empty set of
clocks. Let D(R) be the set of atomic constraints that are in the scope of R (the
clock of the constraint is in R). We write D(R) = {ϕx1

1 , ϕx1
2 , · · · , ϕx1

q1
, · · · , ϕxn

qn
}

where ϕ
xj

i is the ith constraints of the clock xj . To update all the widgets of
D(R), we connect the reset chains as described on Fig. 4. The picture inside the
dashed box denotes the widget NReset(R). We denote by rb(R) the first place of
this widget and re(R) the last one. To update the (truth value of the) widgets
of D(R) it then suffices to put a token in rb(R). In null duration it will go to
re(R) and have the effect of updating each widget of D(R) on its way.

The Complete Construction. First we create fresh places P� for each � ∈ L.
Then we build the widgets Nϕ, for each atomic constraint ϕ that appears in A.
Finally for each R ⊆ X s.t. there is an edge e = (�, γ, a, R, �′) ∈ E we build a
reset widget NReset(R). Then for each edge (�, γ, a, R, �′) ∈ E with γ = ∧i=1,nϕi

and n ≥ 0 we proceed as follows:

1. assume γ = ∧i=1,nϕi and n ≥ 0,
2. create a transition f(a, [0, ∞[) and if n ≥ 1 another one r(ε, [0, 0]),
3. connect them to the places of the widgets Nϕi and NReset(R) as described on

Fig. 5. In case γ = tt (or n = 0) there is only one input place to f(a, [0, ∞[)
which is P�. In case R = ∅ there is no transition r(ε, [0, 0]) and the output
place of f(a, [0, ∞[) is P�′ .

To complete the construction we just need to put a token in the place P�0 if �0
is the initial location of the automaton, and set each widget Nϕ to its initial
marking, for each atomic constraint ϕ that appears in A, and this defines the
initial marking M0. The set of final markings is defined by the set of markings M
s.t. M(P�) = 1 for � ∈ F and the set of repeated markings by the set of markings
M s.t. M(P�) = 1 for � ∈ R. We denote ∆(A) the TPN obtained as described
previously. Notice that by construction 1) ∆(A) is 1-safe and moreover 2) in
each reachable marking M of ∆(A)

(∑
�∈L M(P�)

)
≤ 1. A widget related to an

atomic constraint has a linear size w.r.t. its size, a clock resetting widget has
a linear size w.r.t. the number of atomic constraints of the clock and a widget
associated with an edge has a linear size w.r.t. its description size. Thus the size
of ∆(A) is linear w.r.t. the size of A improving the quadratic complexity of the
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NReset(R)

Nϕn

Nϕ2

Nϕ1

γ1
tt

γ2
tt

γn
tt

. . .

P�

r1
b (R) rn

b (R) P�′

f(a, [0, ∞[)
r(ε, [0, 0])

Fig. 5. Widget Ne of an edge e = (�, γ, a, R, �′)

(restricted) translation in [15]. Finally, to prove L(∆(A)) = L(A) we build two
simulation relations �1 and �2 s.t. ∆(A) �1 A and A �2 ∆(A). The complete
proof is given in [7].

New Results for TPNs. The proofs of the following results can be found in [7].

Corollary 2. The classes B-T PN ε and T Aε are equally expressive w.r.t. timed
language acceptance, i.e. B-T PN ε =L T Aε.

Corollary 3. 1-B-T PN ε =L B-T PN ε.

From the well-known result of Alur & Dill [3] and as our construction is effective,
it follows that:

Corollary 4. The universal language problem is undecidable for B-T PN ε (and
already for 1-B-T PN ε).

5 Equivalence w.r.t. Timed Bisimilarity

In this section, we consider the class B-T PN (≤, ≥) of TPNs without strict
constraints, i.e. the original version of Merlin [18]. First recall that starting with
a TPN N ∈ B-T PN (≤, ≥), the translation from TPN to TA proposed in [10]
gives a TA A with the following features:

– guards are of the form x ≥ c and invariants have the form x ≤ c ;
– between two resets of a clock x, the atomic constraints of the invariants over

x are increasing i.e. the sequence of invariants encountered from any location
is of the form x ≤ c1 and later on x ≤ c2 with c2 ≥ c1 etc.

Let us now consider the syntactical subclass T Asyn(≤, ≥) of TA defined by:

Definition 11. The subclass T Asyn(≤, ≥) of TA is defined by the set of TA of
the form (L, l0, X, Σε, E, Inv, F, R) where :

– guards are conjunctions of atomic constraints of the form x ≥ c and invari-
ants are conjunction of atomic constraints x ≤ c.
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– the invariants satisfy the following property; ∀e = (�, γ, a, R, �′) ∈ E, if x �∈ R
and x ≤ c is an atomic constraint in Inv(�), then if x ≤ c′ is Inv(�′) for
some c′ then c′ ≥ c.

We now adapt the construction of section 4 to define a translation from T Asyn(≤
, ≥) to B-T PN (≤, ≥) preserving timed bisimulation. The widget Nx≤c is mod-
ified as depicted in figure Fig. 6.(a). The widgets Nx≥c and Nreset(R) are those
of section 4 respectively in figures Fig. 2.(b) and Fig. 4.

The construction. As in section 4, we create a place P� for each location
� ∈ L. Then we build the blocks Nϕ for each atomic constraints ϕ = x ≥ c
(Fig. 2.(b)) that appears in guards of A and we build the blocks NI for each
atomic constraints I = x ≤ c (Fig.6.(a)) that appears in an invariant of A.
Finally for each R ⊆ X s.t. there is an edge e = (�, γ, a, R, �′) ∈ E we build
a reset widget NReset(R) (Fig. 4). Then for each edge (�, γ, a, R, �′) ∈ E with
γ = ∧i=1,nϕi and n ≥ 0, we proceed exactly as in section 4 (Fig. 5). For each
location � ∈ L with Inv(�) = ∧k=1,nIk, we proceed as follows:

1. if n ≥ 1, create a transition Ik(ε, [0, 0]) for 1 ≤ k ≤ n;
2. for 1 ≤ k ≤ n connect Ik(ε, [0, 0]) to P� and to the place urg of block NIk

,
as depicted in figure Fig. 6.(b).

Let A = (L, �0, X, Σε, E, Inv, F, R) and assume that the set of atomic constraints
of A is CA = CA(≥)∪CA(≤) where CA(��) is the set of atomic constraints x �� c,
��∈ {≤, ≥}, of A and X = {x1, · · · , xk}.

We denote ∆+(A) = (P, T, Σε,
•(.), (.)•

, M0, Λ, I, F∆, R∆) the TPN built as
described previously. The place Px and the transition tx of a widget Nϕ for ϕ ∈
CA are respectively written Pϕ

x and tϕx in the sequel. Moreover, for a constraint
ϕ = x ≥ c, the place γtt of a widget Nϕ is written γϕ

tt and the place urg of a
widget Nϕ is written urgϕ. We can now build a bisimulation relation ≈ between
A and ∆+(A).

New Results for TPNs.

Corollary 5. The classes B-T PN (≤, ≥) and T Asyn(≤, ≥) are equally expres-
sive w.r.t. weak timed bisimulation, i.e. B-T PN (≤, ≥) ≈W T Asyn(≤, ≥).

Pxrb

urgre

r(ε, [0, 0]) tx(ε, [c, c])

•

(a) Widget Nx≤c

NIn=(xn≤in) NI1=(x1≤i2)

urgn urg1

. . .

P�

In(ε, [0, 0])
I1(ε, [0, 0])

(b) Widgets for Inv(�)

Fig. 6. Widget Ne of an edge e = (�, γ, a, R, �′)
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Corollary 6. The classes 1-B-T PN (≤, ≥) and B-T PN (≤, ≥) are equally ex-
pressive w.r.t. timed bisimulation i.e. 1-B-T PN (≤, ≥) ≈W B-T PN (≤, ≥).

6 Conclusion

In this paper, we have investigated different questions relative to the expres-
siveness of TPNs. First, we have shown that TA and bounded TPNs (strict
constraints are permitted) are equivalent w.r.t. timed language equivalence. We
have also provided an effective construction of a TPN equivalent to a TA. This
enables us to prove that the universal language problem is undecidable for TPNs.
Then we have addressed the expressiveness problem for weak time bisimilarity.
We have proved that TA are strictly more expressive than bounded TPNs and
given a subclass of TA expressively equivalent to TPN “à la Merlin”.

Further work will consist in characterizing exactly the subclass of TA equiv-
alent to TPN w.r.t. timed bisimilarity.
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