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In this talk we will discuss recent work on the modeling and algorithmic analysis
of systems involving recursion and probability. There has been intense activity
recently in the study of such systems [2,3,10,11,13,14,15,16,17]. The primary
motivation comes from the analysis of probabilistic programs with procedures.
Probability can arise either due to randomizing steps in the program, or it may
reflect statistical assumptions on the behaviour of the program, under which we
want to investigate its properties.

Discrete-time, finite state Markov chains have been used over the years in a
broad range of applications to model the evolution of a variety of probabilistic
systems. Markov Decision Processes are a useful model for control optimiza-
tion problems in a sequential stochastic environment that combines probabilistic
and nonprobabilistic aspects of system behavior [28,19,18]. These models have
also been used extensively in particular to model probabilistic programs with-
out procedures and to analyze their properties [7,8,24,27,33]. In the presence
of recursive procedures, a natural model for probabilistic programs is Recur-
sive Markov Chains (RMCs): Informally, a RMC consists of a collection of finite
state component Markov chains that can call each other in a potentially recursive
manner [13]. An equivalent model is probabilistic Pushdown Automata (pPDA)
[10]. These models are essentially a succinct, finite representation of an infinite
state Markov chain, which captures the global evolution of the system.

More generally, if some steps of the program/system are probabilistic while
other steps are not, but rather are controllable by the designer or the envi-
ronment, then such a system can be naturally modeled by a Recursive Markov
Decision Process (RMDP) or a Recursive Simple Stochastic Game (RSSG)[15].
In a RMDP all the nonprobabilistic actions are controlled by the same agent
(the controller or the environment), while in a RSSG, different nonprobabilistic
actions are controlled by two opposing agents (eg. some by the designer and
some by the environment).

Some types of recursive probabilistic models arise naturally in other contexts
and have been studied earlier, some even before the advent of computer science.
Branching processes are an important class of such processes [21], introduced first
by Galton and Watson in the 19th century to study population dynamics, and
generalized later on in the mid 20th century to the case of multitype branching
processes by Kolmogorov and developed further by Sevastyanov [23,31]. They
have been applied in a wide variety of contexts such as population genetics [22],
models in molecular biology for RNA [30], and nuclear chain reactions [12]. An-
other related model is that of stochastic context-free grammars which have been
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studied extensively since the 1970’s especially in the Natural Language Process-
ing community (see eg. [25]). In a certain formal sense, multitype branching
processes and stochastic context-free grammars correspond to a subclass of re-
cursive Markov chains (the class of “single-exit RMCs”, where each component
Markov chain has a single exit state where it can terminate and return control
to the component that called it).

Recursive Markov chains, and their extension to Recursive Markov Decision
Processes and Simple Stochastic Games, have a rich theory. Their analysis in-
volves combinatorial, algebraic, and numerical aspects, with connections to a
variety of areas, such as the existential theory of the reals [5,29,4], multidimen-
sional Newton’s method, matrix theory, and many others. There are connections
also with several well-known open problems, such as the square root sum prob-
lem [20,32] (a 30-year old intriguing, simple problem that arises often in the
numerical complexity of geometric computations, and which is known to be in
PSPACE, but it is not known even whether it is in NP), and the value of simple
stochastic games [6] and related games, which are in NP∩coNP, but it is not
known whether they are in P.

In this talk we will survey some of this theory, the algorithmic results so far,
and remaining challenges.
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