


Lecture Notes in Computer Science 3828
Commenced Publication in 1973
Founding and Former Series Editors:
Gerhard Goos, Juris Hartmanis, and Jan van Leeuwen

Editorial Board

David Hutchison
Lancaster University, UK

Takeo Kanade
Carnegie Mellon University, Pittsburgh, PA, USA

Josef Kittler
University of Surrey, Guildford, UK

Jon M. Kleinberg
Cornell University, Ithaca, NY, USA

Friedemann Mattern
ETH Zurich, Switzerland

John C. Mitchell
Stanford University, CA, USA

Moni Naor
Weizmann Institute of Science, Rehovot, Israel

Oscar Nierstrasz
University of Bern, Switzerland

C. Pandu Rangan
Indian Institute of Technology, Madras, India

Bernhard Steffen
University of Dortmund, Germany

Madhu Sudan
Massachusetts Institute of Technology, MA, USA

Demetri Terzopoulos
New York University, NY, USA

Doug Tygar
University of California, Berkeley, CA, USA

Moshe Y. Vardi
Rice University, Houston, TX, USA

Gerhard Weikum
Max-Planck Institute of Computer Science, Saarbruecken, Germany



Xiaotie Deng Yinyu Ye (Eds.)

Internet
and Network
Economics

First International Workshop, WINE 2005
Hong Kong, China, December 15-17, 2005
Proceedings

13



Volume Editors

Xiaotie Deng
City University of Hong Kong, Department of Computer Science
83 Tat Chee Avenue, Kowloon Tong, Hong Kong SAR, China
E-mail: csdeng@cityu.edu.hk

Yinyu Ye
Stanford University, Department of Management Science and Engineering
Stanford, CA 94305, USA
E-mail: yinyu-ye@stanford.edu

Library of Congress Control Number: 2005937068

CR Subject Classification (1998): H.4, K.4.4, J.1, H.3, H.2, K.6.5

ISSN 0302-9743
ISBN-10 3-540-30900-4 Springer Berlin Heidelberg New York
ISBN-13 978-3-540-30900-0 Springer Berlin Heidelberg New York

This work is subject to copyright. All rights are reserved, whether the whole or part of the material is
concerned, specifically the rights of translation, reprinting, re-use of illustrations, recitation, broadcasting,
reproduction on microfilms or in any other way, and storage in data banks. Duplication of this publication
or parts thereof is permitted only under the provisions of the German Copyright Law of September 9, 1965,
in its current version, and permission for use must always be obtained from Springer. Violations are liable
to prosecution under the German Copyright Law.

Springer is a part of Springer Science+Business Media

springer.com

© Springer-Verlag Berlin Heidelberg 2005
Printed in Germany

Typesetting: Camera-ready by author, data conversion by Scientific Publishing Services, Chennai, India
Printed on acid-free paper SPIN: 11600930 06/3142 5 4 3 2 1 0



Preface 

WINE 2005, the First Workshop on Internet and Network Economics (WINE 2005), 
took place in Hong Kong, China, December 15-17, 2005. The symposium aims to 
provide a forum for researchers working in Internet and Network Economic 
algorithms from all over the world. The final count of electronic submissions was 
372, of which 108 were accepted. It consists of the main program of 31 papers, of 
which the submitter email accounts are: 10 from edu (USA) accounts, 3 from hk 
(Hong Kong), 2 each from il (Isreal), cn (China), ch (Switzerland), de (Germany), jp 
(Japan), gr (Greece), 1 each from hp.com, sohu.com, pl (Poland), fr (France), ca 
(Canada), and in (India). In addition, 77 papers from 20 countries or regions and 6 
dot.coms were selected for 16 special focus tracks in the areas of Internet and 
Algorithmic Economics; E-Commerce Protocols; Security; Collaboration, Reputation 
and Social Networks; Algorithmic Mechanism; Financial Computing; Auction 
Algorithms; Online Algorithms; Collective Rationality; Pricing Policies; Web Mining 
Strategies; Network Economics; Coalition Strategies; Internet Protocols; Price 
Sequence; Equilibrium. We had one best student paper nomination: “Walrasian 
Equilibrium: Hardness, Approximations and Tracktable Instances” by Ning Chen and 
Atri Rudra.  

We would like to thank Andrew Yao for serving the conference as its Chair, with 
inspiring encouragement and far-sighted leadership. We would like to thank the 
International Program Committee for spending their valuable time and effort in the 
review process. We would like to thank the two invited speakers, Ehud Kalai and 
Christos Papadimitriou, for offering their insightful views of the emerging field. We 
would also like to thank the Organizing Committee for their services.  

Finally, we owe our success to the generosity of our financial sponsors: K. C. 
Wong Education Foundation and Hong Kong Pei Hua Education Foundation Ltd. We 
also owe our success to the financial support and the clerical support of the 
Department of Computer Science, City University of Hong Kong.  
 
December 2005 

Xiaotie Deng 
                                                                                                                      Yinyu Ye 
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Recent Developments in Equilibria Algorithms�

Christos Papadimitriou

Department of EECS, UC Berkeley, USA
christos@cs.berkeley.edu

Nash proved in 1951 that every game has a mixed Nash equilibrium [6]; whether
such an equilibrium can be found in polynomial time has been open since that
time. We review here certain recent results which shed some light to this old
problem.

Even though a mixed Nash equilibrium is a continuous object, the problem
is essentially combinatorial, since it suffices to identify the support of a mixed
strategy for each player; however, no algorithm better than exponential for doing
so is known. For the case of two players we have a simplex-like pivoting algorithm
due to Lemke and Howson that is guaranteed to converge to a Nash equilibrium;
this algorithm has an exponential worst case [9]. But even such algorithms seem
unlikely for three or more players: in his original paper Nash supplied an example
of a 3-player game, an abstraction of poker, with only irrational Nash equilibria.

When the number of players is large, complexity questions become moot be-
cause the input is exponential: nsn numbers representing player utilities are
needed to specify a game with n players and s strategies per player. Such games
are computationally meaningful only if they can be represented succinctly. In-
deed, several succinct representations of games have been proposed, chief among
which are the graphical games [5]. In a graphical game players are the nodes of
a graph, and the utility of a player depends only on the actions of the players
that are adjacent to it on the graph. Thus, if the graph is of bounded degree, the
input is polynomial in the number of players and strategies. For such games it
was recently shown [8] that correlated equilibria (a relaxation of Nash’s concept
that is tractable in the normal-form representation by linear programming) can
be computed in polynomial time.

In a recent paper [3] we showed that the problem of finding a Nash equilibrium
in bounded-degree graphical games is equivalent to the same problem in normal-
form games, and in fact normal-form games with four players are completely
general in this respect. The key insight in these reductions are certain “gadgets,”
4-player games simulating arithmetical operations.

Nash’s existence proof relies on Brouwer’s fixpoint theorem, another noto-
riously non-constructive result for which we do have evidence of intractability
[4, 7, 1]. Is this reliance inherent? This is a restatement of the question of the com-
plexity of the mixed Nash equilibrium problem. In a recent paper with Costas
Daskalakis and David Goldberg [2] we use the arithmetical gadgets of [3], among
other ideas, to provide an affirmative answer to this question: Mixed Nash equi-
libria in a game with 4 players (equivalently, a graphical game of degree 3) can

� Research supported by an NSF ITR grant, and by a grant from Microsoft Research.
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simulate arbitrary Brouwer fixpoints. Hence, finding a mixed Nash equilibrium
is PPAD-complete [7]— the appropriate evidence of intractability for this com-
plexity level.

We conjecture that the 3-player case is also intractable, while the 2-player
one is polynomial.
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Abstract. The sensitivity of Nash equilibrium to strategic and infor-
mational details presents a difficulty in applying it to games which are
not fully specified. Structurally-robust Nash equilibria are less sensitive
to such details. Moreover, they arise naturally in important classes of
games that have many semi-anonymous players. The paper describes
this condition and its implications.

1 Introduction

Deciding whether to attend WINE 2005 is a participation game, where players’
payoffs depend on the participation choices of others. But like many other games,
it is only partially specified. It is known that players may go to a web site and
click in their choice before some deadline, but it is not known in what order they
will move, what information they will have, who may make agreements with
whom, etc., etc.

Equilibrium analysis of a partially-specified game forces the analyst to make-
up all the missing details. But since equilibrium predictions are often sensitive
to such details, the analyst’s predictions are often unreliable.1

Equilibria that are structurally robust, as described in this paper, are less
sensitive to many game specifics.2 As such, they offer a partial resolution to
the difficulty above. The analyst can compute the equilibrium of a game with a
minimal structure (simultaneous-one-move play), and be assured that it remains
equilibrium no matter what the missing details are.

Structural robustness is a strong property that fails in the equilibria of most
games. But as discussed in this paper, in games with many semi-anonymous
players all the equilibria are structurally robust.3

1 This high level of sensitivity is well known to researchers and users of game the-
ory. Even small modifications, such as allowing the players to make meaningless
cheap-talk announcements, may drastically alter the equilibrium of the game, see
for example Crawford and Sobel (1982).

2 Other notions of robustness and structural robustness were proposed in economics.
We refer the reader to Hansen and Sargent (2001) for some examples. An earlier
weaker notion of structural stability was introduced in Kalai (2004) under the name
of extensive robustness.

3 Positive results about large games were obtained earlier in the cooperative-games
literature, see Aumann and Shapley (1974) for a survey.

X. Deng and Y. Ye (Eds.): WINE 2005, LNCS 3828, pp. 3–13, 2005.
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In addition to dealing with partially specified games, structural robustness has
other important implications, even in fully specified games. For better or worse,
an equilibrium with this property is more persistent, it self-purifies, has a strong
ex-post Nash property, can be used to model a small-world game embedded in a
larger game, and has a strong rational-expectations property in market games.

2 Definition of Structural Robustness

Starting with an n-person simultaneous-one-move game, we first describe a large
number of variations on how the game may be played. Such variations allow
for sequential (instead of simultaneous) moves, multiple opportunities to revise
earlier choices, information transmission, commitments, delegations, etc. The
eventual purpose is to identify equilibrium as being structurally robust, if it
survives under all such variations.

2.1 Metagames

To describe a variation of the simultaneous move game, G, we introduce the
notion of a metagame of G. The concept is natural and straight forward but
the formal notations are cumbersome.4 For this reason, it is better to explain
it through a couple of simple examples.

Consider first a 2-person Match Pennies game (MP for short) with player 1
being a male who wishes to match his opponent, and player 2 being a female who
wishes to mismatch her opponent.5 The play of the game has the four possible
H-P pairs, (H,H), (H,T), (T,H), (T,T), with the corresponding payoffs, (1,-1),
(-1,1), (-1,1), (1,-1). A metagame of MP is any m-person perfect-recall extensive
game M that has exactly one of the four H-P pairs above associated with every
one of its final nodes. In other words, every play of M yields a play of MP.

Condition 1 Preservation of strategies and payoffs: We restrict ourselves
to metagames that satisfy three properties. First, the players of the metagame
include all the original players of the underlying game MP.

Second, any of the original MP players has metagame strategies that guarantee
him, in the metagame, the same pure choices that he has in MP. For example,
since player 1 can choose H in MP, he should have a metagame strategy that
guarantees him (no matter what strategies are used by the opponents) to end up
(with probability one) at a final node in which his label is H (the associate pair
being (H,H) or (H,T)).

Third, the metagame must preserve the original payoffs in the sense that at
every final node of M, the payoffs of the original players are the same as their
payoffs in MP. For example, if the metagame ends at a final node with the
associate pair (H,H) then the payoffs of players 1 and 2 are (1,-1).

4 As is the case for most formal models that involve extensive form games.
5 Simultaneously, each one of them chooses either H or T. If the choices match, she

pays him 1; it they mismatch, he pays 1 to her.
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Three simple examples of metagames of MP that preserve strategies and pay-
offs are the following.

Example 1. Sequential-play metagame: player 1 moves first and chooses H
or T, player 2 moves second and chooses H or T after being informed of the
choice of player 1. The associated pair at a final node consists of the pair of
sequential choices made on the path leading to it, and the payoffs are the MP
payoffs defined at this pair.

Example 2. Metagame with revisions: simultaneously each of the two players
chooses H or T; then, after being informed of the pair of choices, simultaneously
they each choose H or T again. The associated pair at every final node of the
metagame consists of the choices made in the second round, and the payoffs are
the MP payoffs defined at this pair.

Example 3. Metagame with an outsider setting the rules: player 3, the
rule setter, moves first and decides whether the game will be played simulta-
neously, sequentially, or simultaneously with revisions. After being informed of
his choice, the original players play according to the rule chosen by him and
receive the appropriate payoffs. The metagame preserves strategies and payoffs,
no matter what payoffs are assigned to the outsider (the rule setter) at the final
nodes.

As the reader should be able to see, one can construct a large number of inter-
esting metagames that preserves strategies and payoffs.

2.2 Metaversions of Strategies

To require that an equilibrium ”survive in all metagames,” we first must clarify
how a strategy of the simultaneous move game is played in a given metagame.
This can be done easily due to the requirement that the metagame preserve
strategies.

For example, consider the .50-.50 H-T mixed strategy of player 1 (he chooses
H or T with equal probability in MP) and consider the metagame with a rule
setter.

Let ψ1 be the metagame mixed strategy in which player 1 chooses with equal
probabilities one of the following two pure strategies: (1) he chooses H in every
one of his information sets in the metagame, or (2) he chooses T in every one of
his information sets in the metagame. This strategy guarantees that he ends up
with an H (with probability .50) or guarantees that he ends up with a T (with
probability .50).6

6 This is stronger than simply guaranteeing a .50-.50 outcome on H or T. For exam-
ple, consider a metagame that starts with nature moving left or right with equal
probabilities, and players 1 and 2 follow with a simultaneous choice of H or T after
observing nature’s choice. To choose H after nature moves left and T after nature
moves right is a strategy that guarantees player 1 .50-.50 probabilities over a final
label of H or T. But this strategy cannot be decomposed into a .50-.50 lottery over
one strategy that guarantees him H and one strategy that guarantees him T.
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When such is the case we say that ψ1 is a metaversion of the .50-.50 H-T
mixed strategy. However, there are additional metaversions of the .50-.50 H-T
mixed strategy. For example, player 1 may mix over the following two pure
metagame strategies: (1) he chooses H in every one of his metagame information
sets, or (2) he chooses T in every one of his metagame information sets except
for the first round of the subgame with revisions where he chooses H.

Having defined metaversions of individual strategies, we can define metaver-
sions of strategy profiles. For example, the strategy profile (ψ1, ψ2, ψ3) in the
metagame with a ruler is a metaversion of the strategy profile (σ1, σ2) in MP,
if ψ1 is a metaversion of σ1 and ψ2 is a metaversion of σ2 (outsiders’ strategies
are not restricted).

2.3 Structural Robustness

An equilibrium σ of the simultaneous move game is structurally robust, if it is
an equilibrium in every metagame that preserves strategies and payoffs. This
means that no matter what metagame is played, in every metaversion of σ the
strategies of the original players are best response.

For example, for an equilibrium σ = (σ1, σ2) of MP to be structurally robust,
the metaversions of σ must be optimal in every metagame of MP. If in the
metagame with a ruler, for example, ψ = (ψ1, ψ2, ψ3) is a metaversion of σ, then
ψ1 and ψ2 must be a best response strategies of player 1 and player 2 respectively
(ψ3 is not restricted).

We may think of σ as being a uniform Nash equilibrium in every metagame,
since any metaversions of (σ1, σ2) are optimal no matter what the strategies of
the outsiders are.7

It is easy to see that MP has no structurally robust equilibrium. Since the
underlying game is always a metagame of itself, any structurally robust equilib-
rium must be equilibrium of the underlying game itself. Thus the only candidate
for structural robustness in MP is the profile consisting of the pair of .50-.50 H-T
mixed strategies. But this pair fails to be an equilibrium in the sequential play
metagame for example. Randomly choosing H or T is no longer a best reply of
the follower since she is better off mismatching player 1’s observed choice.

2.4 Approximate Structural Robustness

The existence difficulty becomes less sever when the number of players is large.
Consider a generalized Match Pennies game that consists of n males and n
females, 2nMP. Simultaneously, they each choose H or T. A male’s payoff
is the proportion of females his choice matches and a female’s payoffs is the
proportion of males she mismatches. The .50-.50 H-T profile of mixed strategies
is an equilibrium that turns out to be highly structurally robust when n is large.
In the sequential-play metagame with all the males moving first, for example,
7 Using the standard fixed point method, for every structurally robust σ and every

metagame, every metaversion of σ can be completed to a metagame profile in which
all the players (including the outsiders) best respond.
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when the females turn to choose comes up, the distribution of male choices will
be nearly one half H’s and one half T’s with probability close to one. Thus
randomly choosing between H and T is nearly optimal for every female. (Using
Chernoff bounds, for any ε > 0 the probability that the proportion of H-choosing
males be outside the .50 ± ε range goes down to zero at an exponential rate in
the number of males).

The above observation motivates an approximate definition of being (ε, ρ)
structurally robust. For a given pair of such non negative numbers we require
that the equilibrium of the simultaneous move game be (ε, ρ) Nash equilibrium
in every metagame that preserves strategies and payoffs. Being (ε, ρ) Nash
equilibrium means that the event ”following a play path along which some player
can improve his payoff at some information set by more than ε” has probability
of at most ρ.8

2.5 Generalization to Bayesian Games

Due to their wide applicability, it is important to generalize the above notions
to simultaneous-one-move Bayesian games.9 The generalizations are straight
forward, as illustrated by the following example of an n-person Bayesian MP
game (BMP for short).

Every player i is randomly drawn to be a male or a female type according to
commonly known individual prior probabilities. Before they make any choices,
everyone is informed (only) of his own realized type. Next, simultaneously, each
of the n players chooses H or T. Every player’s payoff is a function of his type, his
choice, and the distribution of types and choices of his opponents. For example, a
male’s (type) payoff may be the proportion of females (female types) his choice
matches and afemale’s payoff may be the proportion of males she mismatches.

A metagame of BMP is again any m-person perfect recall extensive form
game with an n-tuple of H-T’s associated with each of its final nodes. But to
be compatible with the underlying Bayesian game, it must start with a move
of nature, where the types of the individual players are drawn with the same
distribution as in BMP, and with every player being informed of his own realized
type prior to the start of play.

An equilibrium of BMP is (ε, ρ) structurally robust if it remains an (ε, ρ) Nash
equilibrium in every metagame of BMP that preserves strategies and payoffs.

3 Main Result

To keep the presentation simple, we restrict ourselves to games in which player
types are restricted to be called male or female and player actions are restricted
to be called H or T. These particular names of types and actions are not im-
portant, nor is the fact that there are only two types and two actions. It is
important however, that there is a finite number of each.
8 See Kalai (2004) for elaboration.
9 See Harsanyi (1967/68).
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Consider a family of games F that includes for every n = 1, 2, ... many n
person games (could even be uncountably many games for every n). Every n-
person game Gn ∈ F is described by a collection of n pairs Gn = (τi, ui)n

i=1
having the following interpretation. The non negative number τi is the proba-
bility that player i is a male type (male for short) and 1 − τi is the probability
that player i is a female type (female for short). It is assumed that types are
drawn independently across players.

The payoff function of every player i, ui, is anonymous in the sense that it
may depend only on aggregate data of player i’s opponents. More formally
ui : (ti, ai, e−i) �−→ r ∈ [0, 1], where ti = male or female, ai = H or T , and
e−i = (em,H , em,T , ef,H , ef,T ) describes the proportions of opponents type-choice
combinations. For example em,H describes the proportion of player i’s opponents
who are males who choose H .

We assume also that the collection of all payoff functions (consisting of all the
functions ui’s from all the games in F) is uniformly equicontinuous.

Theorem 1. Structural Robustness. Given the family F above and an ε >
0, there are positive constants α and β, β < 1, such that for every n person game
in the family all the equilibria are (ε, αβn) structurally robust.

This theorem is a generalization of a theorem in Kalai (2004). Even though
the result is substantially stronger, the proof is similar and is therefore omitted
(it requires that the number of player types and possible actions be uniformly
bounded by finite numbers. This could possibly be replaced by assumptions of
continuity and compactness).

3.1 Some Clarifications

The anonymity imposed on the individual payoff functions is far from being full
anonymity, since players may have individual payoff functions and individual
prior distributions over types. While this already means that the players are
not anonymous individuals, it even breaks some of the anonymity in the payoff
functions.

For example, we may have a formulation that includes a type whose name is
Mr.Jones, and in a certain game only player 1 is the Mr.Jones type (he has
prior probability one of being so and every other player has probability zero of
being so). Now, while the players payoffs are anonymous in the technical sense
formulated above, the payoffs of the players may depend on the action of player
1 in a non symmetric way. For example player 2 payoff may depend entirely
on the distribution of actions chosen by MrJones types, thus making player 2
payoff be a function of player 1’s action. This method of breaking anonymity is
only partial, however, since we can accommodate only finitely many types and
the number of players becomes infinite.

Another consequence of the individualized payoff functions and prior prob-
abilities is that the family of games above may contain many games that are
drastically different from the Match Pennies game that we started with. For
example, it may contain two players, both female type with probability one, and
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each has a payoff function that is one if and only if she matches the opponent.
This is a pure coordination game.

The Bayesian aspect of the formulation allows for interesting games. For
example player 1 may be a female who wishes to match, but player 2 may have a
positive prior operability of being a male who wishes to mismatch and a positive
prior probability of being a female who wishes to match. Thus, player 1 may not
know exactly whether he is in a coordination game or a match pennies game.

In a similar way, the family may contain prisoners’ dilemma games of various
sizes. When we allow n types, all n person payoff functions can be accommo-
dated.

4 Implications

4.1 Partially Specified Games

In what sense does the above theorem help the modeling of a partially specified
game? The analyst may write such a game with a minimal structure, as a
simultaneous one-move game, and compute its equilibrium. This equilibrium
will survive even if the structure is made richer.

For example, in a large anonymous participation game, where the choice of
every player is whether or not to participate in an event, the analyst may write
the game where simultaneously every player decide whether to participate or not,
and compute its equilibrium. The structural robustness theorem implies that
this equilibrium will be sustained no matter how the simultaneous move and
informational assumptions are changed. So even if choices are made sequen-
tially, private and public messages being transmitted according to any dynamic
stochastic process, players are allowed to repeatedly revise earlier choices, play-
ers are allowed to interact and make use of outsiders, under all such possibilities
the computed equilibrium is not destroyed.

However, the resolution is only partial. While all the equilibria of the
simultaneous-one-move game are sustained in all extensive metagames, each
metagame may have additional equilibria that are not present in the simultane-
ous one-move game. This puts us into another typical difficulty of game theory,
namely multiplicity of equilibria. Whether one equilibrium will be sustained
over others depends on focal point and related considerations.

The simultaneous-one-move equilibria have an added advantage over the oth-
ers: they are the only equilibria present in the intersection of all metagames,
since the simultaneous one-move game is one of the metagames of itself.

4.2 Ex-post Stability

The structural robustness property implies other game theoretic properties of
the equilibrium. One important consequence is strong ex-post stability (also
known as ex-post Nash).10 This means that after the game is over, even with
10 See Cremer and McLean (1985), Green and Laffont (1987) and follow up literatures,

for earlier (weaker) versions of the concept.
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(full or partial) hind-sight information about the types and choices of the others,
no player has incentive to change (or regrets) the choice he made.

A vector of types and actions is ε ex-post Nash if for every player and for
every outcome of the game, even with perfect hind-sight information about the
realized types and selected actions of all his opponents, the player cannot gain
an ε-improvement in his payoff by a unilateral change of his own action.

An equilibrium is (ε, ρ) ex-post Nash if the probability of ending up with a
vector of types and actions which is ε ex-post Nash is at least 1 − ρ.

To see that (ε, ρ) structural robustness implies (ε, ρ) ex-post Nash consider
the metagame with revision discussed earlier (they play the one shot game once,
observe everybody’s realized types and choices, and get to revise their choices in
a second round). For any equilibrium of the simultaneous move game, consider
the following metaversion. Play the equilibrium in the first round, with no
revisions in the second round. The structural robustness property implies that
this metaversion of the equilibrium is an equilibrium of the metagame with
revision. This, however, is equivalent to being ex-post Nash (also in the (ε, ρ)
adjusted senses of both).

The ex-post stability is stronger than just described, because it holds even
for partial information. It may be that no player can improve his payoff by
more than ε when given complete information about the types and choices of
his opponents, but he can improve his expected payoff by more than ε when he
conditions on partial information about his opponents. Being strongly (ε, ρ) ex-
post Nash means that this is not the case. No matter what hind-sight (perfect
or imperfect) information is given to individual players, with probability at least
1 − ρ no one can improve his expected payoff by more than ε by a unilateral
change of his selected action.

4.3 Self Purification

The ex-post Nash property may alternatively be viewed as a property of self
purification. Starting with Schmeidler (1973), there is a large literature showing
that large anonymous games have pure strategy Nash equilibrium. Schmeidler’s
paper starts by proving the existence of ”mixed strategies” equilibrium, and
then proving that he can purify it, i.e., replace the mixed strategies by pure ones
without destroying the equilibrium property.

But when an equilibrium is (fully) ex-post Nash (in the sense defined in this
paper), the profiles of pure strategies that can be generated by its play must all
be Nash equilibria of the game. In other words, there is no need to purify the
equilibrium since it purifies itself (through laws of large numbers).

And going beyond the purification literature of Schmeidler (which studies only
simultaneous-move normal-form games), self purification holds for
simultaneous-move Bayesian games. The play of any Bayesian equilibrium which
is ex-post Nash must generate, for every vector of realized types, a profile of pure
actions which is a Nash equilibrium of the normal-form game determined by the
realized types.
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There are some technical differences between the two approaches. Schmeidler
and follow up papers model large games by assuming a continuum of players,
while the current paper models it asymptotically by letting the number of play-
ers grow to infinity. A difficulty in Schmeidler’s model is that mixed strategy
profiles are hard (border line impossible) to define, since they involves a contin-
uum of independent mixed strategies. A limitation of the current paper is that
the full ex-post Nash property holds only in the limit. The reader may verify
though, that the approximate notion of (ε, ρ) ex-post Nash gives rise to a natural
approximate notion of self purification which becomes fully so in the limit.

4.4 Small World in a Bigger Game

Game theorists model games in isolation, ignoring strategic and informational
spillovers between the game and the outside world in which the game is played.
This often leads to incorrect analysis since such spillovers can easily destroy
equilibria of the isolated game. It is therefore important to identify conditions
under which an equilibrium persist, even when embedded in a bigger world.

Since metagames allow additional players, additional actions, back and forth
communication and the like, they provide a model of a bigger world in which
the underlying game may be embedded. Moreover, the condition of structural
robustness is precisely the one that guarantees the survival of the equilibrium
under such embedding. This makes the sufficient-conditions for structural ro-
bustness important in the discussion of the embedding issue.

Clearly, the requirement that the metagame preserve strategies and payoffs
limits the scope of possible embeddings. But it is important to note that if the
outside world in which the isolated game is played does not preserve its strategies
and payoffs, then the isolated game should not be studied in the first place. It
is simply not the game that exists in reality.

Assuming, therefore, the metagame does preserve strategies and payoffs, as a
general rule it still does not preserve the equilibria of the isolated game, unless
the isolated game is large as assumed in our model.

We may conclude that the equilibria of large semi-anonymous games are per-
severed when embedded in the outside world, provided that the embedding pre-
serve strategies and payoffs. We should keep in mind that while the equilibria
are preserved, the presence of the outside world may introduce new additional
equilibria, not identified by the analysis of the isolated game.

4.5 Implementation

Mechanism designers deal with games in which the natural equilibrium may be
inefficient, and aim to create new related games in which equilibria are efficient.
The new game has the same set of possible types outcomes as the original game,
but it is redesigned to have ”good incentives.” In the language of the cur-
rent paper, mechanism designers often replace an underlying ”bad game” by a
metagame, and by doing so they implement a better equilibrium.

To a significant extent the implementation literature studies the possible im-
provements that a mechanism designer may attain under various restrictions
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on the possible or permissible implementing metagame. The condition that a
metagame preserves strategies and payoffs is interesting in this regard. It means
that the designer cannot invade the options of the participants, by disallowing
them some choices or by modifying the consequences of the original choices.

Under this restriction, the structural robustness property has an interesting im-
plication, since it limits the ability of the mechanism designer to eliminate the bad
equilibrium. This means that he must resort to more subtle means of implementa-
tion. He can only hope to find a metagame in which the original bad equilibrium
becomes non appealing. For example, he may be able to construct a metagame in
which the original bad equilibrium involves the use of dominated strategies, or has
some other non appealing aspects from focal point considerations.

The observations above may be important to real-life policy makers and sys-
tem designers. Languages, measurement systems, and keyboard choices are ex-
amples illustrating that highly inefficient social equilibria are likely to persist
even despite social attempts to replace them by more efficient ones.

4.6 Rational Expectations

When restricting ourselves to market games, the strong ex-post Nash property of
structurally robust equilibrium implies that the equilibrium has a strong ratio-
nal expectations property.11 This may be illustrated by considering a Bayesian
version of a Shapley-Shubik game, where players of random types (represent-
ing possible initial endowments, information and preferences) submit, in a one-
simultaneous-move game, portions of their initial endowments to be traded in
the market. Final market prices are computed as a function of the submitted
quantities and net trades are executed by these final prices.12

In general, Nash equilibrium of such a game fails to satisfy the rational expec-
tations property economists expect from an equilibrium. This property requires
that every agent’s trade be optimal at the market prices, given his individual
type and the inference (bases on the observed prices) he may make about the
unknown types of the others. This cannot be expected to hold for the Shapley-
Shubik players since their strategies are based entirely on knowledge of their
individual parameters, without knowledge of the choices made by the others
(and the consequential market prices).

But an equilibrium which is strongly ex-post Nash turns out to automatically
satisfy the rational expectations property. Prices, in the Shapley-Shubik game,
are ex-post information. Thus, under a strong ex-post Nash condition, knowing
the prices gives no player incentives to revise his choices. This means that his
trade is optimal given knowledge of the prices in the same sense requited by
rational expectations.

The intuition is fairly straight forward. When the game has many traders,
with unknown types but known prior distributions over types, laws of large
numbers allow the traders to correctly anticipate the final market prices which
11 For examples of economic and game theoretic implications see Lucas (1972), Gross-

man and Stiglitz (1980), Jordan and Radner (1982) and Forge and Minelli (1998).
12 See Shapley and Shubik (1977) and Peck (2003).
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depends on aggregated data of the opponents. Therefore the ex-post Nash prop-
erty and the rational expectation property both hold.13

The fact that the ex-post Nash property is strong implies a strong rational
expectations property. The trade every player ends up with is optimal given
his information, any inference he may make through the realized prices, but also
any inference he may make from any other information he may acquire.
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Abstract. This paper studies the equilibrium property and algorith-
mic complexity of the exchange market equilibrium problem with more
general utility functions: piece-wise linear functions, which include Leon-
tief’s utility functions. We show that the Fisher model again reduces to
the general analytic center problem, and the same linear programming
complexity bound applies to approximating its equilibrium. However, the
story for the Arrow-Debreu model with Leontief’s utility becomes quite
different. We show that, for the first time, that solving this class of Leon-
tief exchange economies is equivalent to solving a known linear comple-
mentarity problem whose algorithmic complexity status remains open.

1 Introduction

This paper studies the equilibrium property and algorithmic complexity of the
Arrow-Debreu competitive equilibrium problem. In this problem, players go to
the market with initial endowments of commodities and utility functions. They
sell and buy commodities to maximize their individual utilities under a market
clearing price. Arrow and Debreu [1] have proved the existence of equilibrium
prices when utility functions are concave and commodities are divisible. From
then on, finding an efficient algorithm for computing a price equilibrium has
became an attractive research area; see [2, 4, 6, 7, 8, 9, 10, 15, 16, 17, 21, 22, 26].

Consider a special case of the the Arrow-Debreu problem, the Fisher exchange
market model, where players are divided into two sets: producer and consumer.
Consumers have money to buy goods and maximize their individual utility func-
tions; producers sell their goods for money. The price equilibrium is an assign-
ment of prices to goods so that when every consumer buys a maximal bundle of
goods then the market clears, meaning that all the money is spent and all the
goods are sold. Eisenberg and Gale [12, 13] gave a convex optimization setting to
formulate Fisher’s problem with linear utilities. They constructed an aggregated
concave objective function that is maximized at the equilibrium. Thus, finding
an equilibrium became solving a convex optimization problem, and it could be
obtained by using the Ellipsoid method or interior-point algorithms in polyno-
mial time. Here, polynomial time means that one can compute an ε-approximate
equilibrium in a number of arithmetic operations bounded by polynomial in n
and log 1

ε .
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It has turned out that the general Arrow-Debreu problem with linear utilities
is also equivalent to a convex optimization setting (see, e.g., Nenakhov and
Primak [20] and Jain [15]). The best arithmetic operation bound for solving the
Arrow-Debreu problem with linear utilities is O(n4 log 1

ε ); see [26]. Moreover, if
the input data are rational, then an exact solution can be obtained by solving
a system of linear equations and inequalities when ε < 2−L, where L is the bit
length of the input data. Thus, the arithmetic operation bound becomes O(n4L),
which is in line with the best complexity bound for linear programming of the
same dimension and size.

In this paper we deal more general utility functions: piece-wise linear func-
tions, which include Leontief’s utility functions. We show that the Fisher model
again reduces to the general analytic center model discussed in [26]. Thus, the
same linear programming complexity bound applies to approximating the Fisher
equilibrium with these utilities. We also show that the solution to a (pairing) class
of Arrow-Debreu problems with Leontief’s utility can be decomposed to solutions
of two systems of linear equalities and inequalities, and the price vector is the
Perron-Frobenius eigen-vector of a scaled Leontief utility matrix. Consequently,
if all input data are rational, then there always exists a rational Arrow-Debreu
equilibrium, that is, the entries of the equilibrium vector are rational numbers.
Additionally, the size (bit-length) of the equilibrium solution is bounded by the
size of the input data. This result is interesting since rationality does not hold
for Leontief’s utility in general. Perhaps more importantly, it also implies, for
the first time, that solving this class of Leontief’s exchange market problems is
equivalent to solving a known linear complementarity problem where its algo-
rithmic complexity status remains open.

2 The Fisher Equilibrium Problem

Without loss of generality, assume that there is 1 unit good from each producer
j ∈ P with |P | = n. Let consumer i ∈ C (with |C| = m) has an initial endowment
wi to spend and buy goods to maximize his or her individual linear substitution
utility:

ui(xi) = min
k

{uk
i (xi)}, (1)

where uk
i (xi) is a linear function in xij—the amount of good bought from pro-

ducer j by consumer i, j = 1, ..., n. More precisely,

uk
i (xi) = (uk

i )T xi =
∑
j∈P

uk
ijxij .

In particular, the Leontief utility function is the one with

uk
i (xi) =

xik

aik
, k = j ∈ P

for a given aik > 0, that is, vector uk
i is an all zero vector except for the kth

entry that equals 1/aik.
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We make the following assumptions: Every consumer’s initial money endow-
ment wi > 0, at least one uk

ij > 0 for every k and i ∈ C and at least one uk
ij > 0

for every k and j ∈ P . This is to say that every consumer in the market has
money to spend and he or she likes at least one good; and every good is val-
ued by at least one consumer. We will see that, with these assumptions, each
consumer can have a positive utility value at equilibria. If a consumer has zero
budget or his or her utility has zero value for every good, then buying nothing
is an optimal solution for him or her so that he or she can be removed from the
market; if a good has zero value to every consumer, then it is a “free” good with
zero price in a price equilibrium and can be arbitrarily distributed among the
consumers so that it can be removed from the market too.

For given prices pj on good j, consumer i’s maximization problem is

maximize ui(xi1, ..., xin)
subject to

∑
j∈P pjxij ≤ wi,

xij ≥ 0, ∀j.
(2)

Let x∗
i denote a maximal solution vector of (2). Then, vector p is called a Fisher

price equilibrium if there is x∗
i for each consumer such that∑

i∈C

x∗
i = e

where e is the vector of all ones representing available goods on the exchange
market.

Problem (2) can be rewritten as an linear program, after introducing a scalar
variable ui, as

maximize ui

subject to
∑

j∈P pjxij ≤ wi,

ui −∑
j∈P uk

ijxij ≤ 0, ∀k,

ui, xij ≥ 0, ∀j.

(3)

Besides (ui, xi) being feasible, the optimality conditions of (3) are

λipj −∑
k πk

i uk
ij ≥ 0, ∀j ∈ P∑

k πk
i = 1

λiwi = ui.
(4)

for some λi, πk
i ≥ 0.

It has been shown by Eisenberg and Gale [12, 11, 13] (independently later by
Codenotti et al. [3]) that a Fisher price equilibrium is an optimal Largrange
multiplier vector of an aggregated convex optimization problem:

maximize
∑

i∈C wi log ui

subject to
∑

i∈C xij = 1, ∀j ∈ P,
ui −∑

j∈P uk
ijxij ≤ 0, ∀k, i ∈ C,

ui, xij ≥ 0, ∀i, j.

(5)
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Conversely, an optimal Largrange multiplier vector is also a Fisher price equi-
librium, which can be seen from the optimality conditions of (5):

pj −∑
k πk

i uk
ij ≥ 0, ∀i, j

πk
i (
∑

j∈P uk
ijxij − ui) = 0, ∀i, k

xij(pj −∑
k πk

i uk
ij) = 0, ∀i, j

ui

∑
k πk

i = wi, ∀i.

(6)

for some pj , the Largarange multiplier of equality constraint of j ∈ P , and
some πk

i ≥ 0, the Largarange multiplier of inequality constraint of i ∈ C and k.
Summing the second constraint over k we have

wi =
∑

k

πk
i ui =

∑
k

πk
i

∑
j∈P

uk
ijxij =

∑
j∈P

(
xij

∑
k

πk
i uk

ij

)
, ∀i;

then summing the third constraint over j we have∑
j∈P

pjxij =
∑
j∈P

(
xij

∑
k

πk
i uk

ij

)
= wi.

This implies that xi from the aggregate problem is feasible for (3). Moreover,
note that πk

i in (6) equals πk
i /λi in (4). Thus, finding a Fisher price equilibrium

is equivalent to finding an optimal Largrange multiplier of (5).
In particular, if each uk

i (xi) has the Leontief utility form, i.e.,

uk
i (xi) =

xik

aik
, ∀k = j ∈ P

for a given aik > 0. Then, upon using ui to replace variable xij , the aggregated
convex optimization problem can be simplified to

maximize
∑

i wi log ui

subject to AT u ≤ e,
u ≥ 0;

(7)

where the Leontief matrix

A =

⎛⎜⎜⎝
a11 a12 ... a1n

a21 a22 ... a2n

... ... ... ...
am1 am2 ... amn

⎞⎟⎟⎠ and variable vector u =

⎛⎜⎜⎝
u1
u2
...
um

⎞⎟⎟⎠ . (8)

3 The Weighted Analytic Center Problem

In [26] the Eisenberg-Gale aggregated problem was related to the (linear) ana-
lytic center problem studied in interior-point algorithms

maximize
∑n

j=1 wj log(xj) (9)
subject to Ax = b,

x ≥ 0,
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where the given A is an m × n-dimensional matrix with full row rank, b is an
m-dimensional vector, and wj is the nonnegative weight on the jth variable.
Any x who satisfies the constraints is called a primal feasible solution, while any
optimal solution to the problem is called a weighted analytic center.

If the weighted analytic center problem has an optimal solution, the optimality
conditions are

Sx = w,
Ax = b, x ≥ 0,

−AT y + s = 0, s ≥ 0,
(10)

where y and s are the Largrange or KKT multipliers or dual variable and slacks
of the dual linear program:

min bT y subject to s = AT y ≥ 0,

and S is the diagonal matrix with slack vector s on its diagonals.
Let the feasible set of (9) be bounded and has a (relative) interior, i.e., has

a strictly feasible point x > 0 with Ax = b (clearly holds for problem (5) and
(7)). Then, there is a strictly feasible dual solution s > 0 with s = AT y for some
y. Furthermore, [26], based on the literature of interior-point algorithms (e.g.,
Megiddo and Kojima et al. [19, 18] and Güler [14]), has shown that

Theorem 1. Let A, b be fixed and consider a solution (x(w), y(w), s(w)) of (10)
as a mapping of w ≥ 0 with

∑
j wj = 1. Then,

– The mapping of Sn
++ = {x > 0 ∈ Rn : eT x = 1} to F++ = {(x > 0, y, s >

0) : Ax = b, s = AT y} is one-to-one, continuously and differentiable.
– The mapping of Sn

+ = {x ≥ 0 ∈ Rn : eT x = 1} to F+ = {(x ≥ 0, y, s ≥ 0) :
Ax = b, s = AT y} is upper semi-continuous.

– The pair (xj(w), sj(w)) is unique for any j ∈ W = {j : wj > 0}, and

x′
j(w)s′′j (w) = x′′

j (w)s′j(w) = 0, ∀j �∈ W

and for any two solutions (x′(w), y′(w), s′(w)) and (x′′(w), y′′(w), s′′(w)) of
(10).

From this theorem, we see that, in the Fisher equilibrium problem (5) or (7),
ui(w), the utility value of each consumer, is unique; but the price vector p(w)
can be non-unique.

In addition, a modified primal-dual path-following algorithm was developed
in [26], for computing an ε-solution for any ε > 0:

‖Sx − w‖ ≤ ε,
Ax = b, x ≥ 0,

−AT y + s = 0, s ≥ 0.
(11)

Theorem 2. The primal-dual interior-point algorithm solves the weight ana-
lytic center problem (9) in O(

√
n log(n max(w)/ε)) iterations and each iteration

solves a system of linear equations in O(nm2+m3) arithmetic operations. If Kar-
markar’s rank-one update technique is used, the average arithmetic operations
per iteration can be reduced to O(n1.5m).
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A rounding algorithm is also developed for certain types of problems possessing
a rational solution, and the total iteration bound would be O(

√
nL) and the

average arithmetic operation bound would be O(n1.5m) per iteration, where
L is the bit-length of the input data A, b, w. These results indicate, for the
first time, that the complexity of the Fisher equilibrium problem with linear
substitution utility functions is completely in line with linear programming of
the same dimension and size.

4 The Arrow-Debreu Equilibrium Problem

The Arrow-Debreu exchange market equilibrium problem which was first formu-
lated by Leon Walras in 1874 [24]. In this problem everyone in a population of
m players has an initial endowment of a divisible good and a utility function for
consuming all goods—their own and others. Every player sells the entire initial
endowment and then uses the revenue to buy a bundle of goods such that his or
her utility function is maximized. Walras asked whether prices could be set for
everyone’s good such that this is possible. An answer was given by Arrow and
Debreu in 1954 [1] who showed that such equilibrium would exist if the utility
functions were concave.

We consider a special class of Arrow-Debreu’s problems, where each of the
m = n players have exactly one unit of a divisible good for trade (e.g., see
[15, 26]), and let player i, i = 1, ..., m, bring good j = i and have the linear
substitution utility function of (1). We call this class of problems the pairing
class. The main difference between Fisher’s and Arrow-Debreu’ models is that, in
the latter, each player is both producer and consumer and the initial endowment
wi of player i is not given and will be the price assigned to his or her good i.
Nevertheless, we can still write a (parametric) convex optimization model

maximize
∑

i wi log ui

subject to
∑

i xij = 1, ∀j,
ui ≤ ∑

j uk
ijxij , ∀i, k,

ui, xij ≥ 0, ∀i, j,

where we wish to select weights wi’s such that an optimal Largrange multiplier
vector p equals w. It is easily seen that any optimal Largrange multiplier vector
p satisfies

p ≥ 0 and eT p = eT w.

For fixed uk
ij , consider p be a map from w. Then, the mapping is from Sn

+ to
Sn

+, and the mapping is upper semi-continuous from Theorem 1. Thus, there is
a w ∈ Sn

+ such that an Largrange multiplier vector p(w) = w from the Kakutani
fixed-point theorem (see, e.g., [22, 23, 25]). This may be seen as an alternative, re-
stricted to the case of the linear substitution utility functions, to Arrow-Debreu’s
general proof of the existence of equilibria.

We now focus on the Arrow-Debreu equilibrium with the (complete) Leontief
utility function:

uk
i (xi) =

xik

aik
, ∀k = j = 1, ..., m
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for a given aik > 0. Recall the parametric convex optimization model (7) where
the Leontief matrix A of (8) is a m × m positive matrix. Let p ∈ Rm be an
optimal Largrange multiplier vector of the constraints. Then, we have

ui

∑
j aijpj = wi ∀i, and pj(1 −∑

i aijui) = 0 ∀j,∑
i aijui ≤ 1 ∀j, and ui, pj ≥ 0 ∀i, j.

Thus, the Arrow-Debreu equilibrium p ∈ Rm, together with u ∈ Rm, satisfy

UAp = p,
P (e − AT u) = 0,

AT u ≤ e,
u, p ≥ 0,

(12)

where U and P are diagonal matrices whose diagonal entries are u and p, re-
spectively. The Arrow-Debreu theorem implies that nonzero p and u exist for
this system of equalities and inequalities, even in general case where A ≥ 0, that
is, some aik = 0 in the Leontief matrix.

5 Characterization of an Arrow-Debreu Equilibrium

If ui > 0 at a solution (u, p �= 0) of system (12), we must have pi > 0, that is,
player i’s good must be priced positively in order to have a positive utility value.
On the other hand, pi > 0 implies that

∑m
k akiuk = 1, that is, good i must

be all consumed and gone. Conversely, if pi > 0, we must have ui > 0, that is,
player i’s utility value must be positive. Thus, there is a partition of all players
(or goods) such that

B = {i : pi > 0} and N = {i : pi = 0}
where the union of B and N is {1, 2, ..., m}. Then, (u, p) satisfies

(UBABB)pB = pB,
AT

BBuB = e,
AT

BNuB ≤ e,
uB, pB > 0.

Here ABB is the principal submatrix of A corresponding to the index set B,
ABN is the submatrix of A whose rows in B and columns in N . Similarly, uB

and pB are subvectors of u and p with entries in B, respectively.
Since the scaled Leontief matrix UBABB is a (column) stochastic matrix

(i.e., eT UBABB = eT ), pB must be the (right) Perron-Frobenius eigen-vector
of UBABB . Moreover, ABB is irreducible because UBABB is irreducible and
uB > 0, and UBABB is irreducible because pB > 0. To summarize, we have

Theorem 3. Let B ⊂ {1, 2, ..., n}, N = {1, 2, ..., n} \ B, ABB be irreducible,
and uB satisfy the linear system

AT
BBuB = e, AT

BNuB ≤ e, and uB > 0.
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Then the (right) Perron-Frobenius eigen-vector pB of UBABB together with
pN = 0 will be an Arrow-Debreu equilibrium. And the converse is also true.
Moreover, there is always a rational Arrow-Debreu equilibrium for every such
B, that is, the entries of price vector are rational numbers, if the entries of A
are rational. Furthermore, the size (bit-length) of the equilibrium is bounded by
the size of A.

Our theorem implies that the players in block B can trade among them self
and keep others goods “free.” In particular, if one player likes his or her own
good more than any other good, that is, aii ≥ aij for all j. Then, ui = 1/aii,
pi = 1, and uj = pj = 0 for all j �= i, that is, B = {i}, makes an Arrow-Debreu
equilibrium. The theorem thus establishes, for the first time, a combinatorial
algorithm to compute an Arrow-Debreu equilibrium with Leontief’s utility by
finding a right block B �= ∅, which is actually a non-trivial complementarity
solution to a linear complementarity problem (LCP)

AT u + v = e, uT v = 0, 0 �= u, v ≥ 0; (13)

see, e.g., [5] for more references on LCP. If A > 0, then any complementarity
solution u �= 0 and B = {j : uj > 0} of (13) induce an equilibrium that is
the (right) Perron-Frobenius eigen-vector of UBABB, and it can be computed in
polynomial time by solving a linear equation. If A is not strictly positive, then
any complementarity solution u �= 0 and B = {j : uj > 0}, as long as ABB is
irreducible, induces an equilibrium. The equivalence between the pairing Arrow-
Debreu model and the LCP also implies that LCP (13) always has a comple-
mentarity solution u �= 0 such that ABB is irreducible where B = {j : uj > 0}.

The pairing class of Arrow-Debreu’s problems is a rather restrictive class of
problems. Consider a general supply matrix 0 ≤ G ∈ Rm×n where row i of G
represents the multiple goods brought to the market by player i, i = 1, ..., m.
The pairing model represents the case that G = I, the identity matrix, or G = P
where P is any permutation matrix of m × m.

What to do if one player brings two different goods? One solution is to copy
the same player’s utility function twice and treat the player as two players with
an identical Leontief utility function, where each of them brings only one type
of good. Then, the problem reduces to the pairing model. Thus, we have

Corollary 1. If all goods are different from each other in the general Arrow-
Debreu problem with Leontief ’s utility, i.e., each column of G ∈ Rm×n has ex-
actly one positive entry, then there is always a rational equilibrium, that is, the
entries of a price vector are rational numbers.

Now what to do if two players bring the same type of good? In our present
pairing class, they will be treated as two different goods, and one can set the
same utility coefficients to them so that they receive an identical appreciation
from all the players. Again, the problem reduces to the pairing class, which leads
to rationality. The difference is that now these two “same” goods may receive two
different prices; for example, one is priced higher and the other is at a discount
level. I guess this could happen in the real world since two “same” goods may
not be really the same and the market does have “freedom” to price them.
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6 An Illustrative Example

The rationality result is interesting since the existence of a rational equilibrium
is not true for Leontief’s utility in Fisher’s model with rational data, see the
following example converted in Arrow-Debreu’s setting, with three consumers
each of whom has 1 unit money (the first good) and two other goods (the second
and third) brought by a seller (the fourth player) who is only interested in money,
adapted from Codenotti et al. [3] and Eaves [9].

A =

⎛⎜⎜⎝
0 1 1

2
0 1

2 1
0 1

4
1
5

1 0 0

⎞⎟⎟⎠ and G =

⎛⎜⎜⎝
1 0 0
1 0 0
1 0 0
0 1 1

⎞⎟⎟⎠ .

There is a unique equilibrium for this example, where the utility values of the
three consumers are u∗

1 = 2
3
√

3
, u∗

2 = 1
3 + 1

3
√

3
, u∗

3 = 10
3 − 10

3
√

3
, and the utility

value of the seller u∗
4 = 3. The equilibrium price for good 1 (money) is p∗1 = 1,

and for other two goods are p∗2 = 3(
√

3 − 1), and p∗3 = 3(2 − √
3).

However, if we treat the money from each consumer differently, that is, let

A =

⎛⎜⎜⎝
0 0 0 1 1

2
0 0 0 1

2 1
0 0 0 1

4
1
5

1 1 1 0 0

⎞⎟⎟⎠ and G =

⎛⎜⎜⎝
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 1

⎞⎟⎟⎠ .

Then, there are multiple rational equilibria and here are a few:

1. B = {1, 4}, with u∗
1 = u∗

4 = 1 and p∗1 = p∗4 = 1, and u∗
2 = u∗

3 = p∗2 = p∗3 =
p∗5 = 0;

2. B = {2, 5}, with u∗
2 = u∗

4 = 1 and p∗2 = p∗5 = 1, and u∗
1 = u∗

3 = p∗1 = p∗3 =
p∗4 = 0;

3. B = {3, 4}, with u∗
3 = 4 and u∗

4 = 1 and p∗3 = p∗4 = 1, and u∗
1 = u∗

2 = p∗1 =
p∗2 = p∗5 = 0;

4. B = {1, 2, 3, 4, 5}, with an equilibrium u∗
1 = 11

30 , u∗
2 = 31

60 , u∗
3 = 3

2 , u∗
4 = 1,

p∗1 = 66
80 , p∗2 = 93

80 , p∗3 = 81
80 and p∗4 = p∗5 = 3

2 , .
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Abstract. We provide the first strongly polynomial time exact com-
binatorial algorithm to compute Fisher equilibrium for the case when
utility functions do not satisfy the Gross substitutability property. The
motivation for this comes from the work of Kelly, Maulloo, and Tan [15]
and Kelly and Vazirani [16] on rate control in communication networks.
We consider a tree like network in which root is the source and all the
leaf nodes are the sinks. Each sink has got a fixed amount of money
which it can use to buy the capacities of the edges in the network. The
edges of the network sell their capacities at certain prices. The objec-
tive of each edge is to fix a price which can fetch the maximum money
for it and the objective of each sink is to buy capacities on edges in
such a way that it can facilitate the sink to pull maximum flow from
the source. In this problem, the edges and the sinks play precisely the
role of sellers and buyers, respectively, in the Fisher’s market model. The
utility of a buyer (or sink) takes the form of Leontief function which is
known for not satisfying Gross substitutability property. We develop an
O(m3) exact combinatorial algorithm for computing equilibrium prices
of the edges. The time taken by our algorithm is independent of the val-
ues of sink money and edge capacities. A corollary of our algorithm is
that equilibrium prices and flows are rational numbers. Although there
are algorithms to solve this problem but they are all based on convex
programming techniques. To the best of our knowledge, ours is the first
strongly polynomial time exact combinatorial algorithm for computing
equilibrium prices of Fisher model under the case when buyers’ utility
functions do not satisfy Gross substitutability property.
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1 Introduction

The study of market equilibrium has occupied central stage within both positive
(or descriptive) and normative (or prescriptive) economics. The notion of mar-
ket equilibrium was first proposed by Walras [19] This equilibrium is popularly
known as competitive or Walrasian equilibrium. Contemporary to Walras, Irving
Fisher [18] also independently modeled the market equilibrium in 1891. However,
Fisher’s model turns out to be the special case of Walras’ model. Fisher’s market
model assumes that there are two kinds of traders in the market: buyers and
sellers who trade over a finite set of commodities. Buyers have money and utility
functions for goods. Sellers have initial endowment of goods and want to earn
money. The equilibrium prices are defined as assignment of prices to goods, so
that when every consumer buys an optimal bundle then market clears i.e. all the
money is spent and all the goods are sold. If money is also considered as a com-
modity then it is easy to see that Fisher model is a special case of Walras model.

The existence of market equilibrium is a deeply investigated problem. It is the
seminal work of Arrow and Debreu [1] which proved the existence of competitive
market equilibria under quite general setting of concave utility functions by
applying Kakutani’s fixed point theorem. The proof outlined by Arrow-Debreu
is highly non-constructive in nature and, therefore, the natural question down
the line is the existence of an efficient computation process which establishes
equilibrium. In this paper, we provide the first strongly polynomial time exact
combinatorial algorithm to compute Fisher equilibrium for the case when utility
functions do not satisfy the Gross substitutability property. The time complexity
of our algorithm is independent of the values of input data. We also show that
output of our algorithm consists of only rational numbers.

2 Related Work

The recent papers by Papadimitriou [17] and Deng et al. [3] have raised and
partly answered the question of efficient computability of Walrasian equilib-
rium. The problem of developing an efficient algorithm for computing Walrasian
equilibrium has been addressed from many perspectives. Some of the algorithms
are based on solving nonlinear convex programs [13, 20], following the classical
approach of Eisenberg and Gale [7]. The other known algorithms are primal-
dual-type, initiated by Devanur et al. [4], and auction-based introduced by
Garg et al. [9].

For the special case of linear utility functions, Deng et al [3] first developed
a polynomial-time algorithm for the case when the number of goods or agents
is bounded. Devanur et al [4] have proposed a polynomial-time algorithm via a
primal-dual type approach for Fisher’s equilibrium under liner utility - a spe-
cial case of Walrasian equilibrium. [5] et al have further proposed an improved
approximation scheme for the same problem. Jain, Mahadian, and Saberi [12]
have proposed a fully polynomial time approximation algorithm to compute
Walrasian equilibrium for the case when utility functions satisfy Gross substi-
tutability property. Garg et al. [9] have also proposed a fully polynomial time



26 D. Garg et al.

approximation algorithm for the same problem but they use auction based ap-
proach. Jain [13] gives a convex program for the linear version of Walrasian
model and uses the ellipsoid algorithm and diophantine approximation to ob-
tain a polynomial time algorithm for this case as well, thereby settling the open
problem of computing the market equilibria efficiently under the scenario when
utilities are linear. However, designing efficient market equilibrium algorithms
for general convex utility functions is still an open problem.

The problem of computing the market equilibrium with linear utilities is com-
paratively simpler because they satisfy the gross substitutability, i.e., increasing
the price of one good cannot decrease the demand for another. Hence for such
utility functions, monotonically raising prices suffices. In contract, concave and
even piecewise-linear and concave, utility functions do not satisfy gross substi-
tutability, hence requiring the more involved process of increasing and decreasing
prices. Therefore, designing market equilibrium algorithms for them remains an
outstanding open problem.

3 Fisher Equilibrium and Gross Substitutability

Consider a market consisting of n buyers and m divisible goods. Buyer i has,
initially, a positive amount of money mi. The amount of good j available in the
market is cj . Let for buyer i, Xi ⊂ m

+ represents the consumption set, i.e., the
set of bundles of m goods which buyer i can consume. Let ui : Xi �→  be the
utility function for buyer i. Given the prices p1, . . . , pm, it is easy to compute
the bundle xi ∈ Xi which will maximize buyer i’s utility subject to his budget
constraint. The prices p1, . . . , pm are said to be Fisher or market equilibrium
prices if after each buyer is assigned such an optimal bundle, there is no surplus
or deficiency of any goods. If x∗

ij denotes the amount of good j bought by buyer
i at prices p∗1, . . . , p

∗
m, then it can be verified [1] that this price vector p∗1, . . . , p

∗
m

is Fisher equilibrium iff it satisfies the following conditions:

–
(∑n

i=1 x∗
ij − cj

) ≤ 0 ∀j = 1, . . . , m;
– p∗j

(∑n
i=1 x∗

ij − cj

)
= 0 ∀j = 1, . . . , m

– x∗
i maximizes ui(xi) over the set

{
xi ∈ Xi|

∑m
j=1 xijp

∗
j ≤ mi

}
– p∗j ≥ 0 ∀j = 1, . . . , m

The Arrow-Debreu theorem [1] says that if the utility functions ui(.) are concave
then such an equilibrium price vector always exists. It is easy to see that in
equilibrium, each buyer must spend his full budget.

Gross substitutability is a well-studied property [10] that has useful economic
interpretation. Goods are said to be Gross substitutes for a buyer iff increasing
the price of a good does not decrease the buyer’s demand for other goods. Note
that, whether goods are Gross substitutes or not for a given buyer i depends
solely on his own utility function ui(xi). It can be shown that not all concave
utility functions satisfy this property. Computing Fisher equilibrium when the
buyers utility functions do not satisfy Gross substitutability property is far more
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difficult problem than the case when they satisfy this property. A frequently
arising utility functions that do not satisfy this property are Leontief utility
function. A Leontief utility function for buyer i in Fisher’s model is something
like this: ui(xi) = minj(xij). We will be using this utility function in our problem.

4 Problem Statement

The precise problem we solve is the following: Let T = (V, E) be a tree with
integer capacities on edges. Let root of the tree be a source node and T =
{t1, . . . , tk} be the sink nodes. Without loss of generality, we can assume that
each sink ti is the leaf node and conversely each leaf node is a sink.1 The sinks
have budgets m1, . . . , mk, respectively. Each sink can use its budget to buy
the capacities of the edges in the network. The edges of the network sell their
capacities at certain prices. The objective of each edge is to fix a price which
can fetch maximum money for it and, at the same time, objective of each sink
is to buy capacities on edges in such a way that it can facilitate the sink to pull
maximum flow from the source. In order to map this problem to Fisher’s market
model, we view edges as the sellers who are trying to sell their capacities and
sinks as buyers who are trying to buy the capacities on the edges and whose
Leontief utilities are given by ui(xi) = minj|j∈Pi

(xij), where xij is amount of
the capacity bought by sink ti on edge j and Pi is the collection of edges that
forms a unique path from source to sink ti. The problem is to determine Fisher
equilibrium prices for all edges and flows from the source to the sinks. It is
easy to verify from previous section that edge prices pe∀e ∈ E and flows fi

from source to each sink ti, form Fisher equilibrium iff they satisfy the following
conditions:

1. fe ≤ ce∀e ∈ E
2. For any edge e ∈ E, if pe > 0, then fe = ce

3. For any edge e ∈ E, if fe < ce, then pe = 0
4. fi = mi

e|e∈Pi
pe

5. pe ≥ 0∀e ∈ E, fi ≥ 0∀ti ∈ T

where ce and fe are the capacity and total flow, respectively for the edge e ∈ E.
The Pi is the set of edges which forms a unique path in the tree T from source to
the sink ti. For each edge e ∈ E, the total flow fe is given by flow conservation
equation fe =

∑
ti|e∈Pi

fi. Note that the first condition corresponds to capacity
constraint, the second, third, and fourth conditions correspond to three equilib-
rium conditions, and the fifth condition is obviously a nonnegativity constraint.
Also note that in view of the first condition, the second condition can be relaxed
slightly and fe=ce can be replaced by fe ≥ ce.

1 If a sink ti is an internal node then we can always add an additional leaf edge of
infinity capacity at that particular internal node and push the sink ti to this newly
generated leaf node. Similarly, if a leaf node is not a sink then we can just remove
the corresponding leaf edge from the tree.
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5 Convex Programs and Equilibrium

It is interesting to see that the problem of computing market equilibrium that we
sketched in previous section is captured by following Eisenberg-Gale type convex
program that maximizes sum of logarithms of flows, weighted by budgets, subject
to capacity constraints on the flows.

Maximize
∑
ti∈T

mi log fi (1)

subject to
∑

ti|e∈Pi

fi ≤ ce ∀e ∈ E

fi ≥ 0 ∀ti ∈ T

Let pe’s be the dual variables (also called Lagrange multipliers) corresponding
to the first set of constraints; we will interpret these as prices of edges. Using
KKT conditions, one can show that fi’s and pe’s form an optimal solution to
primal and dual problems, respectively, iff they satisfy:

1. Primal Feasibility:∑
ti|e∈Pi

fi ≤ ce ∀e ∈ E
fi ≥ 0 ∀ti ∈ T
2. Dual Feasibility:
pe ≥ 0 ∀e ∈ E.

3. Complementary Slackness:
pe(ce − ∑

ti|e∈Pi
fi) = 0 ∀e ∈ E

4. Lagrange Optimality:
fi = mi

e|e∈Pi
pe

∀ti ∈ T

It is easy to verify that above conditions are precisely the same as the six condi-
tions mentioned in the previous section which must be satisfied by the output of
our algorithm. Thus, we basically develop a strongly polynomial algorithm for
this problem. Our primal variables are flows and dual variables are edge prices.
We observe that equilibrium prices are essentially unique in the following sense:
for each sink ti, the cost of the path from source to the sink is the same in all
equilibria. We call the cost of the path from source to the sink ti as price(ti) and
it is given by

∑
e|e∈Pi

pe. A corollary of our algorithm is that equilibrium prices
and flows are rational numbers. We show that this does not hold even if there
are just two sources in the tree.

Eisenberg [6] generalized the Eisenberg-Gale convex program to homothetic
utility functions (and thus to Leontief). An approach based on Eisenberg’s result
[6] was used by Codenotti et al. [2] to address the same problem that we are
solving here.2

6 The Algorithm

Here is a high level description of our algorithm: We start with zero prices of
the edges and iteratively change prices. Since prices are zero initially, all the
sinks draw infinity flows and hence all the edges are over-saturated; we itera-
tively decrease the number of such edges. We maintain the following invariants
throughout our algorithm
2 We were not aware of these references while preparing the manuscript. Our special

thanks to the referee for point out these important references.
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I1. For any edge e ∈ E, if pe > 0, then fe ≥ ce

I2. For any edge e ∈ E, if fe < ce, then pe = 0
I3. fi = mi

e|e∈Pi
pe

∀ti ∈ T

I4. pe ≥ 0∀e ∈ E, fi ≥ 0∀ti ∈ T
I5. fe =

∑
ti|e∈Pi

fi∀e ∈ E

Thus, we maintain dual feasibility, complementary slackness, and Lagrange opti-
mality conditions throughout the algorithm. The only condition that is not main-
tained is primal feasibility. Thus, our algorithm would terminate at the point
where primal feasibility is attained. At such point, all KKT conditions would
have been met and the current values of fi and pe would be the desired solution.
At any instant during the course of the algorithm, each edge would be marked
either red or green. If an edge e is marked as green then it means that primal fea-
sibility condition fe ≤ ce is being satisfied at that edge. Initially, all the edges are
red and the subroutine make-green converts at least one red edge into green.
Later we will show that this algorithm also maintains the following invariants.

I6. The parameter price(ti) to each sink ti is non-decreasing throughout the
algorithm, and flows fi are non-increasing.

I7. At any instant, the price of a red edge is zero and the set of red edges forms
a subtree containing the root of the original tree.

6.1 Feasible Flow

We will say that vertex u is lower than v if there is a path from v to u in T .
Similarly edge (u, v) is lower than (a, b) if there is a path from b to u in T .

Consider a partition P of E into red and green edges. Let pe be the current
assignment of prices to the edges. Let this partition-price pair (P , p) satisfies the
invariant I7. A flow f is said to be feasible for this partition-price pair (P , p) if
it satisfies the five invariant conditions I1 through I5 mentioned earlier.

We present a subroutine below called make-green. Given a partition-price
pair (P , p) which satisfies the invariant I7, and a feasible flow for this partition-
price pair, f , make-green converts at least one red edge into green. It re-
turns the new partition, new prices for edges, and a feasible flow for the new
partition-price pair. The partition and the new edge prices returned by make-
green respect the invariant I7. Subroutine make-green accomplishes this in
O(m2) computations (see Section 7). make-green accomplishes this via an in-
volved process that increases and decreases prices on edges. Clearly, O(m) calls
of make-green suffice. The lemmas in Section 7 lead to:

Theorem 1. O(m3) computations suffice to find an optimal solution to con-
vex program (1) and the corresponding equilibrium prices and flows for trees.
Furthermore, such trees always admit a rational solution.

Lemma 1. The time taken by the algorithm does not depend on actual values of
sink money and edge capacities and therefore the algorithm is strongly polynomial.
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6.2 Subroutine Make-Green

Subroutine make-green works iteratively. It starts by picking a topologically
lowest red edge (u, v), i.e., all edges lower than (u, v) are green. If in the given
feasible flow f , the edge (u, v) carries a flow less than or equal to its capacity
then turn this edge into green. Otherwise, let Z be the set of vertices reachable
from v by following green zero price edges. Z is called a zero component of the
edge (u, v). Let A be the set of edges both whose end points are in Z. Let B
be the set of edges incident on Z, excluding the edge (u, v). Clearly, all edges in
A must be green and must have zero prices and all edges in B must be green
and must have positive prices. Let T1 ⊂ T be the set of sinks that are sitting
inside the zero component Z, T2 ⊂ T be the set of sinks that are sitting outside
the zero component Z but are lower than vertex v, and T3 ⊂ T be the set of
remaining sinks. Note that it is quite possible that T1 is an empty set.

Now the idea is following. Increase the price of the red edge (u, v) and decrease
the price of each edge in the set B by the same amount. This will result in
price(ti) to be undisturbed for all the sinks in the set T2 as well as in the set T3.
However, this would decrease the price(ti)for all the sinks in the set T1. After
changing these prices we would recompute the flows fi for each sink by using
the formula given by invariant I3. Note that fi would remain unchanged for all
the sinks in the set T2 as well as in the set T3. However, fi would decrease for
all the sinks in the set T1. Thus, the flow on edge (u, v) may decrease.

The obvious question now is how much to increase the price of red edge (u, v).
Note that during this process of increasing the price of edge (u, v), any one of
the following two events may occur.

E1: The flow on edge (u, v) hits its capacity
E2: The price of some edge in the set B goes to zero.

If the event E1 occurs then turn the red edge (u, v) into green and this will
give a new partition with an extra green edge, the new prices for edges, and
a feasible flow for the new partition-price pair. If the event E2 occurs then we
freeze the price of edge (u, v) and the edges in the set B at their current values.
Now we need to reconstruct the zero component Z and the sets A, B, T1, T2, and
T3. We now repeat the process of increasing the price of red edge (u, v) from its
current value. In order to identify which one of these two events has occurred,
we maintain the following quantities:

min =
∑

ti∈T1

mi, fgreen =
∑

ti∈T2

fi, pmin = min (pe|e ∈ B)

Now we distinguish between two cases:

– Case 1: (fgreen > c(u,v))
It is easy to see that if this is the case then next event would be E2.

– Case 2: (fgreen ≤ c(u,v))
Under this case, it is east to verify that if min

C(u,v)−fgreen
− p(u,v) ≤ pmin then

event E1 will occur, otherwise event E2 will occur.
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Algorithm 1 gives the pseudo code for the subroutine make-green.

Algorithm 1. Subroutine make-green
Procedure make − green(V,E, m, mark[.], f, p):
1: find topologically lowest edge e such that mark[e] = red
2: if fe ≤ ce then
3: mark[e] ← green
4: return
5: else
6: construct zero component Z, sets B, T1, and T2 for the edge e
7: min ← ti∈T1

mi

8: fgreen ← ti∈T2
fi

9: pmin ← min (pe|e ∈ B)
10: if fgreen > ce then
11: pe′ ← pe′ − pmin ∀e′ ∈ B
12: pe ← pe + pmin

13: fti ← mi
pe

∀ti ∈ T1

14: Go to line number 6
15: else if min

Ce−fgreen
− pe ≤ pmin then

16: pe′ ← pe′ − min
Ce−fgreen

− pe ∀e′ ∈ B

17: pe ← min
Ce−fgreen

18: fti ← mi
pe

∀ti ∈ T1

19: mark[e] ← green
20: return
21: else
22: Go to line number 12
23: end if
24: end if

7 Analysis

In this section we state key observations and facts pertaining to the algorithm.
We have omitted the proofs due to paucity of space. However, most of the proofs
are quite straightforward and follow directly from the way we have structured
the algorithm.

Lemma 2. If an edge e becomes green in an iteration then it will remain green
in all the future iterations.

Corollary 1. The number of iterations executed by subroutine make-green is
bounded by O(m) and its running time is bounded by O(m2). The running time of
make-green is independent of actual values of sink money and edge capacities.

Lemma 3. The invariant I7 is maintained throughout the algorithm.

Theorem 2. The flow maintained by the algorithm is feasible.
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Theorem 3. The prices p and flow f attained by the algorithm at its termina-
tion are equilibrium prices and flow.

Lemma 4. The invariant I6 is maintained throughout the algorithm.

7.1 Rational Solution

The results in this section highlights the fact that the solution given by our
algorithm consists of only rational numbers.

Theorem 4. As long as all the sinks in the tree draw their flow from single
source, the convex program (1) has a rational solution.

Lemma 5. Even if there are multiple equilibria for convex program (1), the path
price for each sink ti , i.e. price(ti), is unique.

Lemma 6. The path price for each sink ti , i.e. price(ti), is a rational number.

7.2 Multiple Sources and Irrational Solution

If there are multiple sources present in the tree then it may give rise to irrational
equilibrium prices and flows. For example, consider a tree on three nodes, {a, b, c}
and two edges {ab, bc}. Let the capacity of (a, b) be one unit and the capacity of
(b, c) be two units. The source sink pairs together with their budgets are: (a, b, 1),
(a, c, 1), (b, c, 1). Then the equilibrium price for ab is

√
3 and for bc it is

√
3

1+
√

3
.

8 Discussion

The primal-dual schema has been very successful in obtaining exact and ap-
proximation algorithms for solving linear programs arising from combinatorial
optimization problems. [4] and our paper seem to indicate that it is worthwhile
applying this schema to solving specific classes of nonlinear programs. There
are several interesting convex programs in the Eisenberg-Gale family itself, see
[14] and the references therein. Another family of nonlinear programs deserv-
ing immediate attention is semidefinite programs. Considering the large running
time required to solve such programs, it will be very nice to derive a combina-
torial approximation algorithm for MAX CUT for instance, achieving the same
approximation factor as [11].

Extending our algorithm to handling arbitrary directed cyclic graphs is an-
other challenging open problem. Also interesting will be to obtain approximation
algorithms for the cases where the solution is irrational. Another interesting ques-
tion is to obtain an auction-based algorithm for tree (or acyclic graphs) along the
lines of [8]. Such an algorithm will be more useful in practice than our current
algorithm.
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Abstract. In pay-per-click online advertising systems like Google, Over-
ture, or MSN, advertisers are charged for their ads only when a user clicks
on the ad. While these systems have many advantages over other meth-
ods of selling online ads, they suffer from one major drawback. They are
highly susceptible to a particular style of fraudulent attack called click
fraud. Click fraud happens when an advertiser or service provider gener-
ates clicks on an ad with the sole intent of increasing the payment of the
advertiser. Leaders in the pay-per-click marketplace have identified click
fraud as the most significant threat to their business model. We demon-
strate that a particular class of learning algorithms, called click-based al-
gorithms, are resistant to click fraud in some sense. We focus on a simple
situation in which there is just one ad slot, and show that fraudulent clicks
can not increase the expected payment per impression by more than o(1)
in a click-based algorithm. Conversely, we show that other common learn-
ing algorithms are vulnerable to fraudulent attacks.

1 Introduction

The Internet is probably the most important technological creation of our times.
It provides many immensely useful services to the masses for free, including such
essentials as web portals, web email and web search. These services are expen-
sive to maintain and depend upon advertisement revenue to remain free. Many
services such as Google, Overture, and certain components of MSN, generate
advertisement revenue by selling clicks. In these pay-per-click systems, an adver-
tiser is charged only when a user clicks on his ad.

A scenario of particular concern for service providers and advertisers in pay-
per-click markets is click fraud – the practice of gaming the system by creating
fraudulent clicks, usually with the intent of increasing the payment of the adver-
tiser. As each click can cost on the order of $1, it does not take many fraudulent
clicks to generate a large bill. Just a million fraudulent clicks, generated per-
haps by a simple script, can cost the advertiser $1,000,000, easily exhausting his
budget. Fraudulent behavior threatens the very existence of the pay-per-click ad-
vertising market and has consequently become a subject of great concern [5, 7, 8].
Recently, Google CFO George Reyes said, in regards to the click fraud problem,
that “I think something has to be done about this really, really quickly, because
I think, potentially, it threatens our business model.” [8].

X. Deng and Y. Ye (Eds.): WINE 2005, LNCS 3828, pp. 34–45, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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A variety of proposals for reducing click fraud have surfaced. Most service
providers currently approach the problem of click fraud by attempting to auto-
matically recognize fraudulent clicks and discount them. Fraudulent clicks are
recognized by machine learning algorithms, which use information regarding the
navigational behavior of users to try and distinguish between human and robot-
generated clicks. Such techniques require large datasets to train the learning
methods, have high classification error, and are at the mercy of the “wisdom”
of the scammers. Recent tricks, like using cheap labor in India to generate these
fraudulent clicks [9], make it virtually impossible to use these machine learning
algorithms.

Another line of proposals attempts to reduce click fraud by removing the
incentives for it. Each display of an ad is called an impression. Goodman [2] pro-
posed selling advertisers a particular percentage of all impressions rather than
user clicks. Similar proposals have suggested selling impressions. For a click-
through-rates of 1%, the expected price per impression in the scenario mentioned
above is just one cent. Thus, to force a payment of $1,000,000 upon the adver-
tiser, 100,000,000 fraudulent impressions must be generated versus just 1,000,000
fraudulent clicks in the pay-per-click system. When such large quantities of fraud
are required to create the desired effect, it ceases to be profitable to the scammer.

Although percentage and impression based proposals effectively eliminate
fraud, they suffer from three major drawbacks. First, the developed industry
standard sells clicks, and any major departure from this model risks a negative
backlash in the marketplace. Second, by selling clicks, the service provider sub-
sumes some of the risk due to natural fluctuations in the marketplace (differences
between day and night or week and weekend, for example). Third, by requesting
a bid per click, the service provider lessons the difficulty of the strategic calcula-
tion for the advertiser. Namely, the advertiser only needs to estimate the worth
of a click, an arguably easier task than estimating the worth of an impression.

In this paper, we attempt to eliminate the incentives for click fraud in a system
that sells clicks. We focus on a common pay-per-click system, generally believed
to be used by Google [3] among others, which has been shown empirically to have
higher revenue [1, 4] than other pay-per-click systems like that of Overture [6].
This system is based on estimates of the click-through rate (CTR) of an ad.
The CTR is defined as the likelihood, or probability, that an impression of an
ad generates a click. In this system, each advertiser submits a bid which is
the maximum amount the advertiser is willing to pay per click of the ad. The
advertisers are then ranked based on the product of their bids and respective
estimated CTRs of their ads. This product can be interpreted as an expected bid
per impression. The ad space is allocated in the order induced by this ranking.
Advertisers are charged only if they receive a click, and they are charged an
amount inversely proportional to their CTR.

In pay-per-click systems, when a fraudulent click happens, an advertiser has
to pay for it, resulting in a short term loss to the advertiser whose ad is being
clicked fraudulently. However, in the system described above, there is a long
term benefit too. Namely, a fraudulent click will be interpreted as an increased
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likelihood of a future click and so result in an increase in the estimate of the CTR.
As the payment is inversely proportional to the CTR, this results in a reduction
in the payment. If the short term loss and the long term benefit exactly cancel
each other, then there will be less incentive to generate fraudulent clicks; in
fact, a fraudulent click or impression will only cost the advertiser as much as
a fraudulent impression in a pay-per-impression scheme. Whether this happens
depends significantly on how the system estimates the CTRs. There are a variety
of sensible algorithms for this task. Some options include taking the fraction of
all impressions so far that generated a click, or the fraction of impressions in the
last hour that generated a click, or the fraction of the last hundred impressions
that generated a click, or the inverse of the number of impressions after the most
recent click, and so on.

We prove that a particular class of learning algorithms, called click-based
algorithms, have the property that the short term loss and long term benefit in
fact cancel. Click-based algorithms are a class of algorithms whose estimates are
based upon the number of impressions between clicks. To compute the current
estimate, a click-based algorithm computes a weight for each impression based
solely on the number of clicks after it and then takes the weighted average. An
example of an algorithm in this class is the one which outputs an estimate equal
to the reciprocal of the number of impressions before the most recent click. We
show that click-based algorithms satisfying additional technical assumptions are
fraud-resistant in the sense that a devious user can not change the expected
payment of the advertiser per impression (see Section 3 for a formal definition).
We provide an example that a traditional method for estimating CTR (that
is, taking the average over a fixed number of recent impressions) is not fraud-
resistant.

The structure of this paper is as follows. In Section 2, we describe the setting.
In Section 3, we define a very general class of algorithms for learning the CTR of
an ad, called CTR learning algorithms. In Section 4, we define a special class of
these algorithms, called click-based algorithms, and prove that they are fraud-
resistent. In Section 5, we give examples showing that other common algorithms
for learning the CTR are not fraud-resistent.

2 Setting

We consider a simple setting in which a service provider wishes to sell space for a
single ad on a web page. There are a number of advertisers, each of whom wishes
to display their ad on the web page. The service provider sells the ad space
according to the pay-per-click model and through an auction: the advertiser
whose ad is displayed is charged only when a user clicks on his ad. Each advertiser
i submits a bid bi indicating the maximum amount he is willing to pay the service
provider when a user clicks on his ad. The allocation and price is computed using
the mechanism described below.

For each ad, the service provider estimates the probability that the ad receives
a click from the user requesting the page, if it is displayed. This probability is
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called the click-through-rate (CTR) of the ad. Each bid bi is multiplied by the
estimate λi of the CTR of the ad. The product λibi thus represents the expected
willingness-to-pay of advertiser i per impression. The slot is awarded to the
advertiser i∗ with the highest value of λibi. If the user indeed clicks on the ad,
then the winning advertiser is charged a price equal to the second highest λibi

divided by his (that is, the winner’s) estimated CTR (that is, λi∗). Thus, if we
label advertisers such that λibi > λi+1bi+1, then the slot is awarded to advertiser
1 and, upon a click, he is charged a price λ2b2/λ1. In this paper, we study the
mechanism over a period of time during which the same advertiser wins the
auction, and the value of λ2b2 does not change. If the advertisers do not change
their bids too frequently and λ1b1 and λ2b2 are not too close to each other, it is
natural to expect this to happen most of the time. We will henceforth focus on
the winner of the auction, defining p := λ2b2 and λ := λ1.

3 CTR Learning Algorithms

Of course, we have left unspecified the method by which the algorithm learns
the CTRs. The subject of this work is to study different algorithms for comput-
ing the CTR of an advertiser. There are a variety of different algorithms one
could imagine for learning the CTR of an ad. Some simple examples, described
below, include averaging over time, impressions, or clicks, as well as exponential
discounting.

– Average over fixed time window: For a parameter T , let x be the num-
ber of clicks received during the last T time units and y be the number of
impressions during the last T time units. Then λ = x/y.

– Average over fixed impression window: For a parameter y, let x be the
number of clicks received during the last y impressions. Then λ = x/y.

– Average over fixed click window: For a parameter x, let y be the number
of impressions since the x’th last click. Then λ = x/y.

– Exponential discounting: For a parameter α, let e−αi be a discounting
factor used to weight the i’th most recent impression. Take a weighted aver-
age over all impressions, that is,

∑
i xie

−αi/
∑

i e−αi where xi is an indicator
variable that the i’th impression resulted in a click.

These algorithms are all part of a general class defined below. The algorithm
estimates the CTR of the ad for the current impression as follows: Label the
previous impressions, starting with the most recent, by 1, 2, . . .. Let ti be the
amount of time that elapsed between impression i and impression 1, and ci

be the number of impressions that received clicks between impression i and
impression 1 (impressions 1 included). The learning algorithms we are interested
in are defined by a constant γ and a function δ(ti, i, ci) which is decreasing in all
three parameters. This function can be thought of as a discounting parameter,
allowing the learning algorithm to emphasize recent history over more distant
history. Let xi be an indicator variable for the event that the i’th impression
resulted in a click. The learning algorithm then computes
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λ =
∑∞

i=1 xiδ(ti, i, ci) + γ∑∞
i=1 δ(ti, i, ci) + γ

.

The constant γ is often a small constant that is used to guarantee that the
estimated click-through-rate is strictly positive and finite. Notice that in the
above expression, the summation is for every i from 1 to ∞. This is ambiguious,
since the advertiser has not been always present in the system. To remove this
ambiguity, the algorithm assumes a default infinite history for every advertiser
that enters the system. This default sequence could be a sequence of impressions
all leading to clicks, indicating that the newly arrived advertiser is initialized
with a CTR equal to one, or (as it is often the case in practice) it could be
a sequence indicating a system-wide default initial CTR for new advertisers.
For most common learning algorithms, the discount factor becomes zero or very
small for far distant history, and hence the choice of the default sequence only
affects the estimate of the CTR at the arrival of a new advertiser.

Note that all three learning methods discussed above are included in this class
(for γ = 0).

– Average over fixed time window: The function δ(ti, i, ci) is 1 if ti ≤ T
and 0 otherwise.

– Average over fixed impression window: The function δ(ti, i, ci) is 1 if
i ≤ y and 0 otherwise.

– Average over fixed click window: The function δ(ti, i, ci) is 1 if ci ≤ x
and 0 otherwise.

– Exponential discounting: The function δ(ti, i, ci) is e−αi.

4 Fraud Resistance

For each of the methods listed in the previous section, for an appropriate setting
of parameters (e.g., large enough y in the second method), on a random sequence
generated from a constant CTR the estimate computed by the algorithm gets
arbitrarily close to the true CTR, and so it is not a priori apparent which method
we might prefer. Furthermore, when the learning algorithm computes the true
CTR, the expected behavior of the system is essentially equivalent to a pay-per-
impression system, with substantially reduced incentives for fraud. This might
lead to the conclusion that all of the above algorithms are equally resistant to
click fraud. However, this conclusion is wrong, as the scammer can sometimes
create fluctuations in the CTR, thereby taking advantage of the failure of the
algorithm to react quickly to the change in the CTR to harm the advertiser.

In this section, we introduce a notion of fraud resistance for CTR learning al-
gorithms, and prove that a class of algorithms are fraud-resistant. The definition
of fraud resistance is motivated by the way various notions of security are defined
in cryptography: we compare the expected amount the advertiser has to pay in
two scenarios, one based on a random sequence generated from a constant CTR
without any fraud, and the other with an adversary who can change a fraction
of the outcomes (click vs. no-click) on a similar random sequence. Any scenario



Click Fraud Resistant Methods for Learning Click-Through Rates 39

can be described by a time-stamped sequence of the outcomes of impressions
(i.e., click or no-click). More precisely, if we denote a click by 1 and a no-click
by 0, the scenario can be described by a doubly infinite sequence s of zeros
and ones, and a doubly infinite increasing sequence t of real numbers indicating
the time stamps (the latter sequence is irrelevant if the learning algorithm is
time-independent, which will be the case for the algorithms we consider in this
section). The pair (s, t) indicates a scenario where the i’th impression (i can be
any integer, positive or negative) occurs at time ti and results in a click if and
only if si = 1.

Definition 1. Let ε be a constant between zero and one, and (s, t) be a scenario
generated at random as follows: the outcome of the ith impression, si, is 1 with
an arbitrary fixed probability λ and 0 otherwise, and the time difference ti − ti−1
between two consecutive impressions is drawn from a Poisson distribution with an
arbitrary fixed mean. For a value of n, let (s′, t′) be a history obtained from (s, t)
by letting an adversary insert at most εn impressions after the impression indexed
0 in (s, t). The history (s′, t′) is indexed in such a way that impression 0 refers to
the same impression in (s, t) and (s′, t′). We say that a CTR learning algorithm
is ε-fraud resistant if for every adversary, the expected average payment of the
advertiser per impression during the impressions indexed 1, . . . , n in scenario
(s′, t′) is bounded by that of scenario (s, t), plus an additional term that tends to
zero as n tends to infinity (holding everything else constant). More precisely, if
qj (q′j, respectively) denotes the payment of the advertiser for the jth impression
in scenario (s, t) ((s′, t′), respectively), then the algorithm is ε-fraud resistant if
for every adversary,

E[
1
n

n∑
j=1

q′j ] ≤ E[
1
n

n∑
j=1

qj ] + o(1).

Intuitively, in a fraud-resistant algorithm, a fraudulent click or impression only
costs the advertiser as much as a fraudulent impression in a pay-per-impression
scheme.

Some details are intentionally left ambiguous in the above definition. In par-
ticular, we have not specified how much knowledge the adversary has. In practice,
an adversary probably can gain knowledge about some statistics of the history,
but not the complete history. However, our positive result in this section holds
even for an all powerful adversary that knows the whole sequence (even the fu-
ture) in advance. We prove that even for such an adversary, there are simple
learning algorithms that are fraud-resistant. Our negative result (presented in
the next section), shows that many learning algorithms are not fraud-resistant
even if the adversary only knows about the learning algorithm and the frequency
of impressions in the scenario. Therefore, our results are quite robust in this
respect.

Another point that is worth mentioning is that the assumption that the true
click-through rate λ is a constant in the above definition is merely a simplifying
assumption. In fact, our results hold (with the same proof) even if the parameter
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λ changes over time, as long as the value of λ at every point is at least a positive
constant (i.e., does not get arbitrarily close to zero). Also, the choice of the
distribution for the time stamps in the definition was arbitrary, as our positive
result only concerns CTR learning algorithms that are time-independent, and
our negative result in the next section can be adapted to any case where the
time stamps come from an arbitrary known distribution.

In this section, we show that CTR learning algorithms for which the discount-
ing factor, δ, depends only on the number of impressions in the history which
resulted in clicks, that is the parameter ci defined above (and not on i and ti),
are fraud-resistant. We call such algorithms click-based algorithms.

Definition 2. A CTR learning algorithm is click-based if δ(ti, i, ci) = δ(ci) for
some decreasing function δ(.).

Of the schemes listed in the previous section, it is easy to see that only averaging
over clicks is click-based. Intuitively, a click-based algorithm estimates the CTR
by estimating the Expected Click-Wait (ECW), the number of impression it takes
to receive a click.

The following theorem shows that click-based algorithms are fraud-resistant.

Theorem 1. Consider a click-based CTR learning algorithm A given by a dis-
counting function δ(.) and γ = 0. Assume that

∑∞
i=1 iδ(i) is bounded. Then for

every ε ≤ 1, the algorithm A is ε-fraud-resistant.

Proof. The proof is based on a simple “charging” argument. We distribute the
payment for each click over the impressions preceding it, and then bound the
expected total charge to any single impression due to the clicks after it.

We begin by introducing some notations. For any scenario (s, t) and index
i, let Si,j denote the set of impressions between the j’th and the (j − 1)’st
most recent click before impression i (including click j but not click j − 1) and
ni,j = |Si,j |. Then the estimated CTR at i can be written as∑∞

j=1 δ(j)∑∞
j=1 ni,jδ(j)

. (1)

and hence the payment at i if impression i receives a click is

p ×
∑∞

j=1 ni,jδ(j)∑∞
j=1 δ(j)

.

We now introduce a scheme to charge this payment to the preceding impres-
sions (for both with-fraud and without-fraud scenarios). Fix an impression i′ for
i′ < i and let j be the number of clicks between i′ and i (including i′ if it is a
click). If impression i leads to a click, we charge i′ an amount equal to

p × δ(j)∑∞
j=1 δ(j)

. (2)
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for this click. Summing over all impressions preceding click i, we see that the total
payment charged is equal to the payment for the click at impression i. The crux
of the argument in the remainder of the proof is to show that in both scenarios,
with or without fraud, the average total payment charged to an impression i in
the interval [1, n] by clicks occurring after i is p ± o(1). We start by proving an
upper bound on the total amount charged to the impressions.

We first focus on bounding the total amount charged to impressions before
impression 0. The impressions in the set S0,j are charged by the i’th click after
impression 0 a total of

p × n0,jδ(i + j)∑∞
k=1 δ(k)

.

Summing over all clicks between impression 0 and impression n (inclusive),
we see that the total charge to the impressions in S0,j is at most

p ×
∑∞

i=1 n0,jδ(i + j)∑∞
k=1 δ(k)

.

Summing over all sets S0,j , we see that the total charge to impressions before
0 is at most

p ×
∑∞

j=1
∑∞

i=1 n0,jδ(i + j)∑∞
k=1 δ(k)

.

Since the denominator
∑∞

k=1 δ(k) is a positive constant, we only need to bound
the expected value of the numerator

∑∞
j=1

∑∞
i=1 n0,jδ(i + j).

Since in both with-fraud and without-fraud scenarios the probability of click
for each impression before impression 0 is λ, the expected value of n0,j in both
scenarios is 1/λ. Therefore, the expectation of the total amount charged to im-
pressions before 0 in both scenarios is at most

p

λ
×
∑∞

j=1
∑∞

i=1 δ(i + j)∑∞
k=1 δ(k)

=
p

λ
×
∑∞

k=1 kδ(k)∑∞
k=1 δ(k)

,

which is bounded by a constant (i.e., independent of n) since
∑∞

k=1 kδ(k) is
finite.

We now bound payments charged to impressions after impression 0. For a
fixed impression i with 0 ≤ i ≤ n, the payment charged to i by the j’th click
after i is given by Equation 2. Summing over all j, we see that the total payment
charged to i is at most

p ×
∑∞

j=1 δ(j)∑∞
j=1 δ(j)

= p. (3)

By the above equation along with the fact that the expected total charge
to impressions before impression 0 is bounded, we see that the expected total
charge of all impressions is at most np+O(1), and therefore the expected average
payment per impression (in both with-fraud and without-fraud scenarios) is at
most p + o(1).
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We now show that in the scenario (s, t) (i.e., without fraud), the expected
average payment per impression is at least p−o(1). Let k be the number of clicks
in the interval [1, n] and consider an impression in Sn,j . Then, by Equation 2,
this impression is charged an amount equal to

p ×
∑j−1

i=1 δ(i)∑∞
i=1 δ(i)

= p − p
∑∞

i=j δ(i)∑∞
i=1 δ(i)

.

Therefore, the total amount charged to the impressions in the interval [1, n] is
at least

np − p
∑k+1

j=1 nn,j

∑∞
i=j δ(i)∑∞

i=1 δ(i)
.

As in the previous case, the expected value of nn,j in the scenario without
any fraud is precisely 1/λ. Therefore, the expectation of the total charge to
impressions in [1, n] is at least

np − p
∑k+1

j=1
∑∞

i=j δ(i)

λ
∑∞

i=1 δ(i)
≥ np − p

λ
×
∑∞

i=1 iδ(i)∑∞
i=1 δ(i)

.

Therefore, since
∑∞

i=1 iδ(i) is bounded, the expected average payment per im-
pression in the scenario without fraud is at least p − o(1). This shows that the
difference between the expected average payment per impression in the two sce-
narios is at most o(1), and hence the algorithm is ε-fraud resistant.

5 Non-click-Based Algorithms

In this section, we give an example that shows that in many simple non-click-
based algorithms (such as averaging over fixed time window or impression win-
dow presented in Section 3), an adversary can use a simple strategy to increase
the average payment of the advertiser per impression. We present the example
for the learning algorithm that takes the average over a fixed impression win-
dow. It is easy to see that a similar example exists for averaging over a fixed
time window.

Consider a history defined by setting the outcome of each impression to click
with probability λ for a fixed λ. Denote this sequence by s. We consider the
algorithm that estimates the CTR by the number of click-throughs during the
past l impressions plus a small constant γ divided by l + γ, for a fixed l. If l is
large enough and γ is small but positive, the estimate provided by the algorithm
is often very close to λ, and therefore the average payment per impression on
any interval of length n is arbitrarily close to p. In the following proposition, we
show that an adversary can increase the average payment by a non-negligible
amount.

Proposition 1. In the scenario defined above, there is an adversary that can
increase the average payment per impression over any interval of length n, for
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any large enough n, by inserting εn fradulent impressions and clicking on some
of them.

Proof Sketch: Consider the following adversary: The adversary inserts εn frad-
ulent impressions distributed uniformly in the interval starting at the impression
indexed 1 and ending at the impression indexed (1 − ε)n (with an outcome de-
scribed below), so that in the scenario with fraud, each of the first n impressions
after impression 0 is fradulent with probability ε. Divide the set of impressions
after impression 0 into a set of intervals I1, I2, . . ., where each interval Ij con-
tains l impressions (real or fradulent). In other words, I1 is the set of the first l
impressions after impression 0, I2 is the set of the next l impressions, etc. The
adversary sets the outcome of all fradulent impression in Ij for j odd to click and
for j even to no-click. This means that the “true” CTR during Ij is (1 − ε)λ + ε
for odd j and (1 − ε)λ for even j. The algorithm estimates the CTR for the r’th
impression of the interval Ij by dividing the number of clicks during the last l
impressions by l. Of these impressions, r are in Ij and l−r are in Ij−1. Therefore,
for j even, the expected number of clicks during the last l impressions is

r(1 − ε)λ + (l − r) ((1 − ε)λ + ε) ,

and therefore the estimated CTR is the above value plus γ divided by l + γ in
expectation. When l is large and γ is small, this value is almost always close
to its expectation. Therefore, price of a click for this impression is close to pl
divided by the above expression. Thus, since the probability of a click for this
impression is (1−ε)λ, the expected payment of the advertiser for this impression
can be approximated using the following expression.

pl(1 − ε)λ
r(1 − ε)λ + (l − r) ((1 − ε)λ + ε)

The average of these values, for all r from 1 to l, can be approximated using
the following integral.

1
l

∫ l

0

pl(1 − ε)λ
r(1 − ε)λ + (l − r) ((1 − ε)λ + ε)

dr =
p(1 − ε)λ

ε
ln
(

1 +
ε

(1 − ε)λ

)
.

Similarly, the total expected payment of the advertiser in the interval Ij for
j odd and j > 1 can be approximated by the following expression.

p((1 − ε)λ + ε)
ε

ln
(

1 +
ε

(1 − ε)λ

)
.

Denote α = ε
(1−ε)λ . Therefore, the average payment of the advertiser per

impression can be written as follows.

p(
1
2

+
1
α

) ln(1 + α)

Since α is a positive constant, it is easy to see that the above expression is
strictly greater than p.
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6 Discussion

In this paper, we discussed pay-per-click marketplaces and proved that a par-
ticular class of learning algorithms can reduce click fraud in a simplified setting.
Our results lead to several interesting extensions and open questions.

Pay-Per-Acquisition Marketplaces. We focused on pay-per-click marketplaces.
Our reasons for this were three-fold: it is a common industry model, it absorbs
risk due to market fluctuations for the advertiser, and it simplifies the strategic
calculations of the advertiser. The latter two of these comments can be equally
well employed to argue the desirability of a pay-per-acquisition marketplace.
In these marketplaces, a service provider receives payment from an advertiser
only when a click resulted in a purchase. Such systems are used by Amazon, for
example, to sell books on web pages: a service provider, say Expedia, can list an
Amazon ad for a travel guide with the understanding that, should a user purchase
the product advertised, then the service provider will receive a payment. The
problem with pay-per-acquisition systems is that the service provider must trust
the advertiser to truthfully report those clicks which result in acquisitions. Our
results hint at a solution for this problem. We have seen that in a simple scenario
with a single ad slot, click-based algorithms are fraud-resistant in the sense that
the expected payment per impression of an advertiser can not be increased by
click fraud schemes. In fact, it can also be shown that this payment can not be
decreased either. Thus, as click-based learning algorithms reduce fraud in pay-
per-click systems, acquisition-based learning algorithms induce truthful reporting
in pay-per-acquisition systems.

Computational Issues. We have shown that click-based learning algorithms
eliminate click fraud. However, in order to be practical and implementable, learn-
ing algorithms must also be easily computed with constant memory. The com-
putability of a click-based algorithm depends significantly on the choice of the
algorithm. Consider, for example, a simple click-based exponentially-weighted
algorithm with δ(i) = e−αi. Just two numbers are needed to compute this es-
timate: the estimate of the click-through rate for the most recent impression
that lead to a click and a counter representing the number of impressions since
the last click. However, other click-based algorithms have worse computational
issues. Consider an algorithm in which δi ∈ {0, 1} with δi = 1 if and only if i ≤ l
for some (possibly large) l. Then at least l numbers must be recorded to compute
this estimate exactly. One interesting question is how efficiently (in terms of the
space) a given estimate can be computed.
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Abstract. We present a simple model in which the worldwide web (www) is 
created by the interaction of selfish agents, namely document authors, users, 
and search engines. We show experimentally that power law statistics emerge 
very naturally in this context, and that the efficiency of the system has certain 
monotonicity properties. 

1   Introduction 

The worldwide web is an unstructured hypertextual corpus of exploding astronomical 
size and global availability. But perhaps the most fundamental, differentiating charac-
teristic of the web is that is created, supported, used, and ran by a multitude of selfish, 
optimizing economic agents with various and dynamically varying degrees of compe-
tition and interest alignment. Web page authors want their pages to be visited because 
they benefit from such visits, either directly (e.g., in the case of e-shops) or otherwise 
(recognition, influence, etc.). End users seek in the web the most relevant and helpful 
sites for their information needs. Search engines want to improve their reputation (and 
therefore profits) by helping users to find the most relevant web pages. The selfish 
nature of the agents suggests immediately that economics and game theory can be 
used in modeling and understanding the web.  

Incidentally, a very obvious and striking example of the game theoretic aspects of 
the web (not discussed further, however, in this paper) is the so-called search engine 
spam, whereby document authors attempt to deceive the ranking algorithm of the 
search engine in order to receive a high rank for their page, thus attracting visitors 
who would otherwise have no interest in them, while search engines devise and de-
ploy countermeasures to such deception. 
                                                           
*  A preliminary version of this work, without the experimental results, was presented as a 

poster in WWW 05 [5]. 
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The idea that economics can inform web search was first proposed by Hal Varian 
in [6]; however, the classical “economics of search” discussed there do not seem to 
apply directly to web information retrieval.  Economic concepts were also used in the 
study of electronic markets [7] and for understanding the ranking of documents [8]. 
But these works do not develop an economic model of the web.  

In this paper we introduce an economic model of the web.  Our goals in proposing 
this model are: simplicity, modeling economy, and predictive power.  We think of the 
web as a theater where three types of agents interact:  document authors, users, and 
search engines.  We postulate a utility U(i,d), unknown a priori to all agents, that a 
user i obtains if he or she obtains a document d; its main characteristics are random-
ness and clustering.  We assume that search engines propose documents to the users, 
users choose and endorse those that have the highest utility for them, and then search 
engines make better recommendations based on these endorsements.  This is how the 
web is created:  it is the sum total of all these user endorsements.   

There are several important questions:  Does the structure of the web thus pro-
duced resemble that of the real web?  How efficient (now in a concrete economic 
sense) are various search engine algorithms?  And how is this efficiency affected by, 
say, the amount of randomness and clustering of the utility function? 

In this paper we address these questions by performing experiments with our 
model; we hope that theorems will follow.  We find that the web graph of our model 
has power-law distributed degrees, and that the efficiency of the process improves 
with clustering and endorsement intensity,  

In section 2 we describe the model in detail.  In section 3 the experimental results 
are presented. Finally in section 4 we provide some directions for future work. 

2   The Model 

We aim at a model of the www that captures some of the economic issues involved 
while at the same time being simple (not obscured by a multitude of extraneous de-
tails) and with some predictive power (it behaves, provably or experimentally, in 
ways consistent with observations about the www, without, of course, encoding such 
observations in its assumptions).     

Our model consists of three types of actors: documents, users and a search engines. 
There are m users, indexed by i, that can be thought as simple queries asked by indi-
viduals, and n documents, indexed by d. The search engine, assumed to be unique at 
this stage of the model, provides users with document recommendations based on 
information it has about their preferences. 

Our main economic assumption is this:  We assume that there is a utility U(i,d) 
associated with user i and document d. This utility value represents the satisfaction 
user i will obtain if he or she is presented with document d. The quantitative features 
of the m x n matrix U are of central importance for our model, and will be discussed 
in greater detail below. Users know their utility values only for the documents they 
have been presented so far (since they cannot value something that is unknown to 
them). The search engine initially has no knowledge of U, but acquires such 
knowledge only by observing user endorsements. In the ideal situation in which the 
search engine knows U, it would work with perfect efficiency, recommending to each 
user the documents he or she likes the most. 
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Briefly, the model works as follows: The search engine recommends some docu-
ments to the users, initially at random. Every user reviews the documents seen so far 
and endorses those with the highest utility. To model the limited attention capacity of 
the user, we assume a bound on the number of documents he or she can endorse in 
total. The endorsement mechanism does not need to be specified, as soon as it is ob-
servable by the search engine. For example, endorsing a document may entail clicking 
it, or pointing a hyperlink to it.  In our model we represent the endorsements as edges 
from the users to the respective documents. A basic assumption of the model is that 
the www is created by this kind of interaction between users and documents. The 
bipartite graph ([ ],[ ], )S m n L= of document endorsements by users is called the 

www state. Furthermore, the search engine, by observing the www state, recommends 
new documents to users, who change their endorsements to new, higher utility docu-
ments. The search engine is using a search algorithm, which is a function mapping 
the www state to a set of a recommendations. 

Even at this early stage, some interesting questions arise regarding the model: 

1. What are the characteristics of the ultimate www state that results from this proc-
ess? Do most users point to the highest-utility documents?   After how many itera-
tions does the process converge in utility achieved?  Does the graph have the pecu-
liar statistics, such as power law distribution, observed in the real web? 

2. What is the efficiency or “price of anarchy” [1] of the search algorithm?  In other 
words, which fraction of the maximum possible utility (the ideal situation where 
each user sees the documents of maximum utility of him or her) can be realized by 
a search engine? 

3. What is the best search algorithm with respect to total utility? That is, which algo-
rithm mapping www states to recommendations optimizes the price of anarchy?  
Note that a search engine need not be altruistic or socially conscious to strive to 
maximize social welfare: total user satisfaction would be a reasonable objective for a 
search engine in a more elaborate model in which multiple search engines compete. 

In order to be able to answer to these questions we must define in more detail utility 
matrix U. In this paper we treat experimentally the questions 1 and 2. Question 3, 
although it is quite important is left open and maybe be the subject of a future work. 

2.1   The Utility Matrix U 

It turns out that the answers to the above questions depend heavily on the quantitative 
and the statistical characteristics of the utility matrix U. If the entries of U are com-
pletely random and uncorrelated the search engine will be confined to random sam-
pling, naturally with quite poor results. But in reality, utilities are highly correlated. 
Documents have quality and value that make them more or less useful to users. Also 
documents and users (recall that by “users” we model queries) are clustered around 
topics. 

To accommodate these characteristics, following [2], we model U as a low rank ma-
trix with added noise. U is generated as follows: There are k topics, for some reason-
able small number k. For each topic t  k there is a document vector Dt of length n, 
with entries drawn independently from some distribution Q. The value 0 is very prob-
able in Q so that about k - 1 of every k entries are 0. Also for each topic t there is a 
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U = Σk
t = 1 Rt

T⋅ Dt + N (1) 

In other words, the utility Matrix U is the sum of k rank-one matrices, plus a Gauss-
sian noise. By modeling U like this we ensure that the resulting matrix has the desired 
properties. So the parameters of the model so far are k, Q, and . 

2.2   A Search Algorithm and an Endorsement Mechanism 

To specify the model in full detail we need to specify a search algorithm and an en-
dorsement mechanism. Through the endorsement mechanism users show their prefer-
ence is some documents, in a way that is observable by the search engine. In our 
model users link to the documents they wish to endorse. As we said earlier, there is a 
finite number of endorsements per user, say b.  That is, each user endorses the b high-
est utility documents he has seen so far. 

The search algorithm maps the current www state to a set of recommended docu-
ments. A very simple search algorithm is to recommend to each user, at each stage, 
among documents, with positive utility, the a documents of highest in-degree in the 
www state, where a is another integer parameter. Like many successful search algo-
rithms, this algorithm takes into account the link structure of the graph. To capture 
other factors affecting search, besides link structure (such as occurrences of query 
terms), we have assumed that the search engine has partial knowledge of utility ma-
trix U, by knowing whether an element of it, is zero or non-zero. Also it can be shown 
that the “highest in-degree” heuristic is a common specialization of the well-known 
Pagerank [3] and HITS [4] algorithms. 

So a and b are two final parameters of our model. 

3   Experiments 

To validate our model, we ran several experiments for various values of the parame-
ters. The model was implemented as an iterative process. In each iteration, the search 
engine observed the www state and proposed a documents to the users according to 
the highest in-degree heuristic. After that, users made their decisions, endorsing the b 
highest utility documents they had seen so far. This algorithm was iterated to conver-
gence, that is, until very few changes were observed in the www state. The number of 
iterations needed for convergence was between 8 and 10. The utility matrix U was 
constructed according to Eq. 1 and the non-zero elements of distribution Q were cho-
sen randomly from the uniform distribution. 

In subsection 3.1 we study the degree distribution of the www state and show that 
for a wide range of the parameters values follows a power law distribution. In subsec-
tion 3.2 we study the efficiency or price of anarchy of the search algorithm. 

In the experiments reported here we have assumed that there is no noise, that is, N 
in Eq. 1 is the zero matrix. 

user vector Rt of length m, whose entries also follow distribution Q, with about m/k 
non-zero entries. In other words each entry in vectors Dt and Rt represents how rela-
tive each document and user is with respect to topic t. Finally, let N be a m by n 
“noise” matrix with normally and independently distributed entries with mean zero 
and standard deviation . Then the utility matrix is composed as follows: 
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3.1   The Characteristics of the www State 

It has been pointed out in several studies [9,10,11,12] that the degrees of the web 
graph follow power law distributions, that is, the fraction of pages with in-degree i is 

proportional to xi−  for some x>1, where the value for the parameter x is about 2.1 for 
in-degrees and 2.7 for out-degrees. In our case, only the in-degrees are significant, 
since out-degrees are, by definition, all equal to b.   

We find experimentally that, for a wide range of values of the parameters m, n, k, 
a, b, the in-degree of the documents seem to be clearly power-law distributed. This is 
shown in Figs. 1 and 2. (We have not included in the plot the documents with zero in-
degree, which are the majority.  In other words, endorsements are concentrated in a 
very small subset of the documents.)   In fact, the exponent in Figure 2 (but not of 
Figure 1) is quite close to the observed exponent of the in-degree power law in the 
real www.   

More work is needed in order to define how the various parameters affect the ex-
ponent of the distribution. 

 

 

Fig. 1. Log-log plot of the in-degree distribution of an instance of the model with m=1000, 
n=6000, k=80, a=5, b=5 

3.2   The Price of Anarchy 

The second question we pose is how efficient the search algorithm can be, meaning 
which fraction of the maximum total utility can realize during its operation. In this 
situation the quantity of interest is the price of anarchy as a function of the number of 
iterations of the algorithm. In all experiments we made, the price of anarchy improved 
radically during the first 2-3 iterations and later the improvement had a slower rate. 
This is shown in Fig. 3. 
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Fig. 2. Log-log plot of the in-degree distribution of an instance of the model with m=3000, 
n=5000, k=150, a=10, b=10 

 

Fig. 3. Efficiency of the Search Algorithm 

As we can see the algorithm performs very well since already after iteration 3 has 
attain more than 75% of the total attainable utility. Of course, adding noise to the 
model may deteriorate the efficiency. 
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Another interesting issue is how the efficiency of the search algorithm is affected 
when we vary the values of k, a and b. When the number of topics k increases the 
efficiency of the algorithm increases. This fact is clearly shown in Fig. 4.  

 
Fig. 4. Efficiency plot for various values of k (number of topics) for an instance of 1000 users, 
6000 documents, a=1, b=1  

 

Fig. 5. Efficiency plot for various values of a (number of recommended documents) for an 
instance of 1000 users, 6000 documents, a=2,4,6,8,10, b=2  
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When a increases (the number of recommended documents by the search engine) 
the efficiency of the algorithm also increases. This is shown in Fig. 5 and is quite 
expected because the users choose from a wider collection of documents.  

Increasing b (number of endorsed documents per user) causes the efficiency of the 
algorithm to decrease. This is quite unexpected, since more user endorsements mean 
more complete information and more effective operation of the search engine. But  
the opposite happens: more endorsements per user seem to confuse the search engine 
(see Fig. 6). 
 

 
Fig. 6. Efficiency plot for various values of b (number of endorsed documents) for an instance 
of 1000 users, 6000 documents, a=8, b=2,4,6,8  

4   Conclusion and Future Work 

In this paper we propose a very simple economic model of the worldwide web and 
present some promising and interesting initial experimental results.  Much more com-
prehensive experiments need to be conducted most notably adding noise to U. 

Naturally, our ambition is to rigorously prove the power law phenomena we ob-
served experimentally, as well as the monotonicity properties of the efficiency.  Fi-
nally, we hope to use this model to approach the intriguing subject of the optimally 
efficient search algorithm. 
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Abstract. In machine scheduling, a set of n jobs must be scheduled on
a set of m machines. Each job i incurs a processing time of pij on machine
j and the goal is to schedule jobs so as to minimize some global objective
function, such as the maximum makespan of the schedule considered in
this paper. Often in practice, each job is controlled by an independent
selfish agent who chooses to schedule his job on machine which mini-
mizes the (expected) completion time of his job. This scenario can be
formalized as a game in which the players are job owners; the strategies
are machines; and the disutility to each player in a strategy profile is the
completion time of his job in the corresponding schedule (a player’s ob-
jective is to minimize his disutility). The equilibria of these games may
result in larger-than-optimal overall makespan. The ratio of the worst-
case equilibrium makespan to the optimal makespan is called the price
of anarchy of the game. In this paper, we design and analyze scheduling
policies, or coordination mechanisms, for machines which aim to min-
imize the price of anarchy (restricted to pure Nash equilibria) of the
corresponding game. We study coordination mechanisms for four classes
of multiprocessor machine scheduling problems and derive upper and
lower bounds for the price of anarchy of these mechanisms. For several
of the proposed mechanisms, we also are able to prove that the system
converges to a pure Nash equilibrium in a linear number of rounds. Fi-
nally, we note that our results are applicable to several practical problems
arising in networking.

1 Introduction

With the advent of the Internet, large-scale autonomous systems have become
increasingly common. These systems consist of many independent and selfish
agents all competing to share a common resource like bandwidth in a network or
processing power in a parallel computing environment. Practical settings range
from smart routing among stub autonomous systems (AS) in the Internet [14]
to selfish user association in wireless local area networks [16]. In many systems
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of this kind, it is infeasible to impose some centralized control upon the users.
Rather, a centralized authority can only design protocols a priori and hope that
the independent and selfish choices of the users—given the rules of the protocol—
combine to create socially desirable results.

This approach, termed mechanism design has received considerable atten-
tion in the recent literature (see, for example, [23]). A common goal is to design
system-wide rules which, given the selfish decisions of the users, maximize the to-
tal social welfare. The degree to which these rules approximate the social welfare
in a worst-case equilibrium is known as the price of anarchy of the mechanism,
and was introduced in 1999 by Koutsoupias and Papadimitriou [19] in the context
of selfish scheduling games (see below for details). This seminal paper spawned a
series of results which attempt to design mechanisms with minimum price of an-
archy for a variety of games. One approach for achieving this goal [4, 7, 12] is to
impose economic incentives upon users in the form of tolls; i.e., the disutility of a
user is affected by a monetary payment to some central authority for the use of a
particular strategy such as a route in a network. Another approach [3, 18, 24, 28]
assumes that the central authority is able to enforce particular strategies upon
some fraction of the users and thus perhaps utilize an unpopular resource. This
action of the central authority is called a Stackelberg strategy.

A drawback of the above approaches is that many of the known algorithms
assume global knowledge of the system and thus have high communication com-
plexity. In many settings, it is important to be able to compute mechanisms lo-
cally. A third approach, which we follow here, is called coordination mechanisms,
first introduced by Christodoulou, Koutsoupias and Nanavati [6]. A coordination
mechanism is a local policy that assigns a cost to each strategy s, where the cost
of s is a function of the agents who have chosen s. Consider, for example, the
selfish scheduling game in which there are n jobs owned by independent agents,
m machines, and a processing time pij for job i on machine j. Each agent selects
a machine on which to schedule its job with the objective of minimizing its own
completion time. The social objective is to minimize the maximum completion
time. A coordination mechanism [6] for this game is a local policy, one for each
machine, that determines how to schedule jobs assigned to that machine. It is
important to emphasize that a machine’s policy is a function only of the jobs as-
signed to that machine. This allows the policy to be implemented in a completely
distributed fashion.

Coordination mechanisms are closely related to local search algorithms. A
local search algorithm iteratively selects a solution “close” to the current solution
which improves the global objective. It selects the new solution from among those
within some search neighborhood of the current solution. Given a coordination
mechanism, we can define a local search algorithm whose search neighborhood is
the set of best responses for each agent. Similarly, given a local search algorithm,
it is sometimes possible to define a coordination mechanism whose pure strategy
equilibria are local optima with respect to the search neighborhood. The locality
gap of the search neighborhood, or approximation factor of the local search
algorithm, is precisely the price of anarchy of the corresponding coordination
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mechanism and vice versa. In particular, designing new coordination mechanisms
may lead to the discovery of a new local search algorithms for a particular
problem.

In this paper, we are primarily interested in the properties of pure strategy
Nash equilibria1 for the selfish scheduling games we define. A pure strategy Nash
equilibrium is an assignment of jobs to machines such that no job has a unilat-
eral incentive to switch to another machine. Although a non-cooperative game
always has a mixed strategy equilibrium [22], it may in general not have a pure
strategy equilibrium. However, by restricting ourselves to pure strategies, we are
able to bound the rate of convergence of the mechanism. That is, if the jobs,
starting from an arbitrary solution, iteratively play their best response strate-
gies, how long does it take for the mechanism to reach a pure Nash equilibrium?
Guarantees of this sort are important for bounded price-of-anarchy mechanisms
to be applicable in a practical setting.

Preliminaries. In machine scheduling, there are n jobs must be processed on m
machines. Job i has processing time pij on machine j. A schedule μ is a function
mapping each job to a machine. The makespan of a machine j in schedule μ
is Mj =

∑
i:j=μ(i) pij . The goal is to find a schedule μ which minimizes the

maximum makespan, Cmax = maxj Mj . Different assumptions regarding the
relationship between processing times yield different scheduling problems, of
which we consider the following four: (i) Identical machine scheduling (P ||Cmax)
in which pij = pik = pi for each job i and machines j and k; (ii) Uniform
or related machine scheduling (Q||Cmax) in which pij = pi

sj
, where pi is the

load of job i and sj ≤ 1 is the speed of machine j; (iii) machine scheduling
for restricted assignment or bipartite machine scheduling (B||Cmax) in which
each job i can be scheduled on a subset Si of machines, i.e., pij is equal to
pi if j ∈ Si and is equal to ∞ otherwise; and (iv) unrelated machine scheduling
(R||Cmax) in which the processing times pij are arbitrary positive numbers.

In selfish scheduling, each job is owned by an independent agent whose goal
is to minimize the completion time of his own job. To induce these selfish agents
to take globally near-optimal actions, we introduce the notion of a coordination
mechanism [6]. A coordination mechanism is a set of scheduling policies, one
for each machine. A scheduling policy for a machine j takes as input a set
S ⊆ {p1j , . . . , pnj} of jobs on machine j along with their processing times on
machine j and outputs an ordering in which they will be scheduled. The policy
is run locally at a machine, and so does not have access to information regarding
the global state of the system (the set of all jobs, for instance, or the processing
times of the jobs on other machines). A coordination mechanism defines a game
in which there are n agents. An agent’s strategy set is the set of possible machines
{1, ..., m}. Given a strategy profile, the disutility of agent i is the (expected)
completion time of job i in the schedule defined by the coordination mechanism.
We study four coordination mechanisms. In the ShortestFirst and LongestFirst
policies, we sequence the jobs in non-decreasing and non-increasing order of

1 In this paper, we use the term Nash equilibria for pure Nash equilibria.
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Table 1. The price of anarchy for four different policies and scheduling problems. All
the upper and lower bounds hold for pure Nash equilibria. The upper bounds of the
Randomized policy for R||Cmax and Q||Cmax are valid for the maximum of the expected
load on any machine in mixed Nash equilibria. The results marked by * are proved in
this paper.

Makespan ShortestFirst LongestFirst Randomized
P ||Cmax 2 − 2

m+1 [11, 29] 2 − 2
m+1 [11, 29] 4

3 − 1
3m

[6] 2 − 2
m

[11, 29]
Q||Cmax Θ( log m

log log m
) [8] Θ(log m) ([1], *) 4

3 − 1
3m

≤ P ≤ 2 − 2
m+1 [15] Θ( log m

log log m
)([8])

B||Cmax Θ( log m
log log m

) [13] Θ(log m) ([1], *) Θ(log m) ([2], *) Θ( log m
log log m

) [13]
R||Cmax Unbounded [29] [9] log m ≤ P ≤ m * Unbounded Θ(m) *

their processing times, respectively. In the Randomized policy, we process the
jobs in a random order.2 In the Makespan policy, we process all jobs on the same
machine in parallel, and so the completion time of a job on machine j is the
makespan of machine j.

We are interested in the properties of the solution imposed by the selfish
strategies of the agents in a pure Nash equilibrium, in particular, the price of
anarchy. In this setting, the price of anarchy is the worst-case ratio (over all
instances) of the maximum makespan in a (pure) Nash equilibrium to the op-
timal makespan. For each policy and each scheduling problem, we prove upper
and lower bounds on the price of anarchy. Some of these bounds are already
known as the approximation factor of some local search algorithms or the price
of anarchy in some selfish load balancing games. All bounds, known and new,
are summarized in Table 1.

Related Work. The Makespan policy [8, 13, 19] is perhaps the best known policy
among the above policies. Czumaj and Vocking [8] give tight results on the
price of anarchy for the Makespan policy for mixed Nash equilibria and Q||Cmax.
Gairing et al. [13] study the Makespan policy for B||Cmax and give a polynomial-
time algorithm for computing a pure Nash equilibrium with makespan at most
twice the optimal makespan. They also give a tight bound for the price of anarchy
of the Makespan policy for pure Nash equilibria and B||Cmax. Azar et al. [1, 2]
proved that the greedy list scheduling algorithm is an O(log m)-approximation
algorithm for Q||Cmax and B||Cmax. Their proof can be used to bound the price
of anarchy of the LongestFirst and ShortestFirst polices for B||Cmax and Q||Cmax.

Coordination mechanism design was introduced by Christodoulou, Koutsou-
pias and Nanavati [6]. In their paper, they analyzed the LongestFirst policy for
P ||Cmax and also studied a selfish routing game. As we have mentioned be-
fore, the price of anarchy for coordination mechanisms is closely related to the
approximation factor of local search algorithms. The speed of convergence and
the approximation factor of local search algorithms for scheduling problems were
studied in several papers [9, 10, 11, 17, 25, 26, 29]. Vredeveld surveyed some of the

2 The Randomized policy is also known as the batch model [19].
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results on local search algorithms for scheduling problems in his thesis [29]. The
jump model in his survey [29] is similar to the Makespan policy. Moreover, the
push model in his survey is related to the LongestFirst policy. It is known that
the jump local search algorithm is an Θ(

√
m)-approximation for Q||Cmax [25, 29].

Cho and Sahni [25] showed that the approximation factor of the shortest-first
greedy algorithm is not better than log m for Q||Cmax. Furthrmore, Gonzales et
al [15] proved that the longest-first greedy algotithm is a 2− 2

m+1 -approximation
for Q||Cmax.

Ibarra and Kim [17] analyzed several greedy algorithms for R||Cmax. In particu-
lar, they proved that the shortest-first greedy algorithm is an m-approximation for
R||Cmax. Davis and Jaffe [9] showed that the approximation factor of this greedy
algorithm is at least log m. Our lower bound example for the ShortestFirst and
the LongestFirst policy is the same as the example in [9]. Davis and Jaffe [9] also
gave a

√
m-approximation for R||Cmax. The best known approximation factor for

R||Cmax is given by a 2-approximation algorithm due to Lenstra, Shmoys and
Tardos [20].

Even-Dar et al. [10] considered the convergence time to Nash equilibria for
variants of the selfish scheduling problem. In particular, they studied the
Makespan policy and bounded the number of required steps to reach a pure
Nash equilibrium.

Our Contribution. We give almost tight bounds for the price of anarchy of pure
Nash equilibria for the Randomized, the ShortestFirst, and the LongestFirst poli-
cies. We give a proof that the price of anarchy of any deterministic coordination
mechanism (including ShortestFirst and LongestFirst) for Q||Cmax and B||Cmax is
at most O(log m). This result is also implied in the results of Azar et al [1, 2] on
the approximation factor of the greedy list scheduling algorithm for Q||Cmax and
B||Cmax. We also prove that any coordination mechanism based on a universal
ordering (such as ShortestFirst and LongestFirst) has a price of anarchy Ω(log m)
for B||Cmax. In addition, we analyze the Randomized policy for R||Cmax machine
scheduling and prove a bound of Θ(m) for the price of anarchy of this policy.
We further study the convergence and existence of pure Nash equilibria for the
ShortestFirst and LongestFirst policies. In particular, we show that the mecha-
nism based on the ShortestFirst policy for R||Cmax is a potential game, and thus
any sequence of best responses converges to a Nash equilibrium after at most
n rounds. We also prove fast convergence of the LongestFirst policy for Q||Cmax
and B||Cmax.

2 Upper Bounds on the Price of Anarchy

2.1 The ShortestFirst Policy

We begin by bounding the price of anarchy of the ShortestFirst policy for R||Cmax.
We note that there is a direct correspondence between outputs of the well-known
shortest-first greedy algorithm for machine scheduling (see [17], “Algorithm D”)
and pure Nash equilibria of the ShortestFirst policy in R||Cmax.
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Theorem 1. The set of Nash equilibria for the ShortestFirst policy in R||Cmax
is precisely the set of solutions that can be output by the shortest-first greedy
algorithm.

The proof of this theorem is deferred to the full version of this paper. The
implication is that any bound on the approximation factor of the shortest-first
greedy algorithm is also a bound on the price of anarchy of the ShortestFirst
policy for R||Cmax. In particular, we may use this theorem and the result of
Ibarra and Kim [17] to prove that the price of anarchy of ShortestFirst for R||Cmax
is at most m.

Theorem 2. The price of anarchy of the ShortestFirst policy for R||Cmax is at
most m.

We can further prove that the price of anarchy of the ShortestFirst policy for
Q||Cmax is Θ(log m). This also shows that the approximation factor of the
shortest-first greedy algorithm for Q||Cmax is Θ(log m), as was previously ob-
served by Azar et al [1]. In fact, the bound on the price of anarchy can be derived
from their result as well. Our proof, derived independently, uses ideas from the
proof of the price of anarchy for the Makespan policy for Q||Cmax by Czumaj
and Vocking [8].

We prove our upper bound for any deterministic coordination mechanism.
A coordination mechanism is deterministic if the scheduling policies do not use
randomization to determine the schedules. We prove that the price of anarchy
for deterministic mechanisms, and in particular for the ShortestFirst policy, for
Q||Cmax is at most O(log m). The proof is deferred to the full version of the
paper.

Theorem 3. The price of anarchy of a deterministic policy for Q||Cmax is at
most O(log m). In particular, the price of anarchy of the ShortestFirst policy for
Q||Cmax is O(log m).

In addition, we can prove that the price of anarchy of any deterministic mecha-
nism for B||Cmax is Θ(log m). This result is implied by a result of Azar et al [2]
on the approximation factor of the greedy algorithm for B||Cmax, but our proof
is independent of theirs and uses the ideas of the proof for the Makespan policy
by Gairing et al. [13]. We defer the proof to the full version of the paper.

Theorem 4. The price of anarchy of a deterministic policy for B||Cmax is at
most O(log m). In particular the price of anarchy of the ShortestFirst policy for
B||Cmax is O(log m).

2.2 The LongestFirst Policy

It is easy to see that the price of anarchy of the LongestFirst policy for unrelated
machine scheduling is unbounded. It is known that the price of anarchy of this
policy for P ||Cmax is bounded above by 4

3 − 1
3m [6]. Theorems 4 and 3 show

that the price of anarchy of the LongestFirst policy for B||Cmax and Q||Cmax is
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at most O(log m). In Section 3, we prove that this bound is tight for B||Cmax.
Here, we observe that the price of anarchy of the LongestFirst policy for Q||Cmax
is at most 2− 2

m+1 . Note that this is the only policy for which we know that the
price of anarchy for Q||Cmax is bounded by a constant. The proof is the same as
the proof of the greedy algorithm in [15] and is omitted here.

Theorem 5. The price of anarchy of the LongestFirst policy for related machine
scheduling (Q||Cmax) is at most 2 − 2

m+1 .

2.3 The Randomized Policy

In the Randomized policy, an agent’s disutility is the expected completion time
of his job. We begin by computing the condition under which an agent has an
incentive to change strategies. Consider a job i on machine j and let Jj be
the set of jobs assigned to machine j. Then the disutility of agent i under the
Randomized policy is:

pij +
1
2

∑
i′ �=i,i′∈Jj

pi′j .

Letting Mj be the makespan of machine j, we see that a job i on machine j has
an incentive to change to machine k if and only if:

pij + Mj > 2pik + Mk.

Because of this observation, the randomized policy is the same as the Makespan
policy for P ||Cmax and B||Cmax. This implies a price of anarchy of at most 2− 2

m

and O( log m
log log m) for these settings, respectively.

Here, we bound the price of anarchy of the Randomized policy for Q||Cmax
and R||Cmax. In fact, we prove that, in contrast to the Makespan policy the price
of anarchy of the Randomized policy for R||Cmax is not unbounded.

Theorem 6. The price of anarchy of the Randomized policy for R||Cmax is at
most 2m − 1.

Proof. Let L be any pure strategy Nash equilibrium and O be an optimal so-
lution. We consider two groups of jobs — those that are on different machines
in O and L, and those that are on the same machine. Define Sqj as the set of
jobs on machine q in L that are on machine j in O, and let Lq =

∑
i∈∪j �=qSqj

piq,
Oq =

∑
i∈∪j �=qSjq

piq, and Rq =
∑

i∈Sqq
piq. Thus, the makespan of a machine

l in L is Ll + Rl, and the makespan of l in O is Ol + Rl. Since L is a Nash
equilibrium, for all jobs i ∈ Sqj ,

Lq + Rq + piq ≤ Lj + Rj + 2pij .

Suppose the makespan of L is achieved on machine l and the makespan of O
is achieved on machine l′. Then
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| ∪j �=l Slj |(Ll + Rl) + Ll =
∑

i∈∪j �=lSlj

(Ll + Rl + pil)

≤
∑

i∈∪j �=lSlj

(Lj + Rj + 2pij)

≤ | ∪j �=l Slj |(Ll + Rl) + 2
∑
j �=l

∑
i∈Slj

pij

≤ | ∪j �=l Slj |(Ll + Rl) + 2
∑
j �=l

Oj

≤ | ∪j �=l Slj |(Ll + Rl) + 2(m − 1)(Ol′ + Rl′). (1)

Therefore, the value of the solution induced by the Nash equilibrium L is at
most 2(m−1)(Ol′ +Rl′)+Rl ≤ (2m−1)(Ol′ +Rl′), and so the price of anarchy
is at most 2m − 1.

Unfortunately, we do not know if pure Nash equilibria exist for the
Randomized policy for R||Cmax, and so the above theorem might be vacuous.
However, we can extend the above proof to bound the maximum of the expected
load of a machine in a mixed Nash equilibrium of the Randomized policy for
R||Cmax. If Mj is the expected load of machine j in a mixed Nash equilibrium,
then it is easy to show that if the probability of assigning job i to machine q
is nonzero, then for any other machine j, Mq + piq ≤ Mj + 2pij . Now, we can
define Lq as the expected load of jobs with positive probability on machine q
that are scheduled on machines other than q in the optimum solution. Similar
inequalities hold in this setting. This bounds the maximum of the expected load
of any machine in a mixed Nash equilibrium. We defer the details of the proof
to the full version of the paper. Note that this analysis does not hold for the
expected value of the maximum load (see [8] for the difference between these
two objective functions). We can further prove that this bound is tight, up to a
constant factor (see Theorem 9).

Finally, we also observe a better bound for Q||Cmax. The proof is along the
same lines as the proof of the Makespan policy [8] and is omitted here. This
proof is also valid for the maximum expected load on any machine for mixed
Nash equilibria.

Theorem 7. The price of anarchy of the Randomized policy for Q||Cmax is at
most O( log m

log log m ).

3 Lower Bounds on the Price of Anarchy

In this section, we prove lower bounds on the price of anarchy of coordination
mechanisms. Our first result shows that the price of anarchy of a general class
of coordination mechanisms for B||Cmax and R||Cmax is at least log m. This
is interesting in light of the fact that constant-factor LP-based approximation
algorithms are known for R||Cmax [20], and suggests that it may be hard to
obtain similar approximations with local search algorithms.
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We consider a class of mechanisms which are deterministic and use a common
tie-breaking rule. That is, there is no randomization in the scheduling policies;
and, whenever two jobs i and i′ have the same processing time on a machine, one
of them, say i, is always scheduled before the other (independent of the machine
and the presence of other jobs). An example of such a mechanism is ShortestFirst
with an alphabetical tie-breaking rule (i.e. if pij = pi′j then i is scheduled before
i′ if and only if i < i′). The example in our proof was used by Davis and Jaffe [9]
to show that the approximation factor of the shortest-first greedy algorithm is
at least log m.

Theorem 8. The price of anarchy of any deterministic coordination mecha-
nism which uses a common tie-breaking rule is at least log2 m for B||Cmax and
R||Cmax.

Proof. Consider a deterministic coordination mechanism with a common tie-
breaking rule, say alphabetically first (this assumption is without-loss-of-
generality since we can always relabel jobs for the purposes of the proof such
that in a tie job i is scheduled before i′ whenever i < i′). Consider the following
instance of B||Cmax: there are m jobs and m machines and the processing time of
job i on machines 1, 2, . . . , m− i+1 is 1. Job i cannot be scheduled on machines
m − i + 2, . . . , m. Assume that m is a power of 2 and m = 2k.

Consider an assignment of jobs to machines as follows. Jobs 1 to 2k−1 = m
2

are assigned to machines 1 to m
2 respectively. Jobs m

2 + 1 to 3m
4 are assigned to

machines 1 to m
4 respectively. Jobs 3m

4 +1 to 7m
8 are assigned to machines 1 to m

8
respectively, and so on. It is not hard to check that this is a pure strategy Nash
equilibrium of this mechanism. The makespan of this assignment is k = log2 m.
In the optimal assignment job i is assigned to machine m − i + 1. Thus the
optimal makespan is 1, and so the price of anarchy is at least log2 m.

The example in the above proof can be easily changed to show that for R||Cmax,
the price of anarchy of the LongestFirst and ShortestFirst policies is at least
log2 m, even if there is no tie among the processing times.

Theorem 8 proves that if a coordination mechanism is deterministic and poli-
cies of different machines are the same, then we cannot hope to get a factor
better than log2 m for R||Cmax. One might hope that the Randomized policy can
achieve a constant price of anarchy. However, we have the following lower bound
for the Randomized policy.

Theorem 9. The price of anarchy of the Randomized policy for R||Cmax is at
least m − 1.

Proof. Consider a scenario with m machines and (m − 1)2 jobs. Split the first
(m− 1)(m− 2) jobs into m− 1 groups J1, . . . , Jm−1, each of size m− 2 jobs. For
jobs i ∈ Jk, let pik = 1, pim = 1/m2, and pij = ∞ for all other machines j. Form
a matching between the remaining m − 1 jobs and the first m − 1 machines.
Whenever job i is matched to machine j in this matching, set pij = 1 and
pim = 1.
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The optimal solution has makespan 1 and assigns all jobs in J1, . . . , Jm−1
to the last machine and each of the remaining m − 1 jobs to its corresponding
machine in the matching. However, the solution which assigns all jobs in Jk to
machine k for all 1 ≤ k ≤ m − 1 and all remaining m − 1 jobs to machine m is a
Nash equilibrium with makespan m−1. To see that this is a pure strategy Nash
equilibrium, consider a job i ∈ Jk. Its disutility on machine k is 1

2 (m − 3) + 1
while its disutility if it moved to machine m would increase to 1

2 (m− 1)+1/m2.
Therefore all jobs in J1, . . . , Jm−1 are playing a best response to the current
set of strategies. Now consider one of the remaining m − 1 jobs i. Say job i is
matched to machine j in the matching. Then the disutility of job i on machine
m is 1

2 (m − 2) + 1 while its disutility if it moved to machine j would remain
1
2 (m − 2) + 1. Since these jobs are also playing a (weakly) best response to
the current set of strategies, the above scenario is a Nash equilibrium in the
Randomized policy.

4 Convergence to Pure Strategy Nash Equilibria

In practice, it is undesirable if the job to machine mapping keeps changing. The
system performance can be adversely affected if players keep reacting to one
another’s changes of strategies. A good coordination mechanism is one with a
small price of anarchy and fast convergence to pure strategy Nash equilibrium.
In this section we investigate the convergence of players’ selfish behavior. We
prove that, except for the case of the Randomized and LongestFirst policies for
R||Cmax and the Randomized policy for Q||Cmax, the selfish behavior of players
converges to a pure Nash equilibrium.

We first define the notion of a state graph and a potential function. Let Ai be
the set of actions of player i, i = 1, 2, · · · , n. In our setting, each Ai equals the
set of machines {1, . . . , }. A state graph G = (V, E) is a directed graph where V
is the set of nodes A1 × A2 · · · An, and an edge labelled with i exists from state
u to v if the only difference between the two states is the action of player i and
i’s payoff is strictly less in v. A pure strategy Nash equilibrium corresponds to
a node with no outgoing edges. A potential function is a function f mapping
the set of states to a totally ordered set such that f(v) is strictly less than f(u)
for all edges uv ∈ G. In other words, whenever a player in state u changes his
action and improves his payoff, the resulting state v satisfies f(u) > f(v). Note
that the existence of a potential function implies the state graph is acyclic and
establishes the existence of pure strategy Nash equilibrium. The existence of a
potential function also implies that the Nash dynamics will converge if one player
takes the best response action atomically. We restrict our convergence analysis
to this atomic and best-response behavior of players. A game that has a potential
function is called a potential game. Many of our proofs proceed by showing that
the games we have defined in this paper are in fact potential games.

We remark that the Makespan policy corresponds to a potential game. This
fact has been observed in various places. In particular, Even-Dar et al. [10] give
several bounds on the speed of convergence to pure Nash equilibria for this
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policy. The Randomized policy is the same as the Makespan policy for B||Cmax
and P ||Cmax. Thus, the Randomized policy also corresponds to a potential game
for B||Cmax and P ||Cmax. We do not know if the Randomized policy for R||Cmax
is a potential game or not. If it were, this would imply, among other things,
that pure Nash equilibrium exist. For the rest of this section, we study the
convergence for the ShortestFirst and LongestFirst policies.

4.1 Convergence for the ShortestFirst Policy

In Section 2.1, we have shown that pure strategy Nash equilibria exist for the
ShortestFirst policy for R||Cmax and can be found in polynomial time. In the
following, we show that this game is a potential game and players will converge
to a pure strategy Nash equilibrium. Note that this gives an alternative proof of
the existence of pure strategy Nash equilibria.

Theorem 10. The ShortestFirst policy for R||Cmax is a potential game.

Proof. For any state u, let c(u) be the vector of job completion times sorted in
increasing order. We show that as a job switches from one machine to another
machine to decrease its completion time, it decreases the corresponding vector
c lexicographically. Suppose the system is in state u and c(u) = (c1, c2, . . . , cn).
Suppose job i with completion time ci switches machines and decreases its com-
pletion time. Call the new state v and let c(v) = (c′1, c

′
2, . . . , c

′
n). Let i’s comple-

tion time in v be c′j . We know that c′j < ci. However, the change in i’s action
may cause an increase in the completion times of other jobs. Assume that job
i switched to machine k in state v. Jobs whose completion time increases after
this switch are the jobs that are scheduled on machine k and whose processing
time on machine k is greater than i’s processing time on machine k. Thus, the
completion times of these jobs in state u (before i moves) were greater than or
equal to c′j . Thus in the resulting vector c(v), we decrease an element of the
vector from ci to c′j and we do not increase any element with value less than
c′j . Thus this switch decreases the corresponding vectors lexicographically, i.e.
c(v) < c(u) and so c is a potential function. This completes the proof.

Corollary 1. Selfish behavior of players will converge to a Nash equilibrium
under the ShortestFirst policy for R||Cmax.

Knowing that the selfish behavior of players converges to a Nash equilibrium
and the social value of a Nash equilibrium is bounded does not indicate a fast
convergence to good solutions. We are interested in the speed of convergence
to a Nash equilibrium. We consider the best responses of jobs and prove fast
convergence to Nash equilibria for the ShortestFirst policy.

In order to prove a convergence result, we must make some assumption re-
garding the manner in which the ShortestFirst policy resolves ties. In particular,
we will require that this tie-breaking rule is deterministic and satisfies indepen-
dence of irrelevant alternatives, i.e., the resolution of a tie between jobs i and j
is not affected by the presence or absence of job k. One such tie-breaking rule
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is the alphabetically first rule. When there is a tie between the processing times
of two jobs, the alphabetically first rule always chooses the one with the smaller
identifier. We note that all our upper and lower bounds hold for the ShortestFirst
policy with the alphabetically first rule. For simplicity, in the proof below, we
will assume our ShortestFirst policy employs the alphabetically first rule to break
ties.

Theorem 11. In R||Cmax with the ShortestFirst policy, best responses of jobs
converge to a Nash equilibrium after n rounds of any arbitrary ordering of jobs,
when ties in the coordination mechanism are resolved using the alphabetically
first rule. In other words, from any state in the state graph G, it takes at most
n state traversals to end up in a state with no outgoing edges.

Proof. In the t’th round, let it be the alphabetically first job which achieves the
minimum possible disutility among the set of jobs Jt ≡ J −{i1, . . . , it−1}, fixing
the strategies of jobs J − {it}. We prove by induction that in round t, job it
moves to some machine and remains there in subsequent rounds.

Suppose j is any machine on which it achieves his minimum disutility. Then
in the t’th round, a best response for it is to move to machine j. We show that
this machine is the weakly best response of it for any set of strategies of jobs Jt.
By weakly best response, we mean there is no other action that, gives the player
a strictly better payoff (a smaller completion time in our setting).

First notice that the disutility of it on j can not increase as jobs in Jt alter
their strategies. This is because any job i′ ∈ Jt has processing time at least pitj

on machine j and, upon equality, is alphabetically larger or else we would have
set it = i′ in the t’th round. Now consider some other machine j′. Let cj be
the completion time of job i on machine j. Then any job with completion time
less than cj on machine j′ in round t must be in {i1, . . . , it−1} or else we would
have picked this job to be it in round t. Thus, the strategies of these jobs are
fixed. Let i′ be the job on machine j′ in round t with the smallest completion
time that is at least cj . If pitj′ < pi′j′ , then the strategy of i′ and all other jobs
scheduled after i′ on j′ in round t does not affect it’s disutility for machine j′. If
pitj′ ≥ pi′j′ , then even if i′ leaves j′ in a subsequent round, the completion time
of it on j′ is still at least i′’s completion time on j′ in round t, or at least cj .
Thus, it is a weakly best response for it to remain on machine j.

This shows that it is a weakly best response for it to remain on machine j in
all subsequent rounds.

The next theorem proves that the bound of Theorem 11 is tight.

Theorem 12. There are instances of R||Cmax under the ShortestFirst policy
for which it takes n rounds of best responses of players to converge to a Nash
equilibrium.

Proof. Suppose the processing time of job j on machine i is 1 + iε + (n − j) ε
n

for a sufficiently small ε. Starting from an empty assignment, let jobs go to their
best machine in the order of 1, 2, . . . , n. In the first round, all jobs go to the
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first machine. In the second round, all jobs except the n’th job go to the second
machine. In the i’th round, jobs 1, 2, n − i + 1 will go from machine i − 1 to
machine i. At the end, job i is scheduled on machine n − i + 1 and it takes n
rounds to converge to this equilibrium.

4.2 Convergence for the LongestFirst Policy

In the LongestFirst policy, it is possible to prove convergence in the Q||Cmax,
B||Cmax, and P ||Cmax models in a manner similar to that of Theorem 11. One
just must argue that in each round the job with the longest feasible processing
time (among jobs not yet considered) moves to its optimal machine and remains
there in subsequent rounds. For the sake of brevity, we omit this proof.

Theorem 13. For the LongestFirst policy in Q||Cmax, B||Cmax, or P ||Cmax,
the best responses of jobs converge to a Nash equilibrium after n rounds of any
arbitrary ordering of jobs, when ties in the coordination mechanism are resolved
using the alphabetically first rule.

We note that Theorem 13 proves the existence of a Nash equilibrium in these
games. We do not know how to prove that the LongestFirst policy converges in
the R||Cmaxmodel, although given that the price of anarchy would be unbounded
anyway, such a proof is of somewhat questionable value.

5 Conclusion and Future Work

We have studied abstract scheduling games where the disutility of each player is
its completion time. We note that our results can be applied in many practical
network settings. Our results can be directly applied to the Internet setting [27]
where there is a set of selfish clients, each of whom must choose a server from a
set of servers. Each client tries to minimize its latency, or job completion time;
the social welfare is the total system-wide latency. Similar problems arise in
the wireless network setting. For example, the basic fairness and load balancing
problem in wireless LANs [16] is reduced to the problem of unrelated parallel
machine scheduling. Centralized algorithms have been designed for this prob-
lem in [16]. We hope to use ideas from our coordination mechanisms to design
decentralized algorithms for this problem. In the third generation wireless data
networks, the channel quality of a client is typically time-varying [5]; it would
be interesting to study coordination mechanisms in this context given that users
may exhibit selfish behavior.

Theoretically, the most interesting open problem in this paper is to find coor-
dination mechanisms with constant price of anarchy for B||Cmax and R||Cmax.
We have shown that this cannot be achieved by any deterministic coordination
mechanism which uses a common tie-breaking rule. Another problem left open
in this paper is the existence of pure Nash equilibria for the Randomized policy
for R||Cmax.

Through-out this paper, we assumed all information regarding job processing
times was public knowledge. A new direction considered in [6] and [21] is the
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design of coordination mechanisms in a private information setting, i.e. where
a job’s processing time is a private value. In such a setting, it would be nice if
a coordination mechanism incentivizes jobs to announce their true processing
times. The only constant-factor price of anarchy for Q||Cmax and the best factor
for P ||Cmax in our paper are achieved using the LongestFirst policy, but this
policy is not truthful. In particular, jobs can artificially inflate their length (by
inserting empty cycles, perhaps) and as a result actually decrease their disutility.
A truthful coordination mechanism with a constant price of anarchy in these
settings would be an interesting result.
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Abstract. In this paper we present a cooperative game theoretic inter-
pretation of the shortest path problem. We consider a buying agent who
has a budget to go from a specified source node s to a specified target
node t in a directed acyclic network. The budget may reflect the level
of utility that he associates in going from node s to node t. The edges
in the network are owned by individual utility maximizing agents each
of whom incurs some cost in allowing its use. We investigate the design
of economic mechanisms to obtain a least cost path from s to t and
to share the surplus (difference between the budget and the cost of the
shortest path) generated among the participating agents in a fair man-
ner. Previous work related to this problem assumes that cost and budget
information is common knowledge. This assumption can be severely re-
strictive in many common applications. We relax this assumption and
allow both budget and cost information to be private, hence known only
to the respective agents. We first develop the structure of the shortest
path cooperative game with incomplete information. We then show the
non-emptiness of the incentive compatible core of this game and the ex-
istence of a surplus sharing mechanism that is incentive efficient and
individually rational in virtual utilities, and strongly budget balanced.

1 Introduction

The shortest path problem and its many variants such as all pairs shortest paths
and stochastic shortest paths occur in a wide variety of contexts and have been
studied extensively. More recently, motivated by applications in grid computing,
mobile ad-hoc networks, and electronic commerce, game theoretic interpretations
of the shortest path problem including both the non cooperative interpretation
[1, 2, 3, 4] and the cooperative interpretation [5, 6] have emerged.

In these game theoretic interpretations, economic agents control and provide
access to different resources - edges and/or nodes, of the network for a price. In
addition, one other agent, hereafter called the buying agent, associates a certain
level of utility, in traversing the network between two specified nodes - the source
s and the target t. In the remaining part of this section we first summarize the
existing state-of-the-art in analyzing shortest path games and then motivate the
context for this paper.
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1.1 Extant Work and Motivation

In the noncooperative game theoretic interpretation introduced in [2] it is as-
sumed that the cost of edges in the network are only privately known. In order to
find the least cost path, a Vickrey-Clarke-Groves (VCG) mechanism (see chapter
23 of [7]) is employed to elicit truthful cost information. When this approach is
analyzed from the perspective of the buying agent, it has been shown that the
incentives provided through this mechanism to elicit truthful cost information
may be arbitrarily high [8] and cannot be avoided [3].

In the cooperative game theoretic interpretation introduced in [5, 6], the buy-
ing agent indicates his budget limitation (which may be a proxy for the utility he
obtains) in going from node s to node t. The N agents owning the edges/nodes
in the network then agree to cooperate among themselves to identify a short-
est (least cost) path and share the surplus revenue, if any, among themselves
in some fair way as enunciated by solutions concepts such as the core or the
Shapley value. It should be noted here that this is a complete information coop-
erative game and no information is privately held. However, if the agents (both
the buying agent and resource owners) have access to private budget and cost
information, as is often the case in real world scenarios, then there is reason to
expect strategic misrepresentation of either the budget and/or cost information
by them. We give below two real world scenarios where such misrepresentation
can be commonly expected.

– QoS routing in communication networks: Consider a scenario where high
quality video is to be transmitted over the public Internet with a Quality
of Service (QoS) guarantee. The agent requiring such a service is willing to
compensate the owners of the intermediate interconnecting networks. Clearly
(1) the agent is going to act strategically so that he obtains the service at
the least possible cost and (2) the resource owners will bid strategically so
as to maximize their share of the surplus in the transaction.

– Supply chain procurement : Consider a procurement scenario with an auto-
motive assembler where a subassembly is to be procured. The way in which
a subassembly maybe put together may involve many alternatives in terms
of which suppliers participate in supplying components and services. All this
may be captured as a network with edges representing value added by each
preceding node and the network itself converging into the node representing
the assembler. All nodes with no incoming edge may be grouped into the
category of source nodes and the objective now is to find a shortest path
from any one of the source nodes to the terminal assemblers node. Clearly
the automotive assembler as well as the suppliers can be expected to behave
strategically and misrepresent budget and cost information.

To model these scenarios, we need to extend the analysis of the class of shortest
path cooperative games in two directions: First, by including the buying agent as
a game theoretic agent and second, by treating costs and budgets as private in-
formation. These extensions prompt us to formulate the scenarios as cooperative
games with incomplete information.
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1.2 Contributions and Outline

Our contributions in this paper are two-fold.

1. As far as we know this is the first time that a cooperative game with in-
complete information arising out of the shortest path problem has been
addressed. We develop the structure for this game.

2. For this class of games, we investigate the design of surplus sharing mech-
anisms. We invoke results in cooperative game theory to show the non-
emptiness of the incentive compatible core for this class of games and then
prove the existence of mechanisms that are incentive efficient and individu-
ally rational in virtual utilities, and strongly budget balanced.

The structure of the paper is as follows. In Section 2, we provide the basic
notation to develop the structure of the shortest path cooperative game with
incomplete information (SPCG-II). In Section 3, we show the non-emptiness
of the Incentive Compatible Core for this game. In Section 4, we adapt the
bargaining solution based on a generalization of the Shapley Value for the
SPCG-II. Finally in Section 5, we summarize the contributions of the paper.

2 A Shortest Path Cooperative Game with Incomplete
Information (SPCG-II)

To begin with, in this section we set out the basic notation required and then
present the structure of the SPCG-II. We consider a directed graph N = (V, E)
with V , the set of vertices, E the set of edges and two special nodes s (source)
and t(target). We let n = |E| be the number of edges. Each edge in the network is
assumed to be a commodity that is owned by an agent. For expositional clarity
we assume that the number of agents is equal to the number of edges in the
network. However, any analysis that follows can be extended to cases where
agents own multiple edges. We therefore let I = {1, 2, . . . , n, n + 1} be the set
of all agents where 1, 2, . . . , n are edge owning agents and agent (n + 1) is the
buying agent.

Each agent i ∈ I has an initial endowment vector ei ∈ n+1
+ where ei,j ∈

{0, 1}, ∀j ∈ {1, 2, . . . , n} and ei,(n+1) ∈ . This implies that when agent i owns
the edge j ∈ E then eij = 1 and is otherwise 0. Having assumed that there is a
one-to-one correspondence between the edges and the agents, we have ei,i = 1
and ei,j = 0, ∀j �= i. In addition the (n + 1)th entry in the endowment vector
ei indicates the amount of money that agent i has. For any agent i ∈ I we let
Ti denote the set of possible types. The type ti ∈ Ti for all edge owning agents
i ∈ I\{(n + 1)} is a description of the cost that he incurs when his edge is used.
The type t(n+1) ∈ T(n+1) however describes the budget of the buying agent.

Let C denote the set of all possible coalitions or non empty subsets of I,
that is, C = {S|S ⊆ I, S �= ∅}. For any coalition S ∈ C, we let TS = ×i∈STi

so that any tS ∈ TS denotes a combination of types of all agents i in S. For
the grand coalition I, we let T = TI = ×i∈ITi. Now, for any subset S ∈ C,
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which includes the agent (n + 1), we define a set of market transactions. This
follows from a shortest path computation that is carried out after the agents
i in S declare their types ti. We call this set of market transactions as the
set of possible outcomes XS(tS), such that XS(tS) = {(ẽi)i∈S |ẽi ∈ n+1

+ and∑
i∈S ẽij ≤ ∑

i∈S eij , ∀j ∈ {1, 2, . . . , n, n + 1}, where ẽi is the outcome vector
of agent i after the transaction is carried out. The outcome set specifies that
the reallocation of resources and money is such that there is no infusion of
additional resources into the system. We also define the set XS and X as the
sets that include the outcomes for all possible type declarations tS ∈ TS and all
possible coalitions S ∈ C. So, XS =

⋃
tS∈TS

XS(tS) and X =
⋃

S∈C XS .
The reallocation of resources, i.e., the edges and the money, is carried out

as follows: Given the set of edges owned by the agents in S and the edge costs
declared by them, a shortest path computation identifies the set of edges whose
ownership is to be transferred to the buying agent. Following this, each edge
agent whose edge is transferred to the buying agent is compensated according
to the declared cost. The entire surplus, defined as the difference between the
budget and the cost of the shortest path, that results from the transaction is
then given to either the buying agent or to one of the agents who plays an active
role in providing the shortest path. Note here that from the way in which we
define the outcomes, there are only a finite number of outcomes, which is one
greater than the number of edge agents who provide the shortest path. In reality
however, we would expect the surplus to be shared among the participating
agents. This sharing of the surplus is achieved by using randomized mechanisms
as state contingent contracts.

Now, for any outcome x ∈ X and any t ∈ T , we let the utility for an agent
i ∈ I be ui(x, t). For any agent i and outcome x, the final outcome vector
ẽi reflects the edges that it currently owns and the money that it has after the
transfers have been carried out. That is ẽi,i can be either 0 or 1 and ẽi,(n+1) ∈ .
So, the payoff that the agent receives from outcome x when its type is ti is given
by ui(x, t) = ẽi,(n+1) + (ẽi,i − 1)ti.

We use the notation I − i to denote I\{i} and we write t = (t−i, ti). Similarly,
(t−i, si) denotes the vector t where the ith component is changed to si. Now,
for any t ∈ T , we let pi(t−i|ti) denote the conditional probability that t−i is
the combination of types for players other than i as would be assessed by player
i if ti were his type. We will assume that these probabilities are consistent as
in [9]. We are now in a position to define the structure of the SPCG-II. In line
with the structure for cooperative games with incomplete information in [10], the
shortest path cooperative game with incomplete information can be described
by the structure below.

Γ = (X, x∗, (Ti)i∈I , (ui)i∈I , (pi)i∈I) (1)

Here, X refers to the set of all outcomes for all coalitions S ∈ C that could be
formed; x∗ is a default outcome that results when the agents are unable to come
to an agreement over the solution. In the context of the SPCG-II, the default
outcome is a null transaction whose utility for all types of all agents is 0. Ti,
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ui, and pi are as defined earlier. This structure Γ of the game is assumed to be
known to all agents. In addition we assume that each agent knows his own type
before the start of negotiations. Our concern now is to develop a solution to this
cooperative game and interpret the results in the context of the SPCG-II and
the applications introduced in Section 1.

As opposed to solution concepts for cooperative games with complete infor-
mation, where the focus is on finding an allocation of the surplus value to the
participating agents, in cooperative games with incomplete information the focus
is on finding mechanisms or state contingent contracts that a grand coalition of
all agents agree to [10, 11]. Here, in the context of the SPCG-II, we use the same
conceptual apparatus as presented in [10, 12, 13, 14, 15] and find that the solution
approaches for this class of games are analogous to the Core and the Shapley
Value. It appears, as we shall see below, that extensions to these concepts based
on important additional insights lead to the Incentive Compatible Core [15] and
Myerson’s generalization of the Shapley Value [10] which we adapt as solutions
to SPCG-II.

3 The Incentive Compatible Core for SPCG-II

The core as a solution concept for cooperative games with complete information
is based on the premise that a group of agents can cooperate and agree upon a
coordinated set of actions which can then be enforced; and the resulting feasible
allocations of surplus value cannot be improved upon by any other coalition. In
the context of incomplete information games, however, since we are concerned
with state contingent contracts rather than allocations, the meaning of the two
terms - “feasible” and “improve upon” needs a precise clarification. Feasibility in
this context refers to contracts that satisfy not only physical resource constraints
in each information state but also the incentive constraints that arise when
information is private and is inherently unverifiable. And secondly “improving
upon” a state contingent contract implies that agents need to examine what
information they use at the time of evaluating contracts. The evaluations may
be carried out either at the ex-ante stage when none of the agents has any
type information or at the interim stage when individuals know their own type
information but not that of other agents. For the class of games that we are
concerned with here, agents already possess private information when they enter
into negotiations. So, the evaluation of contracts should be done at the interim
stage and the measure of an agent’s well being is based on conditionally expected
utilities (conditional on private information). Our further analysis is based on
this measure of evaluation. Before that we introduce some additional notation
to enable the analysis that follows.

Let �X and �XS be the sets of all possible probability distributions on X
and XS respectively. Now, we define μ and μS as mappings from T and TS to
�X and �XS respectively. i.e., μ : T → �X ; μS : TS → �XS . Now, μ and μS

may be viewed as direct random mechanisms. Note also that a state contingent
contract can be written as function from T to �X . So, while strictly a mechanism
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should be seen as a means to implement a state contingent allocation, here we
interpret it as a state contingent contract. Having defined a mechanism, we can
now define the conditionally expected utilities of the agents. We let Ui(μ, si|ti)
be the conditionally expected utility of agent i from the mechanism μ, if i’s true
type is ti but he reports si while all other agents report their types truthfully.
So we have,

Ui(μ, si|ti) =
∑

t−i∈T−i

pi(t−i|ti)
∑
x∈X

μ(x|t−i, si)ui(x, t) (2)

Ui(μ, ti) = Ui(μ, ti|ti) =
∑

t−i∈T−i

pi(t−i|ti)
∑
x∈X

μ(x|t)ui(x, t) (3)

Now, from our definition of outcomes and mechanisms, we can easily verify
that the mechanisms always meet the resource feasibility constraints. Since a
feasible mechanism is required to satisfy both physical resource constraints and
incentive constraints, we now define Π as the set of all mechanisms which are
physically feasible and Π∗ as the set of all mechanisms which are also incentive
compatible. So we have,

Π = {μ : T → �X | μ(x|t) ≥ 0 and
∑
x∈X

μ(x|t) = 1} (4)

Π∗ = {μ ∈ Π | Ui(μ, ti) ≥ Ui(μ, si|ti) ∀si, ti ∈ Ti, ∀i ∈ I} (5)

These two equations taken together imply that the set of Bayesian incentive
compatible mechanisms Π∗, is a subset of Π , the set of resource feasible mecha-
nisms that obey probability constraints. In a similar vein, we define ΠS and Π∗

S

as the set of resource feasible mechanisms and incentive compatible mechanisms
respectively for a coalition S ⊆ C.

ΠS = {μS : TS → �XS | μ(xS |tS) ≥ 0 and
∑

xS∈XS

μ(xS |tS) = 1} (6)

Π∗
S = {μS ∈ ΠS | Ui(μS , ti) ≥ Ui(μS , si|ti) ∀si, ti ∈ Ti, ∀i ∈ S} (7)

Now, in the spirit of the core defined for cooperative games with complete
information, we can say that a mechanism or a state contingent contract is in the
core of the SPCG-II if no subset of agents stands to gain by breaking away and
negotiating a separate contract which gives them all a better expected utility.
But in order to break away and negotiate a more beneficial contract, the agents
in the breakaway coalition, say S, must be able to gain in an event that is
discernible by all of them. We define an event Λ as Λ = ×i∈IΛi, where Λi ⊆ Ti.
This event Λ is discernible by a coalition S (or is common knowledge within S)
if pi(t̂−i|ti) = 0, ∀i ∈ S, t ∈ Λ, and t̂ /∈ Λ.

Now, coalition S has an objection to a mechanism μ ∈ Π∗ if there exists a
contract μS ∈ Π∗

S and an event Λ that is discernible by S such that the following
inequality holds for all agents i ∈ S with strict inequality holding for at least
one of them.

Ui(μS |ti) ≥ Ui(μ|ti), ∀ti ∈ Λi, ∀i ∈ S. (8)
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The incentive compatible core consists of all mechanisms μ ∈ Π∗ to which
there is no such objection. In other words if a mechanism μ has to belong to the
incentive compatible core then there should not exist a coalition S, an incentive
compatible mechanism μS and an event Λ ∈ T such that:

1. Λ is discernible by S,
2. Ui(μS |ti) ≥ Ui(μ|ti), ∀ti ∈ Λi, ∀i ∈ S,
3.

∑
i∈S ẽij ≤ ∑

i∈S eij , ∀j ∈ {1, 2, . . . , n, n + 1}; ∀t ∈ T ,

The question that now arises is whether the core of such a game is non-empty.
The answer to this lies in recognizing the fact that the utility functions ui(x, t)
are all affine linear in ti and from Remark 3.1 in [15], it can be deduced that the
incentive compatible core is indeed non-empty. This immediately gives us the
following theorem.

Theorem 1. The shortest path cooperative game with incomplete information,
Γ = (X, x∗, (Ti)i∈I , (ui)i∈I , (pi)i∈I), has a non-empty incentive compatible core.

The incentive compatible core is an important solution concept, whose non-
emptiness provides strong guarantees for the stability of a coalition. Many times
we are also interested in finding a single solution to the SPCG-II as opposed to
a set of solutions like in the core. We address this issue next.

4 A Generalization of the Shapley Value for SPCG-II

In the case of cooperative games with incomplete information, we are concerned
with finding an incentive efficient mechanism or a state contingent contract
agreeable to the grand coalition I so that it is both implementable, and pareto
dominates all other incentive compatible mechanisms. In addition, the mecha-
nism chosen should fairly capture the power structure of the agents in the game
and must also be an adequate compromise between the types of the agents if
type information is to be protected in the bargaining process. A solution for this
class of games was proposed in [10] which we adapt here to the SPCG-II.

A mechanism μ is incentive efficient iff μ ∈ Π∗ and there is no other mecha-
nism ν ∈ Π∗ such that Ui(ν|ti) ≥ Ui(μ|ti), ∀i ∈ I, ∀ti ∈ Ti with strict inequality
holding at least for one type ti of some agent i. Since, X and T are finite sets,
the set of incentive compatible mechanisms Π∗ is a closed convex polyhedron
defined by incentive compatibility constraints and probability constraints. These
constraints are linear and hence by the supporting hyperplane theorem if there
is a set of utility transfer weights λ ∈ ×i∈ITi then the incentive efficient mech-
anism μ is a solution to an appropriate linear programming problem (LP1). This
is given by:

max
μ∈Π∗

∑
i∈I

∑
ti∈Ti

λi(ti)Ui(μ|ti) (9)

subject to:

Ui(μ|ti) ≥ Ui(μ, si|ti), ∀i ∈ I, ∀ti ∈ Ti, ∀si ∈ Ti. (10)



Economic Mechanisms for SPCG-II 77

μ(x|t) ≥ 0, ∀x ∈ X ; and
∑
x∈X

μ(x|t) = 1, ∀t ∈ T (11)

The dual of LP1 can be constructed by letting αi(si|ti) be the dual variable
corresponding to the incentive compatible constraint that requires agent i to not
gain by claiming that his type is si when it is actually ti. So, α ∈ ×i∈ITi×Ti

is a vector of dual variables. Now, a Lagrangian function can be written by
multiplying each of the incentive compatibility constraints with its corresponding
dual variable and adding it to the objective function of LP1. We then define
vi(x, t, λ, α) as the virtual utility of agent i with respect to λ and α for an
outcome x when the type profile is t [10]. This is given by:

vi(d, t, λ, α) = {{λi(ti) +
∑

si∈Ti

αi(si|ti)}pi(t−i|ti)ui(x, t)

−
∑

si∈Ti

αi(ti|si)pi(t−i|si)ui(x, (t−i, si))}/p(t) (12)

With this definition of virtual utilities, the Lagrangian of LP1 may be written
in terms of the virtual utilities as:

max
μ∈Π∗

∑
t∈T

p(t)
∑
x∈X

μ(x|t)
∑
i∈I

vi(x, t, λ, α) (13)

Notice that we now seek a mechanism that maximizes the sum of virtual utili-
ties. It is also shown in [10], that when agents face binding incentive constraints,
they appear to act according to the preferences of their virtual utilities and not
their actual utilities. So, for cooperative games with incomplete information, the
bargaining solution is based on conditional transfers of virtual utility rather than
transfers of actual utility.

In the computation of the Shapley Value for cooperative games with complete
information, the worth of each of the smaller coalitions serves only as a counter-
vailing force to influence the final allocations of the surplus. Analogously, in the
model of bargaining for incomplete information games, every coalition selects a
threat mechanism against a complementary coalition. We note that the SPCG-II
is a game with orthogonal coalitions, in the sense that the threat mechanisms
only affect the payoffs of the agents in the coalition. In addition, only a coali-
tion S which includes the buying agent (n + 1) can select a threat which has
some positive utility for the coalition. All other coalitions can only select threats
whose utility for the coalition is zero (empty threats!). We let Ω = ×S∈CΠS .
That is any vector ω = (μS)S∈C ∈ Ω includes a specification of the threats μS

that each coalition S ∈ C threatens to use in case of a breakdown in negotiations
of the grand coalition. Since the significance of these threat mechanisms is only
to influence the mechanism μ = μI chosen by the grand coalition, we do not re-
quire them to be incentive compatible nor equitable. So, in our choice of threat
mechanisms involving all coalitions S where S includes (n + 1) and S ⊂ I, we
can restrict ourselves to those mechanisms which place the complete probability
weight on the outcome which gives the maximum possible payoff to agent (n+1).
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We do this because one of the motivations in our application scenarios was to
reduce the high payments that are seen when VCG mechanisms are used.

Now, we can define the warranted claims WS(ω, t, λ, α) of virtual utility of
each coalition S with respect to λ and α given the type profile t and threat profile
ω by considering only the parameters relevant to the coalition S and neglecting
those of I\{S}.

WS(ω, t, λ, α) =
∑

xS∈XS

μS(xS |tS)
∑
i∈S

vi(xS , ts, λ, α) (14)

With these warranted claims of the coalitions we can build a characteristic
function form game W (ω, t, λ, α). That is, W (ω, t, λ, α) = (WS(ω, t, λ, α))S∈C .
The Shapley value of such a game is given by:

φi(W (ω, t, λ, α)) =
∑

S∈C,S⊇{i,(n+1)}

(|S| − 1)!((n + 1) − |S|)!
(n + 1)!

(WS(ω, t, λ, α))

(15)
From the Shapley value, the expected virtual-utility payoff of agent i with

type ti is given by
∑

t−i∈T−i
Pi(t−i|ti)Φi(W (ω, t, λ, α)). We note here that the

mechanism μ = μI in the warranted claim WI(ω, t, λ, α) of the grand coalition
I is the one that maximizes the sum of virtual utilities of all the agents in I and
hence is the one which maximizes the Lagrangian of LP1 expressed in virtual
utilities. That such a mechanism exists and is also individually rational is shown
in [10]. And from our construction of the outcome set X =

⋃
S∈C XS , where we

ensure that there are no transfers of money into or out of the system, we can
infer that the mechanism is strongly budget balanced. This discussion can be
summarized as the following theorem:

Theorem 2. The shortest path cooperative game with incomplete information,
Γ = (X, x∗, (Ti)i∈I , (ui)i∈I , (pi)i∈I), has a Shapley value mechanism that is in-
centive efficient and individually rational in virtual utilities, and strongly budget
balanced .

5 Summary

In this paper we have extended the analysis of shortest path cooperative games
to scenarios with incomplete information where a buying agent is also a partic-
ipant in the game. Such scenarios are routinely encountered in many real life
applications such as supply chain procurement, Internet routing, etc. We have
developed the structure for the shortest path cooperative game with incomplete
information. We have then, using previous results in cooperative game theory,
shown the following:

– the non-emptiness of the incentive compatible core of such a game.
– the existence of a Shapley Value mechanism that is incentive efficient and

individually rational in virtual utilities and also strongly budget balanced.

We believe that this analysis can be extended to multi commodity network
flow scenarios that capture more complex features of the motivating problems.
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Truth-Telling Reservations

Fang Wu, Li Zhang, and Bernardo A. Huberman

HP Labs, Palo Alto, CA 94304

Abstract. We present a mechanism for reservations of bursty resources
that is both truthful and robust. It consists of option contracts whose
pricing structure induces users to reveal the true likelihoods that they
will purchase a given resource. Users are also allowed to adjust their
options as their likelihood changes. This scheme helps users save cost and
the providers to plan ahead so as to reduce the risk of under-utilization
and overbooking. The mechanism extracts revenue similar to that of
a monopoly provider practicing temporal pricing discrimination with a
user population whose preference distribution is known in advance.

1 Introduction

A number of compute intensive applications often suffer from bursty usage pat-
terns [1, 3, 6, 7, 10], whereby the demand for information technology (IT) re-
sources, such as memory and bandwidth, can at times exceed the installed ca-
pacity within the organization. This problem can be addressed by providers of
IT services who satisfy this peak demand for a given price, playing a role similar
to utilities such as electricity or natural gas.

The emergence of a utility form of IT provisioning creates in turn a number
of problems for both providers and customers due to the uncertain nature of IT
usage. On the provider side there is a need to design appropriate pricing schemes
to encourage the use of such services and to gain better estimates of the usage
pattern so as to enable effective statistical multiplexing. On the customer side,
there needs to be a simple way of figuring out how to anticipate and hedge the
need for uncertain demand as well as the costs that it will add to the overall IT
operations.

Recently, it was proposed to use swing options for pricing the reservation of IT
resources [3]. By purchasing a swing option the user pays an upfront premium to
acquire the right, but not the obligation, to use a resource as defined in the option
contract. As with the case with electricity, IT resources, such as bandwidth and
CPU time, are non-storable and with volatile usage pattern. Thus, swing options
provide flexibility in both the amount and the time period for which a resource
is purchased, making them appealing to users whose bursty demand is hard to
predict. From the point of view of the providers, if enough users purchase these
options providers can offset the cost of providing peak capacity by multiplexing
among many users.

Pricing a swing option for IT resources however, turns out to be difficult
because of the complexity of the option contract and the lack of a good model

X. Deng and Y. Ye (Eds.): WINE 2005, LNCS 3828, pp. 80–91, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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of the spot market price. Moreover, there are two important problems that need
resolution. First, the user needs to be able to estimate the amount of resources
that need to be reserved as well as their cost; and second, the provider needs
to put in place a mechanism that will induce truth revelation on the part of
the user when stating the likelihood that a given reservation or option will be
exercised.

As was shown in [3], the first problem can be addressed by providing the
user with a simulation tool for estimating the cost of a reservation from a set of
historical data, as well as a provision for entering the user’s assumptions about
aggressive or conservative swings. Because the prices for swings are set ahead
of time and not by market forces, the forecasting tool also provides a powerful
“what-if” capability to both the resource provider and the customer for estimat-
ing outright costs and risks associated with fluctuations in customer demand.

As to the provider’s problem with asymmetric information, it could be argued
that a user’s historical usage pattern allows to predict his future demand. But
in many cases, such as with new users, the data may not be available or reflect
unanticipated user needs. Even worse, users may intentionally misrepresent the
likelihood of their needs in order to gain a pricing advantage, with the consequent
loss to the provider. In the original design of the swing option this was addressed
by introducing a time dependent discount that induces early commitment to a
contract. But this strategy still allows users to misrepresent their likelihoods the
first time they buy an option.

This paper presents a solution to the truth revelation problem in reservations
by designing option contracts with a pricing structure that induces users to
reveal their true likelihoods that they will purchase a given resource. A user is
allowed to adjust his option later if his likelihood changes. Truthful revelation
helps the provider to plan ahead to reduce the risk of under-utilization and
overbooking, and also helps the users to save cost. In addition to its truthfulness
and robustness, the mechanism extracts revenue similar to that of a monopoly
provider practicing temporal pricing discrimination with a user population whose
preference distribution is known in advance [2, 5, 6, 8, 9, 10, 12].

A truth telling mechanism like the one we propose may be useful in many ar-
eas. For example, airline seats, hotel reservations, network bandwidth and tickets
for popular shows would benefit from a properly priced reservation system, lead-
ing to both more predictable use and revenue generation.

2 The Two Period Model

Consider n users {1, 2, . . . , n} who live for two discrete periods. Each user may
need have to consume one unit of resource in period 2, which he can buy from
a resource provider either in period 1 at a discount price 1, or in period 2 at a
higher price C > 1. In period 1, each user i knows the probability pi that he
will need the resource in the next period. It is not until period 2 that he can be
certain about his need (unless p = 0 or 1). We also assume that the distributions
of the users’ needs are independent.
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Suppose all the users wish to pay the least while behaving in a risk-neutral
fashion. User i can either pay 1 in period 1, or wait until period 2 and pay C if
it turns out he has to, an event that happens with probability pi. Obviously, he
will use the former strategy when Cpi > 1 and the latter strategy when Cpi < 1,
while his cost is min(1, Cpi).

This optimal paying plan can be very costly for the user. For example, when
C = 5 and p = 0.1, the user always postpones the decision to buy until period
2 (because Cp < 1), ending up paying 5 for every unit he needs.

In what follows we describe a reservation mechanism that allows him to pay a
small premium that guarantees his one unit of resource whenever he needs it in
period 2, at a price not much higher than the discount price 1. In addition, the
mechanism makes the user truthfully reveal his probability of using the resource
to the provider, who can then accurately anticipate user demand. At a later
stage, we show how this mechanism can be thought of as an option.

2.1 The Coordinator Game

To better illustrate the benefit of this mechanism, we introduce a third agent,
the coordinator, who aggregates the users’ probabilities and makes a profit while
absorbing the users’ risk. He does so in a two period game.

1. (Period 1) The coordinator asks each user to submit a probability qi.
2. (Period 1) The coordinator reserves

∑
qi units of resource from the resource

provider (at price 1), ready to be consumed in period 2.
3. (Period 2) The coordinator delivers the reserved resource units to users who

claim them. If the amount he reserved is not enough to satisfy the demand,
he buys more resource from the provider (at the higher unit price C) to meet
the demand.

4. (Period 2) User i pays{
f(qi) if he needs one unit of resource,
g(qi) if he does not need it,

(1)

where f, g : [0, 1] → R
+ are two functions whose forms will be specified later.

These terms are publicly announced to everyone, before step 1.
For the coordinator to profit, the following two conditions have to be satisfied:

Condition A. The coordinator can make a profit by providing this service.

Condition B. Each user prefers to use the service provided by the coordinator,
rather than to deal with the resource provider directly.

The next two truth-telling conditions, although not absolutely necessary, are
useful for conditions A and B to hold.

Condition T1. (Step 1 truth-telling) Each user submits his true probability pi

in step 1, so that he expects to pay the least later in step 4.
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Condition T2. (Step 3 truth-telling) In step 3, when a user does not need a
resource in period 2, he reports it to the coordinator.

From Condition T1, user i expects to pay w(qi) ≡ pif(qi) + (1 − pi)g(qi) in
period 2. His optimal submission q∗i is determined by the first-order condition
w′(q∗i ) = pif

′(q∗i ) + (1 − pi)g′(q∗i ) = 0. Truth-telling requires that q∗i = pi, or
pif

′(pi) + (1 − pi)g′(pi) = 0. Condition T2 simply requires that f(p) ≥ g(p) for
all p ∈ [0, 1].

Now we study Condition A when all users submit their true probabilities {pi}.
Let U be the total resource usage of all users in period 2, and let W be the their
total payment. Both U and W are random variables. Clearly, E U =

∑
pi, and

E W =
∑

w(pi).

Lemma 1. If there exists an arbitrarily small ε > 0 such that w(p) ≥ p + ε
for all p ∈ [0, 1], then W − U → ∞ a.s. as n → ∞. That is, by charging an
arbitrarily small premium, the coordinator makes profit when there are many
users (Condition A).

Proof. This follows directly from the “X4-strong law”. (See e.g. [11]. The random
usage of each user does not have to be identically distributed.)

The small number ε is merely a technical device. In what follows we will neglect it
and use a weakened condition of Lemma 1 as a sufficient condition of Condition
A (not rigorous): w(p) ≥ p for all p ∈ [0, 1].

Last, Condition B says that the user can save money by using the coordina-
tor’s service: w(p) ≤ min(1, Cp) for all p ∈ [0, 1].

To summarize, the following conditions on concave f and g are sufficient for
the truth-telling mechanism to work:

pf ′(p) + (1 − p)g′(p) = 0, (2)
f(p) ≥ g(p), (3)
p ≤ pf(p) + (1 − p)g(p) ≤ min(1, Cp), (4)

for all p ∈ [0, 1].
Consider the following choice1

f(p) = 1 +
k

2
− kp +

kp2

2
, (5)

g(p) =
kp2

2
. (6)

which satisfies (2). To check (3) and (4), we first calculate

w(p) =
(

1 +
k

2

)
p − k

2
p2. (7)

And then it is not hard to show
1 This choice is not unique, but is analytically simple. For example, we could have

chosen g ∝ pa (a > 1), which will have no essential impact on the rest of the paper.
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Lemma 2. For the choice of f and g in (5) and (6), conditions (3) and (4) are
satisfied for k ∈ [0, min{2(C − 1), 2}].

Proof. Equation (3) is satisfied because

f(p) − g(p) = 1 + k

(
1
2

− p

)
≥ 1 − k

2
≥ 0. (8)

To verify (4), we write

w(p) = p +
k

2
p(1 − p) ≥ p, (9)

w(p) = 1 − (1 − p)
(

1 − k

2
p

)
≤ 1, (10)

w(p) ≤ Cp − k

2
p2 ≤ Cp. (11)

Fig. 1(a) shows the special case C = 2 and k = 1.5. As can be seen, the curve
w(p) lies completely in the triangular region. The difference between the upper
blue curve and the red curve is the amount of money the user saves (varying
with different p). The difference between the red curve and the lower blue line
is the coordinator’s expected payoff from one user. Note that his payoff is larger
for values of p’s lying in the middle of the range, and is zero for p = 0 and
p = 1. This result is hardly surprising, for when there is no uncertainty the user
does not need a coordinator at all. Thus, the coordinator makes a profit out of
uncertainties in user behavior.
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Fig. 1. Both figures are plotted under the choice C = 2 and k = 1.5. (a) Plot of
w(p). The curve w(p) lies completely in the triangular region. (b) Payment curves of
the user for C = 2 and k = 1.5. If the user needs one unit of resource in period 2, he
pays according to the upper curve. Otherwise he pays according to the lower curve.
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Fig. 1(b) plots the two payment curves, f(p) and g(p), for the same choice of
parameters. After signing a contract, a user agrees to pay later either the upper
curve for one unit of resource, or the lower curve for nothing. Note that f(p)
is strictly decreasing, a feature essential for the user to be truth-telling. A user
with a high p is more likely to pay the upper curve rather than the lower curve.
Knowing this, he has an incentive to submit a high probability of use and thus
not to cheat.

2.2 The Reservation Contract as an Option

The contract discussed in previous sections can be equivalently regarded as an
“option”. Because g(p) is the minimal amount the user has to pay in any event,
we can ask him to pay it in period 1, and only to pay f(p) − g(p) in period 2
if he needs one unit of resource at that time. Hence, by paying an amount g(p),
the user achieves the right but no the obligation to buy one unit of resource at
price f(p) − g(p) in period 2. Naturally, we may call g(p) the premium or the
price of option, and f(p) − g(p) the price of the resource.

0.1 0.2 0.3 0.4 0.5 0.6 0.7

0.25

0.5

0.75

1

1.25

1.5

1.75

f(p) − g(p)

g(p)

Fig. 2. Price-premium curve for the user. The horizontal axis is the premium (value
of contract, value of option). The vertical axis is the price the user pays for one unit
of resource in period 2.

Fig. 2 shows the parametric plot of resource price versus option price, for
p ∈ [0, 1]. Instead of submitting an explicit p, the user can equivalently choose
one point on this curve and pay accordingly. His probability p can then be
inferred from his choice (using (5) or (6)). This alternative method may be more
user-friendly because people tend to be more sensitive to monetary values rather
than probabilities. We can even further simplify the curve by providing the user
with a table with the values of a few discrete points along the curve.

3 A Multi Period Truth-Telling Reservation

In the previous 2-period mechanism, if a user learns more in time about the
likelihood of his needing the resource, it is impossible for him to modify the
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original contract. To solve this issue we extend our mechanism so that the user
can both submit early for a larger discount and update his probability afterwards
to a more accurate one. We thus consider a dynamic extension of the problem
in which the user is allowed to change his probability of future use some time
after his initial submission.

3.1 The Information Structure

Assume that everyone lives for m periods. In period m the user might need to
consume one unit of resource. He can reserve/buy one unit in period i at price
Ci−1, for i = 1, . . . , m.2 The intermediate periods are introduced to exploit the
user’s information gaining process. We assume that at each period i, the user
can always make a “best guess” of his probability of usage, given his information
up to period i. Formally, his “best guess” can be described by a random process
pt adapted to an information filtration [4], satisfying the property Etpt+1 = pt.

p21 1 − p21

p22 1 − p22

1 0

p1 1 − p1

period 1

period 2

period 3
1 0

A B

Fig. 3. The information structure for three periods

As an illustrative example, consider the three period information structure
depicted in Fig. 3. The user enters state A with probability p1 and state B
with probability 1 − p1. If he enters state A, with probability p21 he will need
the resource in period 3. If he enters state B, he will need the resource with
probability p22. Under our requirement, the user is able to make the best guess
p = p1p21 + (1 − p1)p22 in period 1, which will change to either p21 or p22 in
period 2.

3.2 The Three Period Coordinator Game

Again we describe a mechanism used by a coordinator to make profit by aggre-
gating the user’s uncertainty. A user may submit a probability in period 1, as
in the 2-period setting. Additionally, when he enters period 2 he is allowed to
update his probability based on his new information gained at that time. This
way the user can enjoy the full discount while simultaneously utiize maximum
2 The (1, C, . . . , Cm−1) assumption is not essential. We could have assumed

(1, C2, . . . , Cm) instead and the main result of this section will continue to hold,
just that the maths would become considerably messier.
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information. His final payment in period 3 is determined by the one or two
probabilities he submitted. The whole mechanism is described more rigorously
as follows.

1. (Period 1) The user may submit a probability q1.
2. (Period 1) The coordinator reserves q1 units of resource from the resource

provider (at price 1).
3. (Period 2) The user may submit a probability q2.
4. (Period 2) The coordinator adjusts his holdings to match the new probability

q2.
5. (Period 3) If the user claims the need of one unit of resource, the coordinator

delivers one reserved unit to him. If his reservation pool is not large enough,
he buys more resource from the provider (at the higher unit price C2) to
meet the demand.

6. (Period 3) The user pays according to Table 1:

Table 1. The user’s payment table. The columns represent his three possible submis-
sion patterns.

q1 not q2 q2 not q1 both q1 and q2

uses one unit f1(q1) f2(q2) f1(q1) − αf2(q1) + αf2(q2)
does not use g1(q1) g2(q2) g1(q1) − αg2(q1) + αg2(q2)

In Table 1, (f1, g1) and (f2, g2) are two sets of 2-period truth-telling functions
solved in Sect. 2.1.

f1(p) = 1 +
k1

2
− k1p +

k1p
2

2
, g1(p) =

k1p
2

2
, (12)

f2(p) = C +
k2

2
− k2p +

k2p
2

2
, g2(p) =

k2p
2

2
, (13)

where k1 ∈ [0,min{2(C2−1), 2}] and k2 ∈ [0,min{2(C2−C), 2C}]. To make the
mathematical analysis easier, we will choose k1 = k ∈ [0,min{2(C − 1), 2}] and
k2 = Ck ∈ [0,min{2(C2−C), 2C}], so that f2(p) = Cf1(p) and g2(p) = Cg1(p).
We require that f2 > f1 and g2 > g1, so that the user pays more when he reserves
late.

Theorem 1. Suppose α ∈ (0, 1/C). The user’s optimal strategy is to submit a
probability in period 1 and to adjust it in period 2. Each probability he submits
is his true probability in that period. In addition, the coordinator is profitable.

Proof. Follows from the four Lemmas in the Appendix of the full paper [13].

3.3 Three Period Options

As for the 2-period problem, there is an equivalent “option” form of the 3-period
contract, which we now describe. Assume f2(p) = Cf1(p) and g2(p) = Cg1(p).
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1. (Period 1) There are various options that the user can buy, with option price
g1(p) and resource price f1(p) − g1(p), for all p ∈ [0, 1]. The user buys one
share of q1-option at price g1(q1).

2. (Period 2) The user can swap αC (remember αC < 1) share of his q1-option
for a q2-option, by paying the difference price αC(g1(q2)− g1(q1)). Then he
holds a share (1− αC) of q1-options and a share αC of q2-options.

3. (Period 3) If the user needs one unit of resource, he executes his options. That
is, he pays (1 − αC)(f1(q1) − g1(q1)) using his q1 option, plus αC(f1(q2) −
g1(q2)) using his q2 option.

It is easy to verify that this option payment plan is equivalent to Table 1.

3.4 Multi Period Options

The option form of the 3-period contract can be easily extrapolated to an m-
period contract (m > 3). Assume β is a positive number such that β + · · · +
βm−2 < 1. Such a β certainly exists. For example 0 ≤ β ≤ 1/2 is enough for the
condition to hold for all m. The contract now says:

1. (Period 1) There are various options that the user can buy, with option price
g1(p) and resource price f1(p) − g1(p), for all p ∈ [0, 1]. The user buys one
share of q1-option at price g1(q1).

i. (Period i: i = 2, . . . ,m − 1) The user can swap βi−1 share of his q1-option
for a qi-option, by paying the difference price βi−1(g1(qi)− g1(q1)).

m. (Period m) If the user needs one unit of resource, he executes his options.
That is, he pays(

1− β − βm−1

1− β

)
(f1(q1)− g1(q1)) +

m−1∑
i=2

βi−1(f1(qi)− g1(qi)). (14)

4 Mechanism Behavior

We have seen that the truth-telling reservation mechanism helps the user save
money and the coordinator to make money, so they both have an incentive to use
it. An interesting question to ask now is whether the resource provider himself
would want to use the reservation mechanism, playing both roles of seller and
coordinator. To answer this question we need to consider objective functions for
both the user and the seller.

4.1 The User’s Utility

In the previous sections we assumed that when it happens that the user needs
one unit of resource, he has no other choice but to buy it. In reality if the on-spot
price exceeds the user’s financial limit, he can always choose not to buy. Because
of this, the resource provider cannot set the price arbitrarily high.

Suppose the user has an expected utility in the form u = v − c. Here, c is
the minimum expected price he has to pay for one unit of resource, estimated
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in period 1. v is the value of the unit to him in period 1, scaled to v ∈ [0, 1].
Equivalently, we can use period-2 value instead of period-1 value and write u =
v2p−c. If the user does not buy the resource when he needs it, his utility is zero.
We again assume that the user is risk-neutral.

4.2 The Seller’s Problem

Direct Selling. Assume that it takes the resource provider constant cost to
provide the resource, so his profit-maximization problem becomes a revenue-
maximization problem (e.g., the cost of a flight is essentially independent of the
number of passengers on a plane). Without using the truth-telling reservation
mechanism, he can only choose a reservation price C1 and a spot price C2 to
maximize his revenue.

To do so he must assume a prior distribution f(v, p) of the users, where
f(v, p) dvdp is the fraction of users whose (v, p) lie in the small rectangle (v, v +
dv)× (p, p+ dp). Suppose that he has complete information about the users, i.e,
he knows the real f(v, p). He then faces the following maximization problem3:

max
0≤C1≤C2≤1

∫∫
dv dp f(v, p)I(v ≥ C1 ∧ C2p)C1 ∧C2p. (15)

It is easy to calculate that for the uniform prior f(v, p) = 1 the maximal
revenue Rmax = 5/24 is achieved at C1 = 1/2 and C2 = 1.

Options. Within the truth-telling reservation framework, the seller sets two
prices, f(p) and g(p), by choosing the parameters C1, C2 and k. Note that
C2 does not appear explicitly in the prices, but only appears implicitly in the
constraint k ≤ 2(C2 − 1). Thus the seller can choose a sufficiently large C2.4 In
the many-user limit, his optimization problem becomes

max
0≤C1≤1≤k≤2

∫∫
dv dp f(v, p)I(v ≥ w(C1, k, p))w(C1, k, p), (16)

where

w(C1, k, p) = C1

[(
1 +

k

2

)
p− k

2
p2
]

(17)

is the expected revenue he collects from a user whose expected value exceeds the
expected cost.

For the uniform prior it can be shown that the seller’s maximal revenue is
again Rmax = 5/24, achieved at C1 = 5/8. Hence in this case the option mech-
anism and direct-selling yield the same maximal revenue. While this is coinci-
dental, as we shall see in the next section, it does suggest that the two revenues
are comparable.
3 As in standard probability texts, here a ∧ b denotes the minimum of a and b, and

I(·) is the indicator function.
4 This may seem surprising, but remember that the user never pays the on-spot price

when he buys an option! In fact, C2 can be set greater than 1 in this case.



90 F. Wu, L. Zhang, and B.A. Huberman

4.3 Other Distributions

We will now compare the two pricing schemes for other probability distributions.
Again assume that v and p are independent, and v is uniform on [0, 1]. Assume
now that p is uniformly distributed on [a, b], where 0 ≤ a ≤ b ≤ 1.

We optimize the seller’s revenue for the two schemes with multiple choices
of a and b. The numerical results are shown in Table 2. It can be seen that in
most cases the option mechanism performs better than the direct mechanism. In
particular when the users’ probabilities are concentrated at the small end (row
(0, 1/2), (0, 1/3) and (0, 1/5) in the table), the option mechanism significantly
beats direct selling. This is because in the direct selling scheme, the seller has
to compromise for a low C1 for small p, therefore losing considerable profit. On
the other hand, by selling options he can settle on a much higher C1 and profit
from the premium.

Table 2. The seller’s revenue per person, using direct selling or options. For example,
when the users’ p is uniformly distributed over (0, 1/2), the seller’s revenue per person
when using the option mechanism is 0.197.

p (0, 1) (0, 1/2) (1/2, 1) (0, 1/3) (1/3, 2/3) (2/3, 1) (0, 1/5) (2/5, 3/5) (4/5, 1)
direct 0.208 0.167 0.250 0.130 0.245 0.250 0.087 0.248 0.250
options 0.208 0.197 0.248 0.183 0.246 0.250 0.141 0.249 0.250

We thus conclude that the truth-telling mechanism is particularly efficient for
reservations of peak demands and rare events (small p).

5 Conclusion

In this paper we presented a solution to the truth revelation problem in reserva-
tions by designing option contracts with a pricing structure that induces users
to reveal their true likelihoods that they will purchase a given resource. Truthful
revelation helps the provider to plan ahead to reduce the risk of under-utilization
and overbooking. In addition to its truthfulness and robustness, the scheme can
extract similar revenue to that of a monopoly provider who has accurate in-
formation about the population’s probability distribution and uses temporal
discrimination pricing.

This mechanism can be applied to any resource that exhibits bursty usage,
from IT provisioning and network bandwidth, to conference rooms and airline
and hotel reservations, and solves an information asymmetry problem for the
provider that has traditionally led to inefficient over or under provision.

This approach can be extended in a number of ways so as to become useful in
a number of realistic situations. With the addition of a simulation tool developed
in the context of swing options [3], for example, users can anticipate their future
needs for resources at given times and price them accordingly before committing
to a reservation contract. Yet another extension would allow for the reservation
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of single units of a resource (airline seats or conference rooms, for example) over
a time interval, as opposed to a particular date.

Given the rather inefficient way through which most bursty resources are
now allocated, we believe that this mechanism will contribute to a more useful
and profitable way of allocating them to those who need them, while giving
the provider essential information on future demand that he can then use to
rationally plan its provisioning.

Acknowledgement. We thank Andrew Byde for valuable suggestions.

References

1. J. Beran, R. Sherman, M. S. Taqqu, and W. Willinger, Long-Range Dependence in
Variable-Bit-Rate Video Traffic, IEEE Transactions on Communications, Vol. 43,
No. 2/3/4 Feb./Mar./Apr. 1995, pp. 1566–1579 (1995).

2. J. Conlisk, E. Gerstner, and J. Sobel, Cyclic Pricing by a Durable Goods Monop-
olist, Quarterly Journal of Economics 99: 489–505 (1984).

3. S. H. Clearwater and B. A. Huberman, Swing Options: A Mechanism for Pricing IT
Peak Demand, http://www.hpl.hp.com/research/idl/papers/swings/ (2005).

4. R. Durrett, Probability: Theory and Examples, Chapter 4, 3rd Ed., Brooks/Cole,
(2005).

5. I. Gale, Advance-Purchase Discounts and Monopoly Allocation of Capacity, Amer-
ican Economic Review, Vol. 83(1), pp. 135–46 (1993).

6. S. D. Gribble, G. S. Manku, D. S. Roselli, E. A. Brewer, T. J. Gibson, and E.
L. Miller, Self-Similarity in File Systems, Measurement and Modeling of Computer
Systems, pp. 141–150 (1998).

7. B. A. Huberman and R. Lukose, Social Dilemmas and Internet Congestion, Science,
Vol. 277, 535–537 (1997).

8. J. Sobel, Durable Goods Monopoly with Entry of New Customers, Econometrica
59: 1455–1485 (1991).

9. H. Varian, Price Discrimination, Chapter 10 in R. Schmalansee and R. Willig (eds.),
The Handbook of Industrial Organization, Vol. 1, 597–654, Amsterdam and New
York: Elsevier Science Publishers B. V., North-Holland (1989).

10. J. Voldman, B. B. Mandelbrot, L. W. Hoevel, J. Knight, and P. Rosenfeld, Fractal
Nature of Software-Cache Interaction, IBM Journal of Research and Development,
Vol. 27, No. 6, Nov. 1981, pp. 164–170 (1981).

11. D. Williams, Probability with Martingales, pp. 72–73, Cambridge University Press
(2001).

12. R. B. Wilson, Nonlinear Pricing, pp. 377–379, Oxford University Press (1993).
13. F. Wu, L. Zhang, and B. A. Huberman, Truth-telling Reservations, http://www.

hpl.hp.com/research/idl/papers/reservations/reservation.pdf, (2005).



Inapproximability Results for Combinatorial
Auctions with Submodular Utility Functions

Subhash Khot, Richard J. Lipton, Evangelos Markakis, and Aranyak Mehta

Georgia Institute of Technology, Atlanta GA 30332, USA
{khot, rjl, vangelis, aranyak}@cc.gatech.edu

Abstract. We consider the following allocation problem arising in the
setting of combinatorial auctions: a set of goods is to be allocated to a
set of players so as to maximize the sum of the utilities of the players
(i.e., the social welfare). In the case when the utility of each player is
a monotone submodular function, we prove that there is no polynomial
time approximation algorithm which approximates the maximum social
welfare by a factor better than 1 − 1/e � 0.632, unless P= NP. Our
result is based on a reduction from a multi-prover proof system for MAX-
3-COLORING.

1 Introduction

A large volume of transactions is nowadays conducted via auctions, including
auction services on the internet (e.g., eBay) as well as FCC auctions of spectrum
licences. Recently, there has been a lot of interest in auctions with complex bid-
ding and allocation possibilities that can capture various dependencies between
a large number of items being sold. A very general model which can express such
complex scenarios is that of combinatorial auctions.

In a combinatorial auction, a set of goods is to be allocated to a set of players.
A utility function is associated with each player specifying the happiness of the
player for each subset of the goods. One natural objective for the auctioneer
is to maximize the economic efficiency of the auction, which is the sum of the
utilities of all the players. Formally, the allocation problem is defined as follows:
We have a set M of m indivisible goods and n players. Player i has a monotone
utility function vi : 2M → R. We wish to find a partition (S1, . . . , Sn) of the set
of goods among the n players that maximizes the total utility or social welfare,∑

i vi(Si). Such an allocation is called an optimal allocation.
We are interested in the computational complexity of the allocation problem

and we would like an algorithm which runs in time polynomial in n and m.
However, one can see that the input representation is itself exponential in m for
general utility functions. Even if the utility functions have a succinct represen-
tation (polynomial in n and m), the allocation problem may be NP-hard [13, 1].
In the absence of a succinct representation, it is typically assumed that the auc-
tioneer has oracle access to the players’ utilities and that he can ask queries to
the players. There are 2 types of queries that have been considered. In a value
query the auctioneer specifies a subset S ⊆ M and asks player i for the value

X. Deng and Y. Ye (Eds.): WINE 2005, LNCS 3828, pp. 92–101, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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vi(S). In a demand query, the auctioneer presents a set of prices for the goods
and asks a player for the set S of goods that maximizes his profit (which is
his utility for S minus the sum of the prices of the goods in S). Note that if
we have a succinct representation of the utility functions then we can always
simulate value queries. Even with queries the problem remains hard. Hence we
are interested in approximation algorithms and inapproximability results.

A natural class of utility functions that has been studied extensively in the
literature is the class of submodular functions. A function v is submodular if
for any 2 sets of goods S ⊆ T , the marginal contribution of a good x �∈ T ,
is bigger when added to S than when added to T , i.e., v(S ∪ x) − v(S) ≥
v(T ∪ x)− v(T ). Submodularity can be seen as the discrete analog of concavity
and arises naturally in economic settings since it captures the property that
marginal utilities are decreasing as we allocate more goods to a player.

1.1 Previous Work

For general utility functions, the allocation problem is NP-hard. Approxima-
tion algorithms have been obtained that achieve factors of O( 1√

m
) ([14, 5], us-

ing demand queries) and O(
√

log m
m ) ([12], using value queries). It has also been

shown that we cannot have polynomial time algorithms with a factor better
than O( log m

m ) ([5], using value queries) or better than O( 1
m1/2−ε ) ([14, 19], even

for single minded bidders). Even if we allow demand queries, exponential com-
munication is required to achieve any approximation guarantee better than
O( 1

m1/2−ε ) [16]. For single-minded bidders, as well as for other classes of util-
ity functions, approximation algorithms have been obtained, among others, in
[2, 4, 14]. For more results on the allocation problem with general utilities, see [6].

For the class of submodular utility functions, the allocation problem is still
NP-hard. The following positive results are known: In [13] it was shown that
a simple greedy algorithm using value queries achieves an approximation ratio
of 1/2. An improved ratio of 1 − 1/e was obtained in [1] for a special case of
submodular functions, the class of additive valuations with budget constraints.
Very recently, approximation algorithms with ratio 1−1/e were obtained in [7, 8]
using demand queries. As for negative results, it was shown in [16] that an expo-
nential amount of communication is needed to achieve an approximation ratio
better than 1−O( 1

m ). In [7] it was shown that there cannot be any polynomial
time algorithm in the succinct representation or the value query model with a
ratio better than 50/51, unless P= NP.

1.2 Our Result

We show that there is no polynomial time approximation algorithm for the al-
location problem with monotone submodular utility functions achieving a ratio
better than 1− 1/e, unless P= NP. Our result is true in the succinct represen-
tation model, and hence also in the value query model. The result does not hold
if the algorithm is allowed to use demand queries.

A hardness result of 1 − 1/e for the class XOS (which strictly contains the
class of submodular functions) is obtained in [7] by a gadget reduction from the
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Table 1. Approximability results for submodular utilities

Algorithms Hardness
Value Queries 1/2 [13] 1 − 1/e

Demand Queries 1 − 1/e [8] 1 − O(1/m) [16]

maximum k-coverage problem. For a definition of the class XOS, see [13]. Similar
reductions do not seem to work for submodular functions. Instead we provide a
reduction from multi-prover proof systems for MAX-3-COLORING. Our result
is based on the reduction of Feige [9] for the hardness of set-cover and maximum
k-coverage. The results of [9] use a reduction from a multi-prover proof system
for MAX-3-SAT. This is not sufficient to give a hardness result for the allocation
problem, as explained in Section 3. Instead, we use a proof system for MAX-
3-COLORING. We then define an instance of the allocation problem and show
that the new proof system enables all players to achieve maximum possible utility
in the yes case, and ensure that in the no case, players achieve only (1 − 1/e)
of the maximum utility on the average. The crucial property of the new proof
system is that when a graph is 3-colorable, there are in fact many different proofs
(i.e., colorings) that make the verifier accept. This would not be true if we start
with a proof system for MAX-3-SAT. By introducing a correspondence between
colorings and players of the allocation instance, we obtain the desired result.
The idea of using MAX-3-COLORING instead of MAX-3-SAT in Feige’s proof
system to have instances with many “disjoint” solutions is not new. The same
approach is used in [10] (based on ideas of [11]) to prove a hardness result of
logn for the domatic number problem.

The current state of the art for the allocation problem with submodular util-
ities, including our result, is summarized in Table 1. We note that we do not
address the question of obtaining truthful mechanisms for the allocation prob-
lem. For some classes of functions, incentive compatible mechanisms have been
obtained that also achieve reasonable approximations to the allocation problem
(e.g. [14, 2, 4]). For submodular utilities, the only truthful mechanism known is
obtained in [7]. This achieves an O( 1√

m
)-approximation. Obtaining a truthful

mechanism with a better approximation guarantee seems to be a challenging
open problem.

2 Model, Definitions and Notation

We assume we have a set of players N = {1, ..., n} and a set of goods M =
{1, ...,m} to be allocated to the players. Each player has a utility function vi, where
for a set S ⊆ M , vi(S) is the utility that player i derives if he obtains the set S.
We make the standard assumptions that vi is monotone and that vi(∅) = 0.

Definition 1. A function v : 2M → R is submodular if for any sets S ⊂ T and
any x ∈M\T :

v(S ∪ {x})− v(S) ≥ v(T ∪ {x})− v(T )
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An equivalent definition of submodular functions is that for any sets S, T :
v(S ∪ T ) + v(S ∩ T ) ≤ v(S) + v(T ).

An allocation of M is a partition of the goods (S1, ..., Sn) such that
⋃

i Si = M
and Si ∩ Sj = ∅. The allocation problem we will consider is:

The allocation problem with submodular utilities: Given a mono-
tone, submodular utility function vi for every player i, find an allocation
of the goods (S1, ..., Sn) that maximizes

∑
i vi(Si).

To clarify how the input is accessed, we assume that either the utility functions
have a succinct representation1, or that the auctioneer can ask value queries to
the players. In a value query, the auctioneer specifies a subset S to a player i
and the player responds with vi(S). In this case the auctioneer is allowed to ask
at most a polynomial number of value queries.

Since the allocation problem is NP-hard, we are interested in polynomial time
approximation algorithms or hardness of approximation results: an algorithm
achieves an approximation ratio of α ≤ 1 if for every instance of the problem,
the algorithm returns an allocation with social welfare at least α times the
optimal social welfare.

3 The Main Result

In this Section we present our main theorem:

Theorem 1. For any ε>0, there is no polynomial time (1− 1
e+ε)-approximation

algorithm for the allocation problem with monotone submodular utilities, unless
P=NP.

For ease of exposition, we first present a weaker hardness result of 3/4. This
proof is provided here only to illustrate the main ideas of our result and to give
some intuition. At the end of this Section, we explain what modifications are
required to obtain a hardness of 1− 1/e.

The reduction for the 3/4-hardness is based on a 2-prover proof system for
MAX-3-COLORING, which is analogous to the proof system of [15] for MAX-
3-SAT. In the MAX-3-COLORING problem, we are given a graph G and we
are asked to color the vertices of G with 3 different colors so as to maximize the
number of properly colored edges, where an edge is properly colored if its vertices
receive different colors. Given a graph G, let OPT (G) denote the maximum
fraction of edges that can be properly colored by any 3-coloring of the vertices.
We will start with a gap version of MAX-3-COLORING: Given a constant c, we
denote by GAP-MAX-3-COLORING(c) the promise problem in which the yes
instances are the graphs with OPT (G) = 1 and the no instances are graphs with
OPT (G) ≤ c. By the PCP theorem [3], and by [17], we know:
1 By this we mean a representation of size polynomial in n and m, such that given S

and i, the auctioneer can compute vi(S) in time polynomial in the size of the repre-
sentation. For example, additive valuations with budget limits [13] have a succinct
representation.
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Proposition 1. There is a constant c<1 such that GAP-MAX-3-COLORING(c)
is NP-hard, i.e., it is NP-hard to distinguish whether
YES Case: OPT (G) = 1, and
NO Case: OPT (G) ≤ c.

Let G be an instance of GAP-MAX-3-COLORING(c). The first step in our proof
is a reduction to the Label Cover problem. A label cover instance L consists of
a graph G′, a set of labels Λ and a binary relation πe ⊆ Λ× Λ for every edge e.
The relation πe can be seen as a constraint on the labels of the vertices of e. An
assignment of one label to each vertex is called a labeling. Given a labeling, we
will say that the constraint of an edge e = (u, v) is satisfied if (l(u), l(v)) ∈ πe,
where l(u), l(v) are the labels of u, v respectively. The goal is to find a labeling
of the vertices that satisfies the maximum fraction of edges of G′, denoted by
OPT (L).

The instance L produced from G is the following: G′ has one vertex for every
edge (u, v) of G. The vertices (u1, v1) and (u2, v2) of G′ are adjacent if and
only if the edges (u1, v1) and (u2, v2) have one common vertex in G. Each vertex
(u, v) of G′ has 6 labels corresponding to the 6 different proper colorings of (u, v)
using 3 colors. For an edge between (u1, v1) and (u2, v2) in G′, the corresponding
constraint is satisfied if the labels of (u1, v1) and (u2, v2) assign the same color
to their common vertex. From Proposition 1 it follows easily that:

Proposition 2. It is NP-hard to distinguish between:
YES Case: OPT (L) = 1, and
NO Case: OPT (L) ≤ c′, for some constant c′ < 1

We will say that 2 labelings L1, L2 are disjoint if every vertex of G′ receives
a different label in L1 and L2. Note that in the YES case, there are in fact 6
disjoint labelings that satisfy all the constraints.

The Label Cover instance L is essentially a description of a 2-prover 1-round
proof system for MAX-3-COLORING with completeness parameter equal to 1
and soundness parameter equal to c′ (see [9, 15] for more on these proof systems).

Given L, we will now define a new label cover instance L′, the hardness of
which will imply hardness of the allocation problem. Going from instance L to
L′ is equivalent to applying the parallel repetition theorem of Raz [18] to the
2-prover proof system for MAX-3-COLORING.

We will denote by H the graph in the new label cover instance L′. A vertex
of H is now an ordered tuple of s vertices of G′, i.e., it is an ordered tuple of
s edges of G, where s is a constant to be determined later . We will refer to
the vertices of H as nodes to distinguish them from the vertices of G. For 2
nodes of H , u = (e1, ..., es) and v = (e′1, ..., e

′
s), there is an edge between u and

v if and only if for every i ∈ [s], the edges ei and e′i have exactly one common
vertex (where [s] = {1, ..., s}). We will refer to these s common vertices as the
shared vertices of u and v. The set of labels of a node v = (e1, ..., es) is the set
of 6s proper colorings of its edges (Λ = [6s]). The constraints can be defined
analogously to the constraints in L. In particular, for an edge e = (u, v) of H ,



Inapproximability Results for Combinatorial Auctions 97

a labeling satisfies the constraint of edge e if the labels of u and v induce the
same coloring of their shared vertices.

By Proposition 2 and Raz’s parallel repetition theorem [18], we can show that:

Proposition 3. It is NP-hard to distinguish between:
YES Case: OPT (L′) = 1, and
NO Case: OPT (L′) ≤ 2−γs, for some constant γ > 0.

Remark 1. In fact, in the YES case, there are 6s disjoint labelings that satisfy
all the constraints.

This property will be used crucially in the remaining section. The known reduc-
tions from GAP-MAX-3-SAT to label cover, implicit in [9, 15], are not sufficient
to guarantee that there is more than one labeling satisfying all the edges. This
was our motivation for using GAP-MAX-3-COLORING instead.

The final step of the proof is to define an instance of the allocation problem
from L′. For that we need the following definition:

Definition 2. A Partition System P (U, r, h, t) consists of a universe U of r
elements, and t pairs of sets (A1, Ā1), ...(At, Āt), (Ai ⊂ U) with the property
that any collection of h′ ≤ h sets without a complementary pair Ai, Āi covers at
most (1 − 1/2h′

)r elements.

If U = {0, 1}t, we can construct a partition system P (U, r, h, t) with r = 2h and
h = t. For i = 1, ..., t the pair (Ai, Āi) will be the partition of U according to
the value of each element in the i-th coordinate. In this case the sets Ai, Āi have
cardinality r/2.

For every edge e in the label cover instance L′, we construct a partition system
P e(Ue, r, h, t = h = 3s) on a separate subuniverse Ue as described above. Call
the partitions (Ae

1, Ā
e
1), ...., (A

e
t , Ā

e
t ).

Recall that for every edge e = (u, v), there are 3s different colorings of the s
shared vertices of u and v. Assuming some arbitrary ordering of these colorings,
we will say that the pair (Ae

i , Ā
e
i ) of P e corresponds to the ith coloring of the

shared vertices.
We define a set system on the whole universe

⋃
Ue. For every node v and

every label i, we have a set Sv,i. For every edge e incident on v, Sv,i contains
one set from every partition system P e, as follows. Consider an edge e = (v, w).
Then Ae

j contributes to all the sets Sv,i such that label i in node v induces the
jth coloring of the shared vertices between v and w. Similarly Āe

j contributes
to all the Sw,i such that label i in node w gives the jth coloring to the shared
vertices (the choice of assigning Ae

j to the Sv,i’s and Āe
j to the Sw,i’s is made

arbitrarily for each edge (v, w)). Thus

Sv,i =
⋃

(v,w)∈E

B
(v,w)
j

where E is the set of edges of H , B(v,w)
j is one of A(v,w)

j or Āj
(v,w), and j is the

coloring that label i gives to the shared vertices of (v, w).



98 S. Khot et al.

We are now ready to define our instance I of the allocation problem. There
are n = 6s players, all having the same utility function. The goods are the sets
Sv,i for each node v and label i. If a player is allocated a collection of goods
Sv1,i1 ...Svl,il

, then his utility is

|
l⋃

j=1

Svj ,ij |

It is easy to verify that this is a monotone and submodular utility function. Let
OPT (I) be the optimal solution to the instance I.

Lemma 1. If OPT (L′) = 1, then OPT (I) = nr|E|.
Proof. From Remark 1, there are n = 6s disjoint labelings that satisfy all the
constraints of L′. Consider the ith such labeling. This defines an allocation to
the ith player as follows: we allocate the goods Sv,l(v) for each node v, to player
i, where l(v) is the label of v in this ith labeling. Since the labeling satisfies all
the edges, the corresponding sets Sv,l(v) cover all the subuniverses. To see this,
fix an edge e = (v, w). The labeling satisfies e, hence the labels of v and w induce
the same coloring of the shared vertices between v and w, and therefore they
both correspond to the same partition of P e, say (Ae

j , Ā
e
j). Thus Ue is covered

by the sets Sv,l(v) and Sw,l(w) and the utility of player i is r|E|. We can find
such an allocation for every player, since the labelings are disjoint.

For the No case, consider the following simple allocation: each player gets exactly
one set from every node. Hence each player i defines a labeling, which cannot
satisfy more than 2−γs fraction of the edges. For the rest of the edges, the 2 sets
of player i come from different partitions and hence can cover at most 3/4 of
the subuniverse. This shows that the total utility of this simple allocation is at
most 3/4 of that in the Yes case. In fact, we will show that this is true for any
allocation.

Lemma 2. If OPT (L′) ≤ 2−γs, then OPT (I) ≤ (3/4+ ε)nr|E|, for some small
constant ε > 0 that depends on s.

Proof. Consider an allocation of goods to the players. If player i receives sets
S1, ..., Sl, then his utility pi can be decomposed as pi =

∑
e pi,e, where

pi,e = |(∪jSj) ∩ Ue|

Fix an edge (u, v). Let mi be the number of goods of the type Su,j for some j. Let
m′

i be the number of goods of the type Sv,j for some j, and let xi = mi +m′
i. Let

N be the set of players. For the edge e = (u, v), let Ne
1 be the set of players whose

sets cover the subuniverse Ue and Ne
2 = N\Ne

1 . Let ne
1 = |Ne

1 | and ne
2 = |Ne

2 |.
Note that for i ∈ Ne

1 , the contribution of the xi sets to pi,e is r. For i ∈ Ne
2 , it

follows that the contribution of the xi sets to pi,e is at most (1 − 1
2xi

)r by the
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properties of the partition system of this edge2. Hence the total utility derived
by the players from the subuniverse Ue is∑

i

pi,e ≤
∑
i∈Ne

1

r +
∑

i∈Ne
2

(1 − 1
2xi

)r

In the YES case, the total utility derived from the subuniverse Ue was nr.
Hence the loss in the total utility derived from Ue is

Δe ≥ nr −
∑

i∈Ne
1

r −
∑

i∈Ne
2

(1− 1
2xi

)r = r
∑
i∈Ne

2

1
2xi

By the convexity of the function 2−x, we have that

Δe ≥ r ne
2 2

− i∈Ne
2

xi

ne
2

But note that
∑

i∈Ne
1
xi ≥ 2ne

1, since players in Ne
1 cover Ue and they need at

least 2 sets to do this. Therefore
∑

i∈Ne
2
xi ≤ 2ne

2 and Δe ≥ r ne
2/4. The total

loss is ∑
e

Δe ≥ r/4
∑

e

ne
2

Hence it suffices to prove
∑

e n
e
2 ≥ (1− ε)n|E|, or that

∑
e n

e
1 ≤ εn|E|.

For an edge (u, v), let Ne,≤s
1 be the set of players from Ne

1 who have at most
s goods of the type Su,j or Sv,j . Let Ne,>s

1 = Ne
1\Ne,≤s

1 .∑
e

ne
1 =

∑
e

|Ne,>s
1 |+ |Ne,≤s

1 | ≤ 2n|E|
s

+
∑

e

|Ne,≤s
1 |

where the inequality follows from the fact that for the edge e we cannot have
more than 2n/s players receiving more than s goods from u and v.

Claim.
∑

e |Ne,≤s
1 | < δn|E|, where δ ≤ c′s2−γs, for some constant c′.

Proof. Suppose that the sum is δn|E| for some δ ≤ 1. Then it can be easily seen
that for at least δ|E|/2 edges, |Ne,≤s

1 | ≥ δn/2. Call these edges good edges.
Pick a player i at random. For every node, consider the set of goods assigned

to player i from this node, and pick one at random. Assign the corresponding
label to this node. If player i has not been assigned any good from some node,
then assign an arbitrary label to this node. This defines a labeling. We look at
the expected number of satisfied edges.

For every good edge e = (u, v), the probability that e is satisfied is at least
δ/2s2, since e has at least δn/2 players that have covered Ue with at most

2 To use the property of P e, we need to ensure that xi ≤ 3s. However since i ∈ Ne
2 ,

even if xi > 3s, the distinct sets Ae
j or Āe

j that he has received through his xi goods
are all from different partitions of Ue and hence they can be at most 3s.
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s goods. Since there are at least δ|E|/2 good edges, the expected number of
satisfied edges is at least δ2|E|/4s2. This means that there exists a labeling
that satisfies at least δ2|E|/4s2 edges. But, since OPT (L′) ≤ 2−γs, we get δ ≤
c′s2−γs, for some constant c′.

We finally have ∑
e

ne
1 ≤

2n|E|
s

+ δn|E| ≤ εn|E|

where ε is some small constant depending on s. Therefore the total loss is∑
e

Δe ≥ 1
4
(1− ε)nr|E|

which implies that OPT (I) ≤ (3/4 + ε)nr|E|.
Given any ε > 0, we can choose s large enough so that Lemma 2 holds. From
Lemmas 1 and 2, we have:

Corollary 1. For any ε>0, there is no polynomial time (3/4+ε)-approximation
algorithm for the allocation problem with monotone submodular utilities, unless
P = NP.

To strengthen the hardness to 1−1/e, we use a different reduction from a multi-
prover proof system, using the construction of Feige [9]. The new Label Cover
instances that arise in this reduction are defined on a hypergraph instead of a
graph. We also need to use a more general version of partition systems, as in [9].
Due to lack of space, we omit the proof for the full version of the paper.
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Abstract. We present an auction-based algorithm for the computing
market equilibrium prices in a production model, in which producers
have a single linear production constraint, and consumers have linear
utility functions. We provide algorithms for both the Fisher and Arrow-
Debreu versions of the problem.

1 Introduction

Two basic models of market equilibria, consisting of buyers and goods, were
defined by Fisher [2] and Walras [20] in the 19th century. The celebrated paper
of Arrow and Debreu [1] introduced a general production model and gave proofs
of existence of equilibria in all these models. In the Arrow-Debreu model, each
production vector (schedule) lies in a specified convex set; negative coordinates
represent raw materials and positive coordinates represent finished goods. For
the problem of computing the equilibrium prices, the classic work of Eisenberg
and Gale [9] gave a convex program for computing equilibrium prices for Fisher’s
model for the case of linear utility functions. For the production model, convex
programs were obtained [16, 19, 17, 18] when the model is restricted to positive
production vectors only. An assumption of a set of raw goods outside the current
market justifies this restricted model.

Over the last few years, there has been a surge of activity within the the-
oretical computer science community on the question of computing equilibria
[5, 6, 13, 7, 8, 3, 15, 10, 11, 4, 14]. Perhaps the most novel aspect of this work lies
in the development of combinatorial algorithms for these problems. Two tech-
niques have mainly been successful: the primal-dual schema [6] and auctions [10].
Algorithms developed using these two approaches iteratively raise prices until
equilibrium prices are found. They have been successful for models satisfying
weak gross substitutability, i.e., raising the price of one good does not decrease
the demand of another good.

Here we give an auction based algorithm for the following case of the produc-
tion model: buyers have linear utilities for goods and producers have a single
linear capacity constraint on their production schedule. As in the case of convex
programs for the production model mentioned above, we assume that raw ma-
terials are external to the current market. For any given prices of goods, each
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producer chooses a feasible schedule that maximizes his profit and each buyer
chooses a bundle of goods that maximizes her utility. The problem is to find
prices such that the market clears, i.e., all goods produced are bought and there
is no deficiency of goods.

From the point of view designing an algorithm that iteratively adjusts prices,
an important difference between the consumer models of Fisher and Walras and
the production models is that in the former the amount of each good available
is fixed, while in the latter this changes with the prices of goods. So, while the
algorithm is adjusting prices to dispose off existing goods, the amounts of goods
available are also changing. However, it is easy to see that our production model
(with a single constraint) satisfies weak gross substitutability in the following
sense: raising the price of a good does not decrease the demand nor increase the
production of another good. As a consequence, an algorithm that only increases
prices can in principle arrive at the equilibrium. Indeed, our auction-based al-
gorithm never needs to decrease prices. The actions taken by the auction-based
algorithm are natural and correspond to actions performed in real markets.

2 The Production Model

We have a market with q Producers and b Consumers, and m goods. Producer s
produces zsj ≥ 0 amount of good j and his production is constrained by a linear
inequality of the form (5) below, where the asj ≥ 0 and Ks ≥ 0. The producers
aim to sell the goods they produce, and they have utility for money. Consumer
i has an initial endowment of ei units of money, buys xij ≥ 0 amount of good j,
and has a linear utility function for the goods (1).

When the prices of the goods are fixed at (pj)j consumers and producers will
buy and produce so as to satisfy the following programs, termed CLP and PLP:

Maximize :
∑

1≤j≤m

vijxij (1)

Subject to:
∑

1≤j≤m

xijpj ≤ ei (2)

∀j : xij ≥ 0 (3)

Maximize :
∑

1≤j≤m

pjzsj (4)

Subject to:
∑

1≤j≤m

zsjasj ≤ Ks (5)

∀j : zsj ≥ 0 (6)

Defining αi as the bang per buck for consumer i, and γs as the profit rate
for producer s, and using duality theory we can write consumer and producer
conditions for optimality as follows:
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j

xijpj = ei (7)

∀j : αipj ≥ vij (8)
∀j : xij > 0 ⇒ αipj = vij (9)
∀i : αi ≥ 0, ∀j : xij ≥ 0 (10)

γs > 0⇒ ∀s :
∑

j

zsjasj = Ks (11)

∀j : γs ≥ pj/asj (12)
∀s, j : zsj > 0 ⇒ γs = pj/asj (13)

∀s : γs ≥ 0 (14)

An equilibrium is a price vector (pj)j s.t. there are productions zsj and allo-
cations xij s.t. conditions (7 to 14) hold and futhermore all produced goods are
sold:

∀j :
∑

i

xij =
∑

s

zsj (15)

Relaxed Equilibrium Conditions: The output of our algorithm will satisfy
(8), (10), (12), (14) and (15) exactly, and will satisfy the following relaxed forms
of (7), (9), (11) and (13). We will call this an ε-equilibrium.

(7’):
∑

j xijpj ≤ ei and
∑

j xijpj ≥ (1− ε)ei

(9’): ∀j : xij > 0⇒ αipj ≤ vij(1 + ε)
(11’) ∀s :

∑
j zsjasj ≤ Ks and γs > ε⇒∑

j zsjasj = Ks

(13’): zsj > 0⇒ γs ≤ (1 + ε)2pj/asj

3 The Auction Algorithm

We start at very low prices pj = ε× amin for all j, where amin = mins,j asj , so
that no producer produces at these prices. Buyer i has a surplus of his initial
endowment ei.

At any point during the algorithm, depending on the prices, each producer
will produce a bundle of goods which satisfies (11’), (12’) and (13’). We define
rate(s, j) := pj/asj as the profit rate of producer s for good j. All production
is completely bought at all times. Buyers buy good j at two different prices:
at the current price pj, and at pj/(1 + ε). We let hij be the amount of good j
bought by buyer i at pj , let yij be that at pj/(1 + ε) and let xij = yij + hij .
The surplus of buyer i is ri = ei −

∑
j(yijpj/(1 + ε) + hijpj). The total surplus

is r =
∑

i ri. A buyer will only buy goods which approximately maximize his
bang-per-buck (9’).

A buyer i with ri > εei tries to acquire a good j which maximizes his bang-
per-buck. The auction follows the following three steps:
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1. outbid(i,k,j): If ∃ k : ykj > 0 then reduce ykj , increase hij , return k’s
money and spend i’s money, until either ykj = 0 or ri ≤ εei.

2. producers reschedule(i, j): If after (1), ri > εei, then the producers will
react to i’s request for j:
(a) A producer s s.t. zsj > 0 and

∑
l zslasl < Ks: Increase the production

of j and sell it to i, until either s reaches capacity, or ri ≤ εei..
(b) A producer s s.t.

∑
l zslasl = Ks, zsj > 0, zsj′ > 0 and pj/asj >

(1 + ε)pj′/asj′ : Reduce the production of j′ and increase that of j while
maintaining the production at capacity. Buyer i is sold the extra amount
of j and any buyer i′ who had bought j′ is now returned his money in
exchange for the reduced production. This continues until either zsj = 0
or ri ≤ εei.

3. raise price(j): If after (2), ri > εei, then i will raise the price of good j
by a factor of (1 + ε). All profit rates for the producers and bang-per-bucks
for the buyers are recalculated.

This process continues until each surplus ri becomes sufficiently small.

3.1 Correctness

It is clear that during the algorithm, the producers produce within capacity
and the buyers buy within budget. Conditions (8), (10), (12) and (14) hold
by definition. We prove that the remaining ε-equilibrium conditions also hold
throughout:

(9’): This holds trivially after initialization. Now buyer i is assigned a good j only
if it outbid(i,k,j) or producer reschedule(i,j) is performed. But these are
performed only if αi = vij/pj , hence (9’) continues to hold. Producer reschedule
may also disallocate some good from some player, but clearly, this does not
violate (9’). A call to raise price(·, j) raises the price of good j and one needs to
prove that (9’) continues to hold. Consider two successive calls to raise price(·, j).
After the first call all the hij = 0. The second call is made only when all the
yij = 0. But this means that a call to outbid(i, j, k) was made in between these
two times. A call to outbid(i, j, k) is made only if αi = vij/pj. The second
raise price only raises pj by a factor of (1 + ε). Hence, αi ≤ (1 + ε)vij/pj, i.e.
(9’) still holds.

(13’): Let rate(s, j):= pj/asj . Take any two goods j, j′, s.t. zsj , zsj′ > 0. It suffices
to prove that rate(s, j′) ≥ rate(s, j) / (1 + ε)2. Suppose not. Consider the first
time this is violated. This can only happen because of a call to raise price(j).
Before this call rate(s, j′) < rate(s, j) / (1+ ε). But then there should have been
a producers reschedule step in which s converts all its production of j′ into j.
This is a contradiction.

(15): The production of any producer is changed only in producer reschedule
and this is done keeping (15) true. Every extra amount of good produced is sold
to some buyer. The buyers may also change the amount of goods they buy in an
outbid operation. Even here, the invariant is maintained.
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(7’) and (11’) do not hold throughout the algorithm, but they hold upon
termination. (7’) is precisely the terminating condition.

(11’): Consider the first time that γs became greater than ε. This happened
because the price of some good j was raised, and j became the good with the
maximum profit rate for s. But note that the price of a good is raised only if
the surplus of the bidder i who raised the price of j remains significant after the
procedure producers reschedule(i, j) is run. In this procedure every producer
who is producing j is made to produce more of j until he is producing to capacity.
This means that s is producing at capacity when the price was raised. It is
clear that after this time, the producer keeps producing at capacity, since the
production level is never reduced.

Thus we have:

Lemma 1. On termination, the algorithm finds an ε-equilibrium.

3.2 Termination

It remains to prove that the algorithm indeed terminates efficiently.
Let vmax = maxi,j vij and vmin = mini,j vij

Lemma 2. For all j, j′ which are produced, pj/pj′ ≤ (1 + ε)vmax/vmin

Proof. If not, there would be some amount of good j′ produced, but no buyer
would be willing to buy any amount of j′.

Let amax = maxs,j asj , and Kmin = mins Ks.

Lemma 3. For all j, pj < Pmax := (1 + ε)em(amax/Kmin)(vmax/vmin)

Proof. If no producer is producing to capacity, then we are done, since the prices
are at most εasj , for all s, j. Else, take any producer s who is producing to
capacity Ks. Let as = maxj asj . Then s produces at least one good upto at least
Ks/(mas) amount. Now the total amount of money in the system is e, hence
the price of this good can be at most emas/Ks. Since the ratio of prices of any
two goods which are produced is at most (1 + ε)vmax/vmin (by Lemma 2), we
get the result.

Corollary 1. Number of calls to raise price is at most log1+ε Pmax.

In order to prove efficient convergence, we make the algorithm proceed in rounds.
In a round each buyer is picked once and he reduces his surplus to 0.

Consider two successive price rises. We will first bound the number of rounds
in between these price rises. Of course, in each such round, each bidder manages
to reduce his surplus to 0 without raising any prices. Pick any such round R.

Lemma 4. The total surplus reduces by a factor of 1 + ε in round R.

Proof. Let ri be the surplus of buyer i, and r =
∑

i ri be the total surplus before
the round. When it is buyer i’s turn in this round, he will perform a series of
outbid and producers reschedule operations.
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Consider an outbid(i, i′, j) operation. Some δ amount of good j is transferred
to buyer i from some other buyer i′. But buyer i is buying at price pj and buyer
i′ at price pj/(1 + ε). So the reduction in the surplus ri of buyer i is Δri = δpj ,
and there is a net reduction in the total surplus of δpjε/(1 + ε) = Δriε/(1 + ε).

Consider a producers reschedule(i, j) operation. Some producer s converts
some δ amount of production of some good j′ to (asj′/asj)δ amount of good j.
Furthermore, s converts j′ to j only if

pj/asj > (1 + ε)pj′/asj′ (16)

Buyer i buys the extra amount of good j, thus reducing his surplus by Δri =
(asj′/asj)δpj . The δ amount of good j′ that is no longer produced causes some
money to be returned to some other buyers. This is at most δpj′ (it may even
be less than δpj′ because some buyers may have bought j′ at pj′/(1+ ε)). Using
(16) we see that there is a net reduction in the total surplus of Δriε/(1 + ε).

As buyer i reduces his surplus from ri to 0, we see that the total surplus goes
down by ε/(1+ ε)ri. When buyer i is reducing his surplus, the surplus of another
buyer can only go up. So the net reduction in the surplus during the whole round
is at least (

∑
i ri)ε/(1+ ε) = rε/(1+ ε). Thus the surplus at the end of the round

is at most r/(1 + ε).

Let e =
∑

i ei, the total initial endowment.

Corollary 2. There can be at most log1+ε e rounds in between two price rises.

It remains to bound the number of outbid and producer reschedule operations in
a round which does not have a price rise. Consider player i’s turn in this round
during which he reduces his surplus to 0. Since he achieves this without raising
any price, the number of outbids he performs is at most (b−1)m and the number
of producer reschedules he causes is at most qm (recall that b is the number of
buyers, q the number of producers, and m the number of goods). Thus the total
number of outbids and producer reschedules performed in a round which lies in
between two price rises is at most bm(b + q).

Thus we get:

Theorem 1. The total number of operations performed by the algorithm is
O(bm(b + q) log1+ε Pmax log1+ε e),
where Pmax = (1 + ε)em(amax/Kmin)(vmax/vmin).

4 Arrow-Debreu Model

In this model we consider an extension of the previous model where each producer-
consumer i has an initial endowment of goods denoted by gi = {gi1, gi2 . . . gim}. As
a producer, each agent i can produce goods under constraints, and as a consumer
has a linear utility function for the goods:∑

1≤j≤m

vijxij
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An equilibrium in this consumer-production model is a vector of prices
(pj)j=1,..,m so that the consumers and producers satisfy the following programs:

Maximize :
∑

1≤j≤m

vijxij (17)

Subject to:
∑

1≤j≤m

xijpj ≤
∑

1≤j≤m

gijpj +
∑

1≤j≤m

zijpj (18)

∀j : xij ≥ 0 (19)

Maximize :
∑

1≤j≤m

pjzsj (20)

Subject to:
∑

1≤j≤m

zsjasj ≤ Ks (21)

∀j : zsj ≥ 0 (22)

Assigning dual variables, αi (termed bang per buck) for the consumer i, and
γs (termed bang per buck) for producer s, and using duality theory we can write
conditions for optimality as follows:∑

1≤j≤m

xijpj =
∑

1≤j≤m

gijpj +
∑

1≤j≤m

zijpj (23)

∀j : αipj ≥ vij (24)
∀j : xij > 0 ⇒ αipj = vij (25)
∀i : αi ≥ 0, ∀j : xij ≥ 0 (26)

γs > 0 ⇒ ∀s :
∑

j

zsjasj = Ks (27)

∀j : γs ≥ pj/asj (28)
zsj > 0⇒ γs = pj/asj (29)

∀s : γs ≥ 0 (30)

4.1 The Algorithm

The algorithm is similar to the algorithm in the Fisher model.
Initially all items are priced at unity, unlike the Fisher case. Given these

prices a production schedule is computed for each producer. The endowment of
the consumers is now computed based on the amount of goods produced and
available initially, i.e., ei =

∑
j pij(zij +gij). The consumers bid for goods based

on their utility and acquire the goods available.
At the kth iteration, which we term as a consumption phase, consider a con-

sumer with surplus ri. One of the following events can occur:

– The set of goods which maximize vij/pj, termed the demand set, is com-
puted. The buyer acquires demanded goods by an outbid procedure wherein
he outbids another buyer of the good j (one who has good j at price
pj/(1 + ε))
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– If demand for good j still exists and surplus is still available but good j
is not available then the producers transfer goods which are profitable in
order to exhaust the surplus. The producers are considered in round robin
order. Note that if the producer itself has good j as maximizing vsj/pj, i.e.,
in its demand set, then all its production can be allocated to j. Since the
production of some goods is reduced, this generates surplus for consumers.
However the surplus generated is less than the revenue gained because the
goods are sold for a higher profit.

– If none of the above apply the the consumer raises the price of item j with
maximum value of vij/pj.

The algorithm terminates when the price of all items rises above 1 (i.e., all items
are allocated) or when the surplus at each node is less than aminε/(1 + ε).

To prove a bound on the number of rounds, the consumers are considered in
round-robin order .

4.2 Analysis

As in the case of the Fisher model, the following invariants hold during the
algorithm:

Invariant 1: xij > 0 ⇒ αipj ≤ vij(1 + ε)
Invariant 2: zsj > 0 ⇒ (pj/asj) ≥ γs/(1 + ε)
Invariant 3: ∀s γs = max{0,maxj(pj/asj)}
Invariant 4: αipj ≥ vij .
Invariant 5:

∑
1≤j≤m ysjasj ≤ Ks

Invariant 6: pj > 1 implies that
∑

i xij =
∑

i(gij + zij).

These invariants can be shown valid as the algorithm proceeds. These ensure
approximate optimality of the solution. To show approximate clearing, note that
at termination, either all items are allocated when the prices of every item is
above 1 or the surplus is very small. In the second case it can be shown, by an
analysis similar to that in [10], that approximate clearing of goods occurs.

To prove termination note that the price rises are bounded by the ratio of
the largest utility to the smallest, since the algorithm terminates as soon as the
price of the last item rises above 1. The decrease of surplus when there is no
price increase is bounded below.

For simplicity we will assume that the producers are consumers of only money,
i.e., they have a valuation only on money. Money can be added as a good to
achieve this. The consumption utility of producers can be modeled by a sep-
arate consumer. Consider a consumption phase between two price rises. Each
such consumption phase is composed of rounds. In every round, each of the con-
sumers exhausts his surplus at least once (else there is a price rise). However, as
producers change their production schedule to goods which are in demand and
more profitable to produce, the endowment also rises. Let j be a good whose
price has risen and which is in demand. In a round (where every buyer is consid-
ered once) producers would be induced to change to this good. Consider a buyer
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i who demands good j. Part of the surplus of buyer i goes towards acquiring j
from some other buyer i′ and the remaining goes to a producer who shifts his
production from some good j′, thus generating surplus at some buyer i′′. Note
that the producer also increases his endowment value when he shifts his pro-
duction. The surplus at buyers i and i′′ is reduced by a factor of (1 + ε) due to
the higher price of acquisition of good j. The increased value of the endowment
could lead to increase in the price of money. Thus if there is no increase in price
then the entire surplus reduces by a factor of (1 + ε).

By an analysis similar to that in [10] we get a polynomial bound on the com-
plexity which is O(bm(b+q) log1+ε Pmax log1+ε(mKPmax/εgmin)) where Pmax =
(1+ε)(vmax/vmin) is the maximum price achievable, K = maxs{Ks}, gmin is the
smallest size of the initial endowment and vmax(vmin) is the largest(smallest)
utility.

Note: A reduction from the Fisher case of our production model (with a single
production constraint) to the Fisher case without production has been recently
provided in [12].
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Abstract. The assessment of credibility and reputation of contractors
in online auctions is the key issue in providing reliable environment for
customer-to-customer e-commerce. Confident reputation rating system
is an important factor in managing risk and building customer satis-
faction. Unfortunately, most online auction sites employ a very simple
reputation rating scheme that utilizes user feedbacks and comments is-
sued after committed auctions. Such schemes are easy to deceive and
do not provide satisfactory protection against several types of fraud. In
this paper we propose two novel measures of trustworthiness, namely,
credibility and density. We draw inspiration from social network anal-
ysis and present two algorithms for reputation rating estimation. Our
first algorithm computes the credibility of participants by an iterative
search of inter-participant connections. Our second algorithm discovers
clusters of participants who are densely connected through committed
auctions. We test both measures on a large body of real-world data and
we experimentally compare them with existing solutions.

1 Introduction

Electronic commerce, or e-commerce for short, is quickly becoming a noticeable
market in contemporary economy. In the third quarter of 2004 e-commerce sales
in the United States augmented to $17.6 billion, which made 2% of the total re-
tail sales. Important models of e-commerce include business-to-business (B2B),
business-to-customer (B2C), and customer-to-customer (C2C) commerce. The
later model describes auctions, which are one of the oldest forms of economic
activity known to mankind. Although known for centuries, auctions are experi-
encing an incredible revival due to the Internet which is providing auction partic-
ipants with new and unprecedent possibilities. Cautious estimates predict that
over 15% of the entire e-commerce market can be attributed to online auctions.
Global auction sites, such as www.ebay.com, www.onsale.com, or www.qxl.com,
attract millions of users every day. Auction sites differ on the frequency of auc-
tions, closing and bumping rules, or auction types. Most popular auction proto-
cols include English, First Price Sealed Bid, Dutch, Sealed Double Auction, and
Vickrey auctions. For example, at www.priceline.com buyers provide bids on
commodity items without knowledge of prior bids of other users, and the bids
are being immediately accepted or rejected by sellers. Other auction places offer

X. Deng and Y. Ye (Eds.): WINE 2005, LNCS 3828, pp. 112–121, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



New Algorithms for Mining 113

the possibility to bid on non-commodity items exposing the existing bids and
establishing deadlines for auction termination.

Online auctions provide opportunities for malicious participants to commit
fraud [11]. Fraudulent practices can occur during bidding process and after the
bidding finishes. During the first stage two types of fraud are common: bid
shilling and bid shielding. Bid shilling happens when a false identity is created to
drive up the bidding process on behalf of a seller. On the other hand, bid shielding
aims at discouraging other bidders from participating in an auction because the
shielder sets the bid unusually high. At the last moment, the shielder withdraws
the bid, leaving the second highest bid of shielder’s partner the winner of an
auction. After-bidding fraud includes sending no merchandise at all, sending
merchandise that is of lower quality or inconsistent with the announcement, or
never sending payment for the committed auction.

In order to successfully trade using online auction channel, users must develop
trust toward their partners. Reputation ratings of participants of online auctions
are both limited and unreliable. Furthermore, the anonymity and geographical
dispersion encourages dishonest participants to default and deliberately commit
fraud. Unfortunately, most popular auction sites employ only simplest reputa-
tion rating mechanisms which are easy to deceive and do not provide satisfactory
protection against cheaters. Often, user reputation rating is a simple count of
committed auctions that are described by auction parties using brief comments,
usually labeled “praise”, “neutral”, or “complaint”. This simple schema of repu-
tation rating can be easily deceived into assigning an unfair rating to a user. Let
us assume that a dishonest seller wants to increase the rating. One possibility
is to create several artificial buyers who would provide extra positive comments
at virtually no cost. Such unfairly high seller ratings are referred to as “ballot
stuffing”. Inflated seller’s rating biases the system by providing the seller with
an unearned reputation estimate, which allows the seller to obtain more bids or
higher prices from other users [8, 10]. Still, an examination of artificial buyers’
ratings would reveal their low credibility as they would not participate in any
other auctions except the cheating seller’s auctions. A careful cheater could dis-
guise artificial buyers by creating a network of connections between them to form
a clique. Such structure of inter-buyer connections would be hard to identify be-
cause all involved buyers would pretend to be fairly credible and their reported
ratings would be high. On the other hand, a dishonest seller could create a few
artificial buyers to provide unfairly low ratings to seller’s competitors. Such tech-
nique is called “bad-mouthing” and reflects the negative impact of a deceitful
gossip. Bad-mouthing is harder to implement because it requires an investment
in winning competitor’s auctions. Still, such an investment could prove beneficial
if the expected gain of driving a competitor out of the market exceeds the initial
cost. Sellers can also bias the system by providing discriminatory ratings, both
positive and negative, to selected buyers.

In this paper we propose two novel measures of online auction participant
trustworthiness. Instead of using simple participation counts, we propose to use
data mining to analyze the topology of the network of seller-buyer connections
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to derive useful knowledge about each participant. Building upon social network
analysis techniques we extract two notions that characterize auction participants:
credibility and density. Our original contribution includes the definition of those
novel measures, the construction of efficient algorithms to compute them, and
experimental evaluation of the proposal. We use a large body of data acquired
from www.allegro.pl, a leading Polish online auction site, to empirically prove
the feasibility and benefit of our measures.

This paper is organized as follows. In Section 2 we present the related work.
Section 3 introduces the concept of credibility and presents an algorithm used
to compute it. In Section 4 we define the notion of density of participants. The
results of the experimental evaluation of our proposal are presented in Section 5.
Finally, the paper concludes with a future work agenda in Section 6.

2 Related Work

Reputation systems [9] are commonly used to build trust on the Internet, where
millions of individuals perform commercial transactions without knowing each
other. Web-based auction sites typically rely on trust models in which credibility
of participants is assessed by counting positive and negative comments received
from their trading partners after each transaction [5]. A critical analysis of this
simple model can be found in [7]. The author points to the subjective nature of
feedbacks, the lack of feedback context, the need to perform feedback aging. Of
particular importance is the fact that positive and negative feedbacks are highly
asymmetric, because users refrain from providing a negative feedback until the
quality of service becomes totally unacceptable.

Several solutions have been recently proposed to address at least some
limitations of current feedback-based models. In [1] the authors introduced a
complaint-only trust management method. A method presented in [3] evaluates
the quality of ratings assuming that a rating is credible if it is consistent with
the majority of ratings for a given user. [2] proposed to introduce a trusted third
party that could be used to authorize, identify, and establish the reputation
of auction participants. A comparison of fraud mechanisms in online auctions
and pay-per-call industry in the early 1990s can be found in [11]. The author
states that the existing efforts of online auction industry self-regulation are not
adequate and would not solve the problem, hence legal action must be under-
taken by the government to provide consumer protection. In [12] a trust model
called PeerTrust for peer-to-peer e-commerce communities was proposed. The
presented model includes several trust parameters, i.e., feedback in terms of sat-
isfaction, number of transactions, credibility of feedback, transaction context,
and community context. Interesting idea of trust and distrust propagation was
formulated in [4]. The authors present a method to compute trust between any
two individuals based on a small amount of explicit trust/distrust statements
per individual.

In our approach, rather than trying to solve all the problems with reputation
assessment in Web-based auctions, we focus on just one issue that we believe is
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the most important, i.e. credibility of feedback. We go a step further than [12]
with the goal of discovering networks of artificial auction participants created
by cheating sellers and providing reciprocal positive comments. We mine the
network of auction participants to derive knowledge on seller’s credibility that
would be independent of other users’ feedbacks. To achieve this, we measure the
density of each seller’s neighborhood.

The problem of evaluating importance of Web pages by Web search engines
can be regarded as similar to the problem of reputation assessment in online auc-
tions. In terms of implementation details our method for credibility assessment
in online auctions is similar to an algorithm proposed to evaluate the quality of
Web pages, called HITS (hyperlink-induced topic search) presented in [6]. HITS
divides the pages into authorities (covering a certain topic) and hubs (directory-
like pages linking to authorities devoted to a certain topic). In our method,
we apply a similar distinction, dividing auction participants into those that are
mainly sellers and those that are mainly buyers. Our second method, i.e. the
assessment of seller density, is similar to density-based clustering schemes.

3 Credibility of Participants

Given a set of buyers B = {b1, b2, . . . , bn} and a set of sellers S = {s1, s2, . . . , sm}.
Given a set of possible comments C = {−1, 0, 1}, where each value represents
the “negative”, “neutral”, and “positive” comment, respectively. Given a set
of auctions A = {a1, a2, . . . , ap}. An auction is a tuple ai = 〈bj , sk, c〉 where
bj ∈ B ∧ sk ∈ S ∧ c ∈ C. Let S (bj) represent the set of sellers who sold an item
to the buyer bj . We denote the support of the buyer bj as support (bj) = |S (bj)|.
Let B (sk) represent the set of buyers who bought an item from the seller sk. We
denote the support of the seller sk as support (sk) = |B (sk)|. According to this
formulation, the support of the participant is identical to the reputation rating
measure currently employed by leading online auction providers.

Given a m × n matrix MS . Each entry in the matrix represents the flow of
support from a buyer to a seller in a committed auction. Entries in the matrix
MS are initialized as follows.

∀ i ∈ 〈1,m〉 MS [i, j] =
1

support (bj )
if 〈bj, si, ∗〉 ∈ A, 0 otherwise

Given a m × n matrix MB. Each entry in the matrix represents the flow of
support from a seller to a buyer in a committed auction. Entries in the matrix
MB are initialized as follows.

∀ j ∈ 〈1, n〉 MB [i, j] =
1

support (si)
if 〈bj , si, ∗〉 ∈ A, 0 otherwise

Given a vector SC = [s1, s2, . . . , sm] of seller credibility ratings. Initially, all
sellers receive the same credibility of 1. Analogously, given a vector of buyer
credibility ratings BC = [b1, b2, . . . , bn]. Initially, all buyers receive the same
credibility of 1. Reputations of sellers and buyers are independent of each other
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despite the true identity of participants. In other words, the fact that a person
can be a seller and a buyer at the same time is not considered. In our opinion this
simplification is justified in practice and it reflects the real behavior of online
auction participants who form distinct and well separated clusters of buyers
and sellers. Upon the termination of the algorithm vectors SC and BC contain
diversified credibility ratings for sellers and buyers, respectively. A reputation
rating for a buyer bj is a tuple R (bj) = 〈C−, C0, C+〉. Each component represents
the sum of credibilities of sellers participating in transactions with a given buyer
and posting a negative, neutral, or positive comment, respectively. Formally,
C− =

∑
k SC [k] where 〈bj , sk,−1〉 ∈ A, C0 =

∑
k SC [k] where 〈bj , sk, 0〉 ∈ A,

and C+ =
∑

k SC [k] where 〈bj , sk,+1〉 ∈ A. Reputation rating for a seller is
defined analogously.

Our method of reputation rating estimation is based on the following recur-
sive definition of credibility. We consider a given buyer to be highly credible if
the buyer participates in many auctions involving credible sellers. Analogously,
we define a given seller to be credible if the seller participates in many auctions
involving credible buyers. Since there is no a priori estimation of credibility
of participants, we assume that initially all participants have equal credibility.
Then, we iteratively recompute the credibility of sellers and buyers in the fol-
lowing way. In each iteration we distribute the current credibility of each buyer
among participating sellers. Next, we update the credibility of all sellers by ag-
gregating credibility collected from participating buyers. After the credibility of
sellers has been updated, we propagate current credibility of sellers to buyers and
we refresh the appropriate ratings. We repeat this procedure several times until
the credibility of sellers and buyers converge. Alternatively, the procedure can
be repeated a given number of times. Our experiments suggest that in practical
applications ten iterations are sufficient to estimate the credibility correctly. Af-
ter assessing the credibility of all participants the credibility ratings can be used
together with the database of past comments to derive the proper reputation
ratings by aggregating the credibility of contractors grouped by the type of the
comment issued after the transaction.

The algorithm, presented in Fig. 1, works as follows. First, all required struc-
tures are initialized as explained above. Next, the algorithm begins to iteratively
recompute the credibility for sellers and buyers. The intuition behind the algo-
rithm is that the credibility of “good” buyers quickly aggregates in “good” sell-
ers and vice versa. Initial ratings consisting of simple participation counts are
quickly replaced by the true credibility which reflects the importance of every
participant. Casual auction participants receive significant recommendation rat-
ings only if they trade with highly ranked sellers, otherwise their initial unitary
recommendation rating dissolves among lowly rated sellers.

Presented algorithm interestingly safeguards against two popular schemes of
reputation rating deception. Ballot stuffing, which is a conspiracy between a
seller and a group of buyers in order to unfairly augment the reputation ranking
of a seller, is prevented by quick decrease in the reputation of such buyers. This
can be attributed to the fact that, accordingly to the algorithm, buyers trading
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Require: A = {a1, a2, . . . , ap}, the set of committed auctions
Require: B = {b1, b2, . . . , bn}, the set of buyers
Require: S = {s1, s2, . . . , sm}, the set of sellers
Require: MS ,MB , matrices representing the structure of the inter-participant network
Require: SC ,BC , vectors representing the credibility of participants

1: Initialize matrices MS ,MB and vectors SC ,BC appropriately
2: repeat
3: for all sk ∈ S do
4: SC [sk] = n

j=1 MS [j, k] ∗ BC [bj ]
5: end for
6: for all bj ∈ B do
7: BC [bj ] = m

k=1 MB [j, k] ∗ SC [sk]
8: end for
9: until vectors SC and BC converge

10: Output SC and BC as credibility ratings
11: Compute reputation ratings R (bj), R (sk) ∀bj ∈ B, ∀sk ∈ S using SC , BC , and A

Fig. 1. Algorithm for computing the credibility of participants

with a few sellers are generally not considered trustworthy. An attempt to create
a clique of participants who try to mutually increase their reputation ratings is
also prevented by the algorithm. In such case, the algorithm discovers a subset
of participants with constant reputation rating. An artificial clique is indeed a
closed system with no inflow or outflow of credibility. The detection of such a
closed system quickly leads to the discovery of fraudulent collaboration between
dishonest participants.

4 Density of Sellers

The main drawback of the credibility assessment method presented in Sec. 3 is
the fact, that the credibility of a user depends on the credibility of other users
directly involved in auctions with a given user. This encourages us to propose
a novel measure of user credibility that indirectly employs information about
participating users. We restrict our measure only to sellers, because the credibil-
ity of sellers is more important from the economical point of view (buyers risk
financially more than sellers when involved in auctions with unreliable sellers).

We say that two sellers si and sj are linked if there exist at least min buyers
who finalized an auction with both sellers, and the final price of each auction was
at least min value. The number nij of such buyers is called the strength of the
link and is denoted as |link (si, sj)|. We define the neighborhood N(si) of a seller
si as the set of sellers {sj} with whom the seller si is linked, given user-defined
thresholds min buyers and min value. We call the cardinality of the neighbor-
hood N(si) the density of the neighborhood. The threshold min buyers is used
to select only sellers with significant volume of sales. The threshold min value
is used to protect against cheaters trying to impersonate credible sellers. Note
that this measure does not take into account the strength of the link between
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any two sellers, only the number of other sellers in a given seller’s neighborhood.
Therefore, we introduce another measure, called score, and defined as

score (si) =
∑

sj∈N(si)

density (sj) ∗ logmin buyers |link (si, sj)|

The rationale behind the density measure is the following: a buyer who buys
from two different sellers acknowledges the quality of both sellers. Experienced
buyers who buy many items are used to link sellers, so we naturally discard less
reliable information from unexperienced buyers. The fact that two sellers are
linked indicates that either their product offer is very similar (e.g., both sellers
sell used books and there are many buyers who buy books from both sellers),
or that their offer is complementary (e.g., one seller sells computers and the
other seller sells peripherals). Of course, the link between any two sellers may
be purely coincidental, but we believe that this is the case of sellers with low
density. Clusters with high density represent groups of very credible sellers. The
score measure uses density of each seller in the neighborhood of the current seller
and multiplies it by the strength of the link between the two. The logarithm is
used to reduce the impact of very strong links between sellers.

The main benefit of the density measure is that it is very resistant to fraud.
Consider a malicious seller trying to enter a cluster of reliable sellers. Linking
to a single seller requires the cheater to create min buyers and investing at least
min buyers∗min value in winning auctions of a credible seller. Such investment
still links the cheater to only one seller, so in order to receive higher density the
cheater has to repeat this procedure several times. This feature of our measure
is caused by the fact that it uses other sellers to rate a current seller, rather than
using information from buyers. Several studies show that it is much easier for
malicious users to create false buyer identities (e.g., to provide artificially high
positive feedbacks) than to form cooperating cliques of real sellers.

5 Experimental Results

The data have been acquired from www.allegro.pl, the leading Polish provider
of online auctions. Allegro uses a simple auction protocol: each auction has an
explicit deadline and all current bids are exposed to all participants, users may
use a proxy which performs stepwise bidding until the maximum bid defined by
a user has been reached. The dataset contains information on 440 000 partic-
ipants and 400 000 terminated auctions (with 1 400 000 bids). We have chosen
10 000 different sellers and for this group we have selected all their auctions and
participants of these auctions during a period of six months. Analogously, we
have selected 10 000 buyers and for this group we have collected information on
all auctions and their participants during a period of six months. Therefore, we
had access to full information on 20 000 users, and partial information on an-
other 420 000 users. All experiments are conducted on Pentium IV 2.4GHz with
480MB of memory. Data are stored and preprocessed using Oracle 10g database.
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Fig. 2. Seller credibility
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Fig. 5. Avg. rating distribution

Figure 2 depicts the convergence of credibility in subsequent iterations for se-
lected sellers. Numbers in parentheses represent currently used reputation counts
for those sellers. Observe that the relative difference in credibility for sellers
(1242) and (171) is smaller than for reputation counts. Also note that credibility
estimation converges after only a few iterations. The results of credibility esti-
mation for a group buyers are depicted in Fig. 3. One can easily notice that the
credibility as defined by us is not a linear function of reputation counts. Again,
we observe that the computations converge after only a few iterations.

For testing of density and score measures we used the set of 10 000 sellers
for whom we had data on all auctions during the period of six months. We
choose threshold values min buyers = 3 and min value = 50 PLN (ca. $15).
Figure 4 presents the distribution of density in the examined set. Most sellers
have density lower than 6, but we also observe sellers with very high density
exceeding 100. Around 10% of all examined sellers turned out to be dense (1026
out of 10 000). Figure 5 presents the distribution of average rating with respect
to density. This result supports our claim that high density represents reliable
and credible sellers, one can easily notice that the average rating grows quickly
with the increase of the density.

Figures 6 and 7 show projections of density and score on currently used rating
value. Interestingly, we find many sellers with very high rating (above 500 auc-
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tions) with very low density. Of course, these could be users who trade low-value
goods (e.g. used books, small collectibles, etc.) and they are being punished by
relatively high min value threshold. On the other hand, the average price of
auctions in the examined set was close to 90 PLN (ca. $28), so we do not feel
that our setting was too prohibitive. Figure 7 reveals a significant shift along
the x-axis. This suggests that the sellers with low density and high rating have
much higher average strength of the link than densely connected sellers.

Finally, Fig. 8 and 9 show the impact of density on the average number of
sales and the average price of items for each seller. We discover that the density
is a good predictor of the volume of sales, and sellers with high density enjoy a
much higher number of auctions. On the other hand, there is no clear indication
whether the density of a seller impacts the average price of offered goods.

6 Conclusions

In this paper we have presented two novel measures for reputation rating in
online auction environments. Our measures, credibility and density, evaluate
the reputation of auction participants by mining the topology of the network
of seller-buyer relationships to retrieve useful knowledge. We believe that the
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patterns that we discover in the network provide additional insight into user
characteristics and can be used as a predictor of user reliability. The experiments
prove the practical usability and applicability of the presented solution. Our
work extends previous proposals in the number of ways, namely, it considers the
structure of inter-participant relationships and computes the reputation ratings
iteratively by simulating the flow of credibility between auction participants.
The results of conducted experiments encourage us to follow the research in
the area. For the moment, we compute the reputation of a buyer and a seller
disjointly, even if they are the same physical person. The next step is to combine
the information about these reputation ratings for every distinct individual.
An interesting, yet often disregarded, feature of online bidding is the timing
of the bid. We believe that the timing carries valuable knowledge about the
nature of the bid and can be successfully used to discover fraud. Finally, our
experiments were conducted on a fairly small subset of the original data. Due to
the immense popularity of online auctions, the volume of data to be analyzed
poses a significant challenge. We plan to scale the algorithms to allow for almost
real-time analysis of huge amounts of raw data.
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Abstract. We give a simple characterization of all single-item truth-
revealing auctions under some mild (and natural) assumptions about the
auctions. Our work opens up the possibility of using variational calculus
to design auctions having desired properties.

1 Introduction

The classic work of Vickrey [9] characterizes truth-revealing auctions when the
allocation is required to be efficient, i.e., maximizes global welfare. The subse-
quent work of Clarke [3] and Groves [5] showed that a generalization of Vickrey’s
mechanism leads to truth-revealing mechanisms for a much wider class of appli-
cations. Although this so-called VCG mechanism stands as a pillar of auction
theory, it suffers from the drawback that it designed for the implementation of
efficient allocations. If the user utilities are unrestricted, then an efficient alloca-
tion (weighted VCG) is essentially the only possible implementable solution [8],
but in more specific environments the goals of the auctioneer may be very dif-
ferent from efficiency.

In this paper, we wish to characterize single-item auctions in which efficient
allocations are not necessarily required. Such situations are quite common in
emerging applications of auctions, for instance, budget constrained ad auctions,
as carried out by Internet search engine companies. These auctions consist of sev-
eral micro-auctions, one for each search. Search engine companies want to maxi-
mize efficiency/revenue over the entire sequence of auctions. Simply maximizing
efficiency/revenue for each micro-auction would entail awarding the ad to the
highest bidder, and in the presence of budget constraint of the advertisers, this
will not maximize efficiency/revenue for the entire sequence of auctions. On the
other hand, the search engine companies would like to make each micro-auction
truth-revealing [2, 1]. Such repeated auctions are called myopic truth-revealing.

In order to arrive at a simple characterization, we need to assume that the
auction satisfies some natural constraints. Once we make these very reasonable
assumptions, our characterization turns out to be simple enough to be practically
useful, for example, in repeated ad auctions [6].

Given bids for the single item, an auction determines the winner and the price
charged from her. Hence, we may assume that the auction is a function from
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bids to a profit vector whose components are zero for losers and zero/positive
for the winner. We assume the following conditions on the auction:

1. Truth-revealing: Truth-revealing should be a dominant strategy of bidders.
2. Continuity: The auction function, as defined above, should be continuous.
3. Autonomy: For any bidder i, if all other bidders bid zero and i bids high

enough, then i wins.
4. Independence: If bidder i is the winner and some other bidder j decreases

her bid, then i still wins.

We say that two auction mechanisms are equivalent if for identical bid vectors
their profit vectors are also identical. We show that any auction mechanism sat-
isfying the above-stated conditions is equivalent to the following simple mech-
anism: For each bidder i there is a strictly monotonically increasing function
fi : R+ → R which we call the rank function of bidder i. For a bid vector b,
compute the rank of each bid, i.e. fi(bi). The winner is a bidder with maximum
rank, and she pays the least amount p such that if she had bid p she would still
have maximum rank.

One may ask what is the use of assigning different rank functions to different
users. For instance, in the repeated ad auctions, different bidders have different
budgets and they may have different ad campaigns, i.e., they want to spend
their money on different sets of key words. Clearly, in this case, we need to
assign different rank functions to different bidders.

Truthful auctions of digital goods have a very simple characterization: for each
bidder there is a threshold function, which depends only on the remaining bids,
such that this bidder wins iff she bids at least the threshold function (see [4]).
Under this characterization it is essential to award multiple items, if several bid-
ders bid strictly more than their threshold amounts. Hence this characterization
does not apply to single item auctions. Our characterization leads to a set of
threshold functions, one for each bidder, such that the bid of at most one bidder
can be strictly bigger than her threshold. Furthermore, in the characterization
of digital good auctions, the threshold functions could be arbitrarily complex
functions of the bids. However, in our characterization, the threshold functions
are simply the maximum of single argument functions.

Characterizations such as ours usually lead to mathematical programs for
finding one particular mechanism satisfying desired properties. For instance,
Moulin and Shenker’s [7] characterization of group strategyproof cost sharing
methods, under natural assumptions, for submodular cost functions leads to
a linear program for finding one such method. Our characterization leads to a
variational calculus formulation of truth-revealing auction mechanisms satisfying
our natrual assumptions. This may be useful for finding rank functions that lead
to an auction mechanism with desired properties.

2 Model and Definitions

We are given a single item which we want to auction to a set of n bidders. Each
bidder has a private evaluation of her worth of this item. An auction takes the



124 K. Jain et al.

bids of these bidders and assign the item to one of them and decides how much
to charge her. The bidder who gets the item makes a profit of her evaluation
minus the price charged. All other bidders make zero profit. We will only work
with deterministic auctions.

Formally, we define an auction as a function α : Rn
+ → Rn

+ which maps a
bid-vector to a profit-vector. The profit vector can have at most one non-zero
entry. The assumptions in the Introduction lead to the following restrictions on
α: α is continuous, whenever α outputs the all-zero vector then there are at
least two bidders who can increase their bids to make their own profit positive,
and if the input to α has only one positive bid, then the profit vector is the same
as the bid vector.

We will characterize this mechanism α by another mechanism β. In β, each
bidder has a strictly monotonically increasing function fi : R+ → R which we
call the rank function of bidder i. For a bid vector b, β computes the rank of
each bid, i.e. fi(bi). The winner is a bidder with maximum rank, and she pays
the least amount p such that if she had bid p she would still have maximum
rank. Using assumptions on α we show the existence of the rank functions.

3 Useful Properties

We first modify α to massage it to a more useful form and show that it satisfies
some useful properties.

Fix a bidder i. When all other bidders bid zero, there is a threshold ti such
that i wins if she bids higher than ti (by autonomy and truthfulness). From the
independence property, it follows that i cannot ever win if she bids lower than
ti. Thus we normalize her bid so that a bid of ti corresponds to a bid of zero in
a new mechanism α′. Formally, the mechanism α′ adds ti to bidder i’s bid and
runs α on the resulting bid vector. Clearly α(b) is equivalent to α′(b − t) and
α′ inherits truthfulness, continuity and independence. Further we argue that, α′

satisfies what we call non-favoritism:

Non-favoritism: The winner cannot have a zero bid unless all bidders have bid
zero.

Indeed, suppose that bidder 1 wins with bid zero, when bidder 2 has a non
zero bid in α′. Thus in α, 1 wins with bid t1 when 2 has bid strictly more that
t2. By independence, we can assume that bidders 3, . . . , n bid zero (in α).

First assume that t1 = 0. Then bidder one wins when the bid vector is
(0, b2, 0, . . . , 0). But this contradicts the definition of t2 (since b2 > t2). Thus
t1 must be strictly positive.

Consider the bid vector (t1 − ε, t′2 + ε, 0, . . . , 0), for ε > 0 being arbitrarily
small. We first argue that bidder one cannot be the winner for this bid vector.
Indeed, if bidder one was the winner, then by independence, she would be the
winner for the bid vector (t1 − ε, 0, . . . , 0) as well contradicting the definition of
t1. Thus some other player i is the winner. By independence, i is the winner
under the bid vector (0, t2 + ε, 0, . . . , 0) as well. But by definition of t2 and
truthfulness, i must be two and thus the threshold for player two, under the bid
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vector (t1 − ε, ·, 0, . . . , 0) is no larger than t2 + ε. Clearly bidder two still wins
at bid vector (t1 − ε, b2, 0, . . . , 0) and her profit must be at least (b2 − (t2 + ε))
which is bounded away from zero when ε approaches zero. Hence by continuity,
bidder two’s profit under the bid vector (t1, b2, 0, . . . , 0) cannot be zero. This
however contradicts that assumption that bidder one was the winner. Hence we
have shown that

Lemma 1. The auction α′ defined above satisfies non-favoritism.

We also note that one of the ti’s must be zero. Indeed, consider the bidder that
wins α when all bids are zero. Clearly, this bidder has ti equal to zero.

We are now ready to define β. We shall define β so as to be equivalent to
α′, clearly it can be easily massaged so as to be equivalent to α. To define β,
we need to specify functions fi(bi) for each i. We define f1(·) as the identity
function. For any i > 1, we define fi(x) to be the infimum of all y such that
bidder one wins when the bid vector is given by b1 = y, bi = x and bj = 0 for
j �= 1, i. It is easy to verify that the profit vector for bids b1 = fi(x), bi = x and
bj = 0 for j �= 1, i is the zero vector. In the next section, we show that β and α′

are indeed equivalent mechanisms.

4 Proof of Equivalence

In this section we provide the details of the proof of the main result that β as
defined above is equivalent to the given auction α’.

Lemma 2. For all i = 1, .., n, fi(0) = 0.

Proof. f1(0) is clearly 0. We also have α′(δ, 0, 0, . . . , 0) = (+, 0, . . . , 0), ∀ δ > 0.
By definition of fi, we get fi(0) = 0.

Lemma 3. For all i = 1, .., n, fi is strict monotonically increasing.

Proof. f1 is the identity function, so it is strictly increasing. We prove that f2 is
strictly increasing, the proof is the same for fi, i > 2.

Suppose that there are two bid values for bidder 2, b2 and b′2, b2 < b′2, such
that f2(b2) = q2, f2(b′2) = q′2, and q2 > q′2.

Then for the bid vector (q2 − ε, b′2, 0, . . . , 0) when ε is small enough so that
q2 − ε > q′2, the definition of f2(b′2) implies that bidder one must win. By in-
dependence then, bidder one wins for the bid vector (q2 − ε, b2, 0, . . . , 0). This
however contradicts the definition of f2(b2).

This shows that f2 is non-decreasing. To prove that it is strictly increasing,
we use the other axioms. Assume that there are two bid values for bidder 2,
b2 < b′2, such that f2(b2) = f2(b′2) = q2. We have:

α′(q2, b2, 0, . . . , 0) = (0, 0, . . . , 0)

and
α′(q2, b′2, 0, . . . , 0) = (0, 0, . . . , 0)
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Pick an arbitrarily small ε > 0 and consider the bid vector (q2− ε, b2, 0 . . . , 0).
By definition of f2, bidder one loses and hence some bidder i must be the win-
ner. By independence, i wins for the bid vector (0, b2, 0, . . . , 0) as well, and by
non-favoritism, i must be bidder two. Thus the threshold for bidder two, given
the bids (q2 − ε,−, 0, . . . , 0) must be no larger than b2. As a result, α′(q2 −
ε, b′2, 0, . . . , 0) = (0, δ, 0, . . . , 0) for some δ ≥ b′2− b2 bounded away from zero. By
continuity then, it follows that α′(q2, b′2, 0, . . . , 0) must be at least δ > 0. This
however contradicts the definition of f2(b′2).

Theorem 1. α′ and β are equivalent auctions.

Proof. It is easy to check that β as defined above satisfies all the axioms. We
now argue that in fact α′ and β are equivalent.

Suppose α’ is not equivalent to β. Then there are four different ways in which
they could differ. We consider each of these four cases, and obtain a contradiction.
The only direct contradiction is obtained in Case 1, while in the rest of the cases
we reduce to other cases, and eventually to case 1, taking care of avoiding logical
cycles.

1. Case 1: There is a bid vector (b1, b2, . . . , bn) s.t. two different bidders make
positive profit in α’ and β. Assume first that

α′(b1, b2, . . . , bn) = (+, 0, . . . , 0) and β(b1, b2, . . . , bn) = (0,+, 0, . . . , 0)

Since β(b1, b2, . . . , bn) = (0,+, 0, . . . , 0), we have by definition of β that
β(b1, b2, 0, . . . , 0) = (0,+, 0, . . . , 0). By definition of f2(b2), it must be the
case that α′(b1, b2, 0, . . . , 0) = (0,+, 0, . . . , 0). On the other hand, by inde-
pendence and the assumption that α′(b1, b2, b3, . . . , bn) = (+, 0, . . . , 0), it
follows that α′(b1, b2, 0, . . . , 0) = (+, 0, . . . , 0). This however is a contradic-
tion.

Now assume w.l.o.g that

α′(b1, b2, . . . , bn) = (0,+, 0, 0 . . . , 0)

β(b1, b2, . . . , bn) = (0, 0,+, 0, . . . , 0)

From the definition of β, it follows that f3(b3) > f2(b2). Also, by inde-
pendence, there is no loss of generality in assuming that b4, . . . , bn are all
zero. Let b′1 be such that f2(b2) < b′1 < f3(b3). Consider the behaviour of α′

under the bid vector (b′1, b2, b3, 0, . . . , 0). Let j be the winner. We split cases:
(a) j ≥ 4: This contradicts non-favoritism
(b) j = 1: By independence, bidder one still wins α′ when the bid vector is

(b′1, 0, b3, 0, . . . , 0). This however contradicts the definition of f3(b3).
(c) j = 2: By independence, bidder two still wins α′ when the bid vector is

(b′1, b2, 0, 0, . . . , 0). This contradicts the definition of f2(b2).
(d) j = 3: Using independence, bidder three must win α′ for bid vector

(0, b2, b3, 0, . . . , 0). On the other hand,
α′(b1, b2, b3, 0, . . . , 0) = (0,+, 0, . . . , 0) along with independence implies
that bidder two wins when the bid vector is (0, b2, b3, 0, . . . , 0). Hence we
get a contradiction
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Thus we have shown that when both α′ and β have a winner with positive
profit, they must agree.

2. Case 2: There is a bid vector (b1, b2, . . . , bn) s.t. there is a bidder who makes
positive profit in β, but no bidder makes positive profit in α’, i.e.,

α′(b1, b2, . . . , bn) = (0, 0, 0, . . . , 0) and β(b1, b2, . . . , bn) = (0,+, 0, . . . , 0)

where we have taken the winner in β to be bidder 2 w.l.o.g.
For an arbitrarily small ε > 0, consider the mechanism α′ when given the

bid vector (b1, b2 − ε, b3, . . . , bn). Let bidder i be the winner in this case; by
truthfulness, i is different from two. Since ε can be made arbitrarily small,
for any δ > 0, bidder i is the winner in α′ when the bid vector is given by
b′i = bi + δ, b′j = bi for j �= i. Since δ can be made smaller, α′(b′) has a
positive ith component. Moreover, for small enough δ, β(b′) has a positive
second component. Thus we have reduced this to the first case.

3. Case 3: There is a bid vector (b1, b2, . . . , bn) s.t. there is a bidder who makes
positive profit in α’, but no bidder makes positive profit in β, i.e.,

α′(b1, b2, . . . , bn) = (0,+, 0, . . . , 0) and β(b1, b2, . . . , bn) = (0, 0, 0, . . . , 0)

where we have taken the winner in α’ to be bidder 2 w.l.o.g.
Since β(b1, b2, . . . , bn) = (0, 0, 0, . . . , 0), we know that there are at least

two bidders with the maximum value of their rank function. If there are
exactly two such bidders, then consider two subcases: bidder 2 is one of the
two, or bidder 2 is not one of the two.

In the first subcase, consider the bid vector obtained by reducing the
bid of bidder 2 infinitesimally to b2 − δ, for some small δ > 0. By axiom 3
(Continuity), we get that α′(b1, b2−δ, b3, . . . , bn) remains (0,+, 0, . . . , 0), but
by definition of β (and Lemma 3) we see thatα′(b1, b2 − δ, b3, . . . , bn) gives
a positive profit to the other bidder who had highest rank. This reduces to
Case 1.

In the second subcase, when bidder 2 is not one of the two highest ranked
bidders in β, consider the bid vector obtained by reducing the bid of any one
of the two bidders. β gives a positive profit to the other of the two bidders.
But by independence, we see that α’ still gives positive profit to bidder 2.
This again reduces to Case 1.

In the case that there are more than two bidders with the highest value
of rank function, we can choose a bidder who is not bidder 2, and reduce his
bid to 0. By independence, we see that α’ still gives positive profit to bidder
2. Since there were at least 3 bidders with highest rank in β before reducing
the bid, there are now at least 2 bidders with highest rank. Hence the output
of β remains (0, 0, . . . , 0). Thus we reduce to the same case again, but this
time with a smaller number of positive bids, and we can use induction on the
number of positive bids. The base case is that of two highest ranked bidders,
which is taken care of above.

4. Case 4: There is a bid vector (b1, b2, . . . , bn) s.t. the same bidder makes a
positive profit in both α’ and β, but makes different amounts of profit.
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We assume w.l.o.g. that the winning bidder is bidder 1. In the first sub-
case, we have α′(b1, b2, . . . , bn) = (p + Δ, 0, . . . , 0) and β(b1, b2, . . . , bn) =
(p, 0, . . . , 0), for some p,Δ > 0. Suppose we reduce the bid of bidder 1 from
b1 to b1− p. We get α′(b1− p, b2, . . . , bn) = (Δ, 0, . . . , 0) by Axiom 1 (Truth-
fulness), and we get β(b1 − p, b2, . . . , bn) = (0, 0, . . . , 0) by the definition of
β. Thus we have reduced to Case 3.

In the second subcase, we have α′(b1, b2, . . . , bn) = (p, 0, . . . , 0) and
β(b1, b2, . . . , bn) = (p + Δ, 0, . . . , 0), for some p,Δ > 0. Again, we reduce
bidder 1’s bid to b1 − p. By Axiom 1, we get that α′(b1 − p, b2, . . . , bn) is
either (0, 0, . . . , 0) or (0, . . . 0,+, 0, . . .0), where the positive entry is in some
index other than 1. By the definition of β we get that β(b1−p, b2, . . . , bn) =
(Δ, 0, . . . , 0). Thus we have reduced to either Case 2 or to Case 1.

Finally, note that this mechanism β, defined by the functions fi : R+ → R+ is
equivalent to the mechanism α′. To get a similar mechanism equivalent to α,
we define gi : R+ → R so that gi(x) = fi(x − ti) for x ≥ ti. When i bids less
than ti, she can never win irrespective of the other bids; we can thus define gi(x)
arbitrarily in this range, e.g. gi(x) = (x− ti) for x ≤ ti works and makes gi both
continuous and strictly increasing. Also note that since for a bidder i such that
ti = 0 (such a bidder exists, as we argued earlier), gi(0) = 0. Thus the winning
bidder under gi’s always has a positive value of gi(bi) and the negative values of
gi indeed are irrelevant.
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Abstract. We introduce a new class of mechanism design problems called pre-
diction games. There are n self interested agents. Each agent i has a private input
xi and a cost of accessing it. Given are a function f(x1, . . . , xn) which predicts
whether a certain event will occur and an independent distribution on the agents’
inputs. Agents can be rewarded in order to motivate them to access their inputs.
The goal is to design a mechanism (protocol) which in equilibrium predicts f(.)
and pays in expectation as little as possible.

We investigate both, exact and approximate versions of the problem and pro-
vide several upper and lower bounds. In particular, we construct an optimal mech-
anism for every anonymous function and show that any function can be approxi-
mated with a relatively small expected payment.

1 Introduction

1.1 Motivation

Predictions of future events play an important role in our everyday life. Individuals
want for example to know whether it will rain tomorrow, and who will win the next
elections. Companies may be interested whether a marketing campaign will succeed.
Governments want to predict the usefulness of public projects, etc.

A powerful method of making accurate predictions is the usage of input provided by
multiple agents. Often, such predictions are more accurate than those performed by a
single agent, even an expert (see e.g [2, 3, 15, 16]). Currently, multi agent predictions
are mainly carried out by public opinion polls, phone surveys, and in a more limited
scale by future markets. Moreover, many organizations (e.g. governments, institutions,
companies) base predictions on input of external experts which do not necessarily share
the interest of the organization. A major difficulty in making such predictions is that
the participating agents have no incentive to spend the time and effort necessary for
providing their inputs (answering long questionnaires, perform costly checks, etc.).
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Naturally, mechanisms which ask costly inputs from the agents need also to reward
them. As we shall see, such rewards may need to be very high in order to ensure that
the agents are motivated and developing low payment prediction mechanisms is a non
trivial task. In order to demonstrate this, let us consider the following toy example.

Example (consensus). A company develops a new exciting product. It would like to
predict whether the product will be ready before the holiday season. Five managers are
involved in the development process. Each manager has information which indicates
the chances that the company’s deadline will be met. In view of the company’s past
experience the product is likely to be ready on time if and only if all managers predict
so. This is an example of a consensus function. The event that the company wants to
predict is whether the product will be ready on time and the inputs are the managers’
indications. Assume that each manager has a positive indication with probability 1/2
and that the time required for each manager to issue an estimation costs her $1, 000.

Lets examine a few intuitive methods by which the company can try to forecast
its success. One option is to ask every manager to predict whether the deadline will
be met and eventually reward only the managers that were correct. Consider one of
the managers. The probability that another manager will have a negative indication is
15/16. Thus, even when the manager’s input is positive, the probability of meeting
the deadline is only 1/16. Therefore, all managers are better off reporting a negative
estimation regardless of their actual information.

A better option is to ask each manager to report her own indication and reward all of
them if and only if their joint prediction is correct. Consider one of the managers, say
Alice. If another manager has a negative indication then Alice’s input does not matter to
the prediction. Thus, the probability that Alice’s input matters is 1/16. In addition, Alice
can guess her input with probability 1/2. Intuitively, the lower the chances that Alice’s
input is relevant, the less motivated will she be to invest the costly effort of performing
her evaluation. Indeed, we shall show later that unless a manager is rewarded by at
least $1,000

1/2·1/16 = $32, 000 she will be better off guessing her input. In such a case
the prediction of the company is arbitrary. Therefore, the intuitive mechanism which
simultaneously asks the participants to compute and report their inputs must pay a sum
of at least $160, 000, even though the actual cost of the managers is only $5, 000! We
will show later that it is possible to design a mechanism which predicts the consensus
function with an overwhelmingly smaller expected payment.

1.2 Our Contribution

We introduce a new class of mechanism design problems called prediction games.
There are n self interested agents. Each agent i holds a private input bit xi. The cost
for each agent of accessing its input is c. Given is a function f(x1, . . . , xn) → {0, 1}
which predicts whether a certain event will occur. The mechanism can pay the agents in
order to motivate them to access their inputs. Given an IID (Independent Identical Dis-
tribution) on the agents’ inputs, the goal is to design a mechanism which in equilibrium
predicts f(.) and pays in expectation as little as possible.

We show that it is possible to focus on a very specific class of mechanisms. These
mechanisms approach the agents serially (each agent at most once), do not reveal any
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information to the agents other than the fact that they are required to compute their
input, stop when f(.) is determined, and pay according to a specific scheme. In equilib-
rium, each agent approached computes its input and discloses it to the mechanism. We
call such mechanisms canonical.

Perhaps the most important prediction functions are anonymous (agent symmetric)
functions. These functions include majority, consensus, percentile, etc. We show that
the optimal mechanisms for anonymous functions are canonical mechanisms which
approach the agents in random order.

We show interesting connections between the expected payment of prediction mech-
anisms and the analysis of the influence of random variables. Using results from in-
fluence analysis, we construct upper bounds on the expected payment for both general
and anonymous functions. These results also bound the sum of utilities required for
computing a function in the model of [6, 7, 11].

The necessary expected payment for the exact prediction of many functions is very
high. Therefore, we study approximate prediction mechanisms. These are mechanisms
that allow a small probability of error. We show that every function can be approximated
with a relatively low expected payment.

Finally, several important prediction functions are analyzed in the paper.
Our setup is basic and there is a lot of room for extensions. Yet, we believe that the

insights gained in this paper apply to many real life prediction scenarios.

1.3 Related Work

Most of the vast literature on voting and group decision making assumes that the agents
have free access to their inputs. Several recent papers [6, 7, 11] analyze situations of
decision making with costly inputs. (A somewhat different setup was studied in [4, 5].)
In these papers each agent has a utility for every possible decision and payments are
not used by the mechanism. [6, 7] mainly focus on anonymous functions and [11] is
dedicated to majority rules. The main concern of these papers is to characterize the
functions which can be implemented in equilibrium.

Our model is similar to the model used in [6, 7, 11] but there are fundamental differ-
ences. Firstly, we allow the mechanism to pay the agents. Secondly, we assume that the
agents are indifferent about the prediction of the mechanism. The utility of an agent is
solely determined by its payment and the cost of accessing its input. Finally, correctness
of the prediction can be verified by the mechanism.

Therefore, in our model every function can be implemented, and our main concern
is how to minimize the expected payment of the mechanism.

Markets, and future markets in particular are known to be good predictors in cer-
tain situations. Recently, several artificial markets for forecasting have been established.
Among the examples are the IOWA electronic markets (http://www.biz.uiowa.edu/iem/),
Hollywood Stock Exchange (http://www.hsx.com/), and the Foresight Exchange site
(http://www.ideosphere.com/). Such markets were studied in several papers (e.g. [2, 3]).
A pioneering paper [1] provides a theoretical analysis of the power of future markets.
The paper shows that many functions can be predicted (under strong assumptions such
as myopic behavior of the agents) but others, such as parity, cannot.
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More empirical literature exists within the forecasting community. A comparison
between the game theoretic approach and other methods used in conflict forecasting can
be found in articles published in the International Journal of Forecasting (e.g. [14],[15]).

Our model is based on mechanism design, a subfield of game theory and micro eco-
nomics that studies the design of protocols for self interested parties. An introduction
to this field can be found in many textbooks (e.g. [13–chapter 23]).

We show connections between the payment that must be made to an agent and its in-
fluence on the prediction function (the probability that its input is necessary for making
the prediction). Since the seminal work of [8] influence analysis evolved significantly.
Its focus is usually on bounds on the aggregate and the maximum influence. While we
are usually interested in the harmonic mean, some of these results are still very helpful
to us. A recent survey on influence literature can be found in [10].

Note: Due to space constraints large parts of the article were omitted from the proceed-
ings. The full version can be found at http://iew3.technion.ac.il/ amirr/.

2 Preliminaries

2.1 The Model

In this section we introduce our model and notation. We have tried as much as possible
to adopt the standard approach of mechanism design theory.

There are n self interested agents. Each agent i holds a private input bit xi. The in-
put x = (x1, . . . , xn) is taken from a prior distribution φ which is common knowledge.
Each agent can access its input xi but this access is costly. For simplicity of the presen-
tation we assume that all agents have the same cost c. Our results hold when each agent
has a different (but known) cost as well. An agent can also guess its input. We assume
that guessing is free so the cost of an agent is either c in case it computed its input or
zero. We allow the mechanism to pay the agents (for otherwise none will access its in-
put) but not to fine them. The utility of each agent is the difference between its payment
and cost. Each agent selfishly tries to maximize its expected utility.

We are given a boolean prediction function f : {0, 1}n → {0, 1} which given the
inputs of the agents predicts whether a certain event will occur.

A prediction mechanism is a communication protocol and a payment function. After
communicating with the agents the mechanism announces whether the event will occur.
It pays the agents after it is known whether the event occurred, i.e. after f(x) is revealed.
The mechanism is known to the participating agents.

A strategy for an agent is a function from its input to its behavior during the exe-
cution of the mechanism. A set of strategies s = (s1(x1), . . . , sn(xn)) is a Bayesian
equilibrium if each agent cannot improve its expected utility by unilaterally deviating
from its strategy. An agent can always obtain a non negative utility by guessing its in-
put. Therefore, any Bayesian equilibrium also guarantees an expected utility which is
non negative (individual rationality).

Definition 1. (Implementation) An implementation of a boolean function g(x) is a
pair (m, s) where m is a prediction mechanism and s = (s1(x1), . . . , sn(xn)) is a
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Bayesian equilibrium in this mechanism, such that for every input x, the mechanism
outputs g(x). An implementation is called exact if g(x) = f(x).

Note that the function g(.) which the mechanism implements needs not necessarily be
equal to f(.). This will play an important role later when we study approximation mech-
anisms. It is not difficult to see that implementation in dominant strategies is impossible.

Consider the example of Section 1.1. The input of each manager is whether she has a
positive indication that the deadline will be met. This input is uniformly distributed with
q = 1/2. The prediction function f(.) is consensus. The access cost c of each manager
is $1, 000. A possible mechanism m would be to simultaneously ask each manager to
evaluate her input and to reward it by $32, 000 iff the mechanism’s prediction is cor-
rect. A possible equilibrium s in this mechanism is the truthful equilibrium: each agent
submits a sincere estimation to the mechanism. In this equilibrium, each manager has
an expected utility of $31, 000. (m, s) is an implementation of the consensus function.

Definition 2. (Expected payment) Let (m, s) be an implementation. The expected
payment B(m) of the implementation is defined as the expected total payment of the
mechanism when the agents follow their equilibrium strategies and the input is drawn
from the underlying distribution φ. That is, B(m) = E[

∑
i vi(s(x))] where vi denotes

the payment of each agent i.

Similarly, the accuracy of the mechanism is defined as the probability that g(x) �= f(x).
The analysis of influence of random variables plays an important role in our work. Most
of the literature on this topic assumes that the input bits are drawn from an IID. We
therefore adopt this assumption in our paper. We denote by φq the product distribution
obtained when each input is independently set to 1 with probability q. We conjecture
that our results also hold when there exists a Δ > 0 such that each agent has its own
probability Δ < qi < 1−Δ. However, this conjecture requires generalizations of basic
results in the analysis of the influence of random variables for this setup. We assume
w.l.o.g. that 0 < q < 1, otherwise the agent’s input is known to the mechanism and thus
the agent is redundant. We let qM = max(q, 1 − q) denote the maximal probability in
which an agent can guess its input successfully.

Notation: Let x be an n-tuple. We denote by x−i the (n− 1)-tuple
(x1, . . . , xi−1, xi+1, . . . , xn).

2.2 Influence of Random Variables

Definition 3. (Influence) Agent i is called pivotal for x−i if f(0, x−i) �= f(1, x−i).
The influence Ii of agent i is the probability that i is pivotal when x is chosen randomly
according to φq .

In other words, influence measures the extent of ’necessity’ of agent i for making the
prediction. We denote by Imax = maxi(Ii) the maximal influence of any agent.

Lemma 1. (Talagrand’s Inequality) [9] Let p denote the probability that f(x) = 1
when x is chosen according to φq . There exists a universal constant κ such that

n∑
i=1

Ii/ log(1/Ii) ≥ κp(1− p)q(1 − q). (1)
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Lemma 2. (Maximum influence) Let p denote the probability that f(x) = 1 when x
is chosen according to φq . Then

Imax = Ω

(
p(1− p)q(1− q)

logn
n

)
. (2)

We often use the following well known mean inequality which states that the harmonic
mean is always dominated by the arithmetic one.

Lemma 3. (Harmonic vs Arithmetic mean) Let a1, . . . , an be positive numbers. Then

n∑
i 1/ai

≤ 1
n

∑
i

ai. (3)

3 Canonical Prediction Mechanisms

In this section we shall consider exact implementations and show that it is possible
to focus on a small class of mechanisms which we call canonical. This will provide
us tools for both, the construction of low payment mechanisms and for proving lower
bounds on the expected payment.

We start with a standard argument in mechanism design stating that it is possible to
focus on mechanisms which have a very simple communication structure.

Definition 4. (Truthful implementation) A truthful implementation is an implemen-
tation with the following properties:

– The mechanism communicates with each agent at most once asking it to report its
input. It can also pass additional information to the agent. The agent then replies
with either 0 or 1. We call such a mechanism revelation mechanism.

– In equilibrium, each agent approached computes its input and reveals it to the
mechanism. We call such an equilibrium truthful.

We say that two implementations are equivalent if for every input vector x they an-
nounce the same predictions and hand the same payments to the agents.

Proposition 1. (revelation principle for prediction mechanisms) For every imple-
mentation there exists an equivalent truthful implementation.

Note that there exist many truthful mechanisms. In particular, the mechanism can
choose what information to pass to an agent, the payment scheme, and the order of
addressing the agents.

Consider an agent which receives some information from the mechanism. The agent
can compute the likelihood of every input vector of the other agents given that the mech-
anism passed it this information. In other words, any information which the mechanism
passes to an agent defines a probability distribution on the input of the other agents. For
example, consider a mechanism for consensus in which each agent knows all the dec-
larations of the agents that were approached before it. The first agent approached has
an influence of 1/2n−1. However, if all the agents except one were already approached,
this agent knows that its declaration will determine the prediction. In other words, the
conditional influence of this agent is 1.
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Definition 5. (Conditional influence) We denote by Ii(ϕ−i) the conditional influence
of agent i. That is, the probability that agent i is pivotal given a distribution ϕ−i on the
others’ input (not necessarily the original distribution).

Remark. We assume w.l.o.g. that every approached agent has a strictly positive condi-
tional influence. Otherwise the mechanism does not need to approach the agent.

Before proceeding, let us recall a few notations that we shall use extensively. q =
Pr

[
xi = 1

]
for each i. We denote by qM = max(q, (1 − q)) the maximal probability

by which each agent can guess its input and by φq the product distribution on all the
agents. The constant c denotes the cost that each agent must incur in order to access its
input. We let vi denote the expected equilibrium payment of each agent i.

Theorem 1. (Payment characterization for exact implementation) Let m be a rev-
elation mechanism that implements f whenever the agents are truthful. Suppose that
m passes information to agent i which defines a probability distribution ϕ−i on the
inputs of the other agents. Suppose that the other agents are truthful. Let v0 ≥ 0 de-
note the expected payment of agent i in case of a wrong prediction. Truth telling is a
best response for agent i iff its expected payment in case of a true prediction is at least
vi ≥ v0 + c

(1−qM )·Ii(ϕ−i)
.

Proof : The only inputs that the mechanism has are the agents’ declarations and the
actual outcome (i.e. whether the event occurred). Agent i needs to decide whether to
guess its input or compute it and reveal it to the mechanism. (Since the others are
truthful, the best response strategy cannot be to compute the input and then misreport
it.) We need the following claim:

Claim. Under the conditions of Theorem 1:

1. The mechanism cannot distinguish between the case where agent i guesses its input
correctly and a the case where it computes it.

2. If the agent is not pivotal, the mechanism cannot distinguish between the case where
agent i guesses its input according to φq and the case where it computes it.

Proof : The first point is obvious as the inputs of the mechanism in both cases are iden-
tical. In the second point we use the fact that the input of the other agents is independent
of agent i. Since the agent is not pivotal, the actual outcome f(x) is also independent of
its input. Therefore, the distribution of the input of the mechanism is identical in both
cases. �

Thus, in equilibrium, the only situation in which the expected payment of the agent is
different from its payment when it is truthful, is when it guesses wrong and is pivotal.
In equilibrium, this happens if and only if the prediction of the mechanism is wrong.
Recall that the expected payment of the agent in this case is v0 and its expected payment
when the prediction is correct is vi. Recall also that the agent can guess its correct input
with probability qM . The following matrix summarizes the utility of guessing.

Pivotal Not Pivotal
Correct guess qM · Ii(ϕ−i)vi qM (1− Ii(ϕ−i))vi

Wrong guess (1− qM )Ii(ϕ−i)v0 (1− qM )(1 − Ii(ϕ−i))vi
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Thus, the agent’s strategic considerations are expressed in the following payments ma-
trix.

Strategy/Prediction Correct Wrong
Compute vi − c v0 − c

Guess [qMIi(ϕ−i) + (1− Ii(ϕ−i))] vi (1− qM )Ii(ϕ−i)v0

This matrix shows the utility of the agent according to the correctness of the pre-
diction of the mechanism. For example, if the agent chose to compute its input and
the prediction was correct its utility is vi − c, since it invested c in the computation
and was rewarded vi for the correct prediction. Note that in a truthful equilibrium, it is
impossible that the agent computed its input but the prediction was wrong.

Thus, a necessary and sufficient condition for an agent to compute its input is that
the following inequality is satisfied,

vi − c ≥ (1 − qM )Ii(ϕ−i)v0 + [Ii(ϕ−i)qM + (1− Ii(ϕ−i))]vi (4)

We call this inequality Incentive Elicitation Condition (IEC).
The bound v0 + c

(1−qM )·Ii(ϕ−i)
is then obtained by a simple calculation.

This completes the proof of Theorem 1. �

Corollary 1. Under the conditions of Theorem 1. For every exact truthful implementa-
tion m there exists another exact truthful implementation m̃ with an expected payment
B(m̃) ≤ B(m) which rewards the agents an amount of c

(1−qM )·Ii(ϕ−i)
iff f(.) is pre-

dicted correctly.

We call the payment scheme described in Corollary 1 canonical. The corollary states
that w.l.o.g. we can focus on such schemes. Two important issues which the mechanism
designer needs to address are what additional information to transfer to each agent and
when to stop the computation.

Definition 6. (Canonical mechanisms) A canonical mechanism is a truthful imple-
mentation with the following properties:

– The mechanism approaches the agents serially and reveals no additional informa-
tion to them.

– The mechanism never performs redundant computations.
– The payment scheme is canonical. The payment vi offered to agent i in case of

a correct prediction equals c
(1−qM )·Îi

where Îi denotes the influence of agent i

conditional on the fact that it is approached.

Theorem 2. (Optimality of a canonical mechanism) For every function f(.) there
exists a canonical implementation of it with an optimal expected payment among all the
exact implementations of f(.).

The theorem’s proof and some other results of this section can be found in the full
version of this paper.

From now on we can therefore limit ourselves to canonical mechanisms and the only
decision we need to take is the order in which the agents are approached.
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4 Exact Predictions

In this section we consider exact implementations. These are implementations which in
equilibrium always issue a correct prediction.

4.1 Budget Estimations

This section is omitted due to lack of space.

4.2 Optimal Mechanisms for Anonymous Functions

This subsection characterizes the optimal mechanism for anonymous functions. The-
orem 2 implies that the only decision left when designing a mechanism is the order in
which the agents are approached. We will show that for anonymous functions random
order is best.

Definition 7. (Anonymous functions) Anonymous functions are functions of which the
value depends only on the sum of inputs.

In other words, anonymous functions are invariant to input permutations. These func-
tions include majority, percentile, consensus, etc.

Definition 8. (Equal opportunity mechanism for anonymous functions) Let f(.) be
an anonymous function. An equal opportunity mechanism for f(.) is a canonical mech-
anism which approaches the agents according to a random order.

The equal opportunity mechanism can be computed in polynomial time provided that it
is possible to decide in polynomial time whether f(.) has already been determined.

Theorem 3. If f(.) is anonymous, the equal opportunity mechanism is an optimal im-
plementation of it.

From the above theorem we can get precise lower bounds on the expected payment
of various anonymous functions. Our bounds imply bounds on the sum of the utilities
required for computing a function in the model of [6, 7, 11]. We now analyze the optimal
mechanisms for two important functions, majority and consensus.

Theorem 4. (Lower bound for majority) An exact prediction of majority requires
an expected payment of at least Ω(cn3/2). The payment increases exponentially with
|q − 1/2|.

Consensus Revisited. Let us reconsider consensus when q = 1/2. The expected pay-
ment (obtained according to Theorem 1) of the intuitive simultaneous mechanism is
cn2n since each agent’s influence is 21−n which is the probability that all the other
agents declared 1. Consider the equal opportunity mechanism for consensus. The prob-
ability that an agent is approached and pivotal equals: Let k be an agent.∑

i

(Pr
[
k’s place is i

] ·Pr
[
k is approached in the i-th place

] ·Pr
[
k is pivotal

]
.
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This equals 1
n

∑
i 1/2i−1 · 1/2n−i = 1/2n−1. The probability that an agent is ap-

proached is 1
n

∑
i 1/2i−1 < 2

n . Therefore, the agent’s conditional influence is at least
n/2n. According to the payment characterization lemma, each agent approached re-
ceives a payment of vi < c2n+1/n. Thus, the expected payment of each agent is
bounded by c2n+2/n2 and the overall expected payment is bounded by c2n+2/n. This
is an improvement by a factor of Θ(n2) over the intuitive simultaneous mechanism.
Reverting to example of section 1.1 the expected payment decreases from $160, 000 to
less than $26, 000!

5 Approximate Predictions

We saw that exact predictions of functions like consensus or majority may require very
large payments. An approximation mechanism for f(.) is a mechanism which gets an
accuracy parameter ε and in equilibrium predicts f(.) with accuracy of at least 1 −
ε. This section shows that every function can be approximated using a relatively low
expected payment. The main problem that needs to be overcome is that when f(.) is
almost determined, agents will have very small influence. Avoiding this requires a little
care. Due to space constraints we leave only the definition and the main theorem.

Definition 9. (ε-Implementation) Let ε ≥ 0. A (truthful) implementation is called an
ε-implementation of f(.), if Pr

[
f(x) �= g(x)

]
< εwhere g(x) is the actual function that

the mechanism implements and the probability is taken over the input distribution φq .

Theorem 5. (Approximate predictions of general functions) Let ε < 1/2. Every
prediction function f(.) can be ε-approximated with the following expected payment:

B(f, ε) = O

(
cn2

ε(1− 2ε)(1− qM ) log n

)
.

6 Weighted Threshold Functions

The design of low payment mechanisms for non-anonymous functions is an intriguing
challenge. A particularly interesting class of functions is the class of weighted threshold
functions. These are functions of the form:

fw,θ(x) =
{

1 if
∑n

i=1 wixi ≥ θ
0 otherwise

where w is a vector of non negative numbers and θ a positive threshold. These functions
are natural to use in many prediction scenarios. For example when forming an expert
committee one could set the experts’ weights according to their reputation. We will
show that for every two agents, and for every input vector of the other agents, the agent
with the higher weight always has higher influence. This property indicates that charac-
terize the optimal mechanism for weighted threshold functions may be easier than the
general case.

We show that among all the mechanisms which approach the agents in a fixed order,
the mechanism which approaches the agents by the order of their weights is the best.
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Surprisingly, we demonstrate that this is not always the best deterministic mechanism.
We do so by introducing a generic de-randomization technique.

Due to space constraints we leave only the definition and the main theorem.

Definition 10. (DWO mechanisms) A descending weight order (DWO) mechanism
is a canonical mechanism which approaches the agents serially by a fixed order de-
termined by a descending order of their weights. (The mechanism chooses arbitrarily
between agents with the same weight.)

Theorem 6. The DWO mechanism dominates every other fixed order mechanism.

7 Future Research

In this paper we studied a basic class of prediction problems. Real life prediction scenar-
ios are likely to be more complicated. Nevertheless, we believe that the insights we gained
here (e.g. the usefulness of a serial approach, randomization, and zero information) are
very useful for making such predictions. It would be interesting to extend our setup to
several directions: in particular consideration of probabilistic prediction functions, gen-
eral independent distributions, and general decision making in verifiable situations.

In this paper we assumed that the agents’ inputs are independent. An important case
is conditionally independent inputs. In this case, the mechanism may be able to use
the fact that the agents’ inputs are correlated in order to reduce its payment. Another
important case is when inputs can be verified at least partially.

When f(.) is polynomially computable, the greedy mechanism can be approximated
in polynomial time. Devising polynomial time mechanisms with smaller payment for
non anonymous functions is an intriguing challenge.

Finally, it will be interesting to study repeated prediction games where the function
f(.) is unknown to the mechanism but can be learnt over time.
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Abstract. We study the complexity issues for Walrasian equilibrium
in a special case of combinatorial auction, called single-minded auction,
in which every participant is interested in only one subset of commodi-
ties. Chen et al. [5] showed that it is NP-hard to decide the existence
of a Walrasian equilibrium for a single-minded auction and proposed a
notion of approximate Walrasian equilibrium called relaxed Walrasian
equilibrium. We show that every single-minded auction has a 2

3 -relaxed
Walrasian equilibrium proving a conjecture posed in [5]. Motivated by
practical considerations, we introduce another concept of approximate
Walrasian equilibrium called weak Walrasian equilibrium. We show it is
strongly NP-complete to determine the existence of δ-weak Walrasian
equilibrium, for any 0 < δ ≤ 1.

In search of positive results, we restrict our attention to the tollbooth
problem [15], where every participant is interested in a single path in
some underlying graph. We give a polynomial time algorithm to deter-
mine the existence of a Walrasian equilibrium and compute one (if it
exists), when the graph is a tree. However, the problem is still hard for
general graphs.

1 Introduction

Imagine a scenario where a movie rental store is going out of business and wants
to clear out its current inventory. Further suppose that based on their rental
records, the store has an estimate of which combinations (or bundles) of items
would interest a member and how much they would be willing to pay for those
bundles. The store then sets prices for each individual item and allocates bundles
to the members (or buyers) with the following “fairness” criterion— given the
prices on the items, no buyer would prefer to be allocated any bundle other than
those currently allocated to her. Further, it is the last day of the sale and it is
imperative that no item remain after the sale is completed. A natural way to
satisfy this constraint is to give away any unallocated item for free. This paper
looks at the complexity of computing such allocations and prices.

The concept of “fair” pricing and allocation in the above example is similar to
the concept of market equilibrium which has been studied in economics literature
for more than a hundred years starting with the work of Walras [27]. In this
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model, buyers arrive with an initial endowment of some item and are looking to
buy and sell items. A market equilibrium is a vector of prices of the items such
that the market clears, that is, no item remains in the market. Arrow and Debreu
showed more than half a century ago that when the buyers’ utility functions
are concave, a market equilibrium always exists [3] though the proof was not
constructive. A polynomial time algorithm to compute a market equilibrium for
linear utility functions was given last year by Jain [18]. We note that in this
setup the items are divisible while we will consider the case of indivisible items.

Equilibrium concepts [22] are an integral part of classical economic theory.
However, only in the last decade or so these have been studied from the compu-
tational complexity perspective. This perspective is important as it sheds some
light on the feasibility of an equilibrium concept. As Kamal Jain remarks in
[18]— “If a Turing machine cannot efficiently compute it, then neither can a
market”. A small sample of the recent work which investigates the efficient com-
putation of equilibrium concepts appears in the following papers: [8, 9, 18, 5, 24].

In this paper, we study the complexity of computing a Walrasian equilib-
rium [27], one of the most fundamental economic concepts in market conditions.
Walrasian equilibrium formalizes the concept of “fair” pricing and allocation
mentioned in the clearance sale example. In particular, given an input represent-
ing the valuations of bundles for each buyer, a Walrasian equilibrium specifies
an allocation and price vector such that any unallocated item is priced at zero
and all buyers are satisfied with their corresponding allocations under the given
price vector. In other words, if any bundle is allocated to a buyer, the profit1

made by the buyer from her allocated bundle is no less than the profit she would
have made if she were allocated any other bundle for the same price vector.

In the clearance sale example, we assumed that every buyer is interested in
some bundles of items— this is the setup for combinatorial auctions which have
attracted a lot of attention in recent years due to their wide applicability [26, 7].
In the preceding discussions, we have disregarded one inherent difficulty in this
auction model— the number of possible bundles are exponential and thus, even
specifying the input makes the problem intractable. In this paper, we focus on a
more tractable instance called single-minded auction [20] with the linear pricing
scheme2. In this special case, every buyer is interested in a single bundle. Note
that the inputs for these auctions can be specified quite easily. The reader is
referred to [2, 1, 23, 5, 13] for more detailed discussions on single-minded auctions.

If bundles can be priced arbitrarily, a Walrasian equilibrium always exists for
combinatorial auctions [6, 21]. However, if the pricing scheme is restricted to be
linear, a Walrasian equilibrium may not exist. Several sufficient conditions for
the existence of a Walrasian equilibrium with the linear pricing scheme have
been studied. For example, if the valuations of buyers satisfy the gross substi-
tutes condition [19], the single improvement condition [14], or the no comple-
mentarities condition [14] then a Walrasian equilibrium is guaranteed to exist.

1 The profit is the difference between how much the buyer values a bundle and the
price she pays for it.

2 The price of a bundle is the sum of prices of items in the bundle.
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Bikhchandani et al. [4] and Chen et al. [5] gave an exact characterization for the
existence of a Walrasian equilibrium— the total value of the optimal allocation
of bundles to buyers, obtained from a suitably defined integer program, is equal
to the value of the corresponding relaxed linear program. These conditions are,
however, not easy to verify in polynomial time even for the single-minded auc-
tion. In fact, checking the existence of a Walrasian equilibrium for single-minded
auctions is NP-hard [5].

The intractability result raises a couple of natural questions: (1) Instead of
trying to satisfy all the buyers, what fraction of the buyers can be satisfied ?
(2) Can we identify some structure in the demands of the buyers for which a
Walrasian equilibrium can be computed in polynomial time? In this paper we
study these questions and have the following results:

– Conjecture on relaxed Walrasian equilibrium. Chen et al. [5] proposed an ap-
proximation of Walrasian equilibrium, called relaxed Walrasian equilibrium.
This approximate Walrasian equilibrium is a natural approximation where
instead of trying to satisfy all buyers, we try to satisfy as many buyers as
we can. [5] gave a simple single-minded auction for which no more than 2/3
of the buyers can be satisfied. They also conjecture that this ratio is tight—
that is, for any single-minded auction one can come up with an allocation
and price vector such that at least 2/3 of the buyers are satisfied. In our first
result we prove this conjecture. In fact we show that such an allocation and
price vector can be computed in polynomial time.

– Weak Walrasian equilibrium. There is a problem with the notion of relaxed
Walrasian equilibrium— it does not require all the winners to be satisfied.
This is infeasible in practice. For instance in the clearance sale example, the
store cannot sell a bundle to a buyer at a price greater than her valuation. In
other words, at a bare minimum all the winners have to be satisfied. With
this motivation, we define a stronger notion of approximation called weak
Walrasian equilibrium where we try to maximize the number of satisfied
buyers subject to the constraint that all winners are satisfied. In our second
result we show that computing a weak Walrasian equilibrium is strongly NP-
complete. We achieve this via a reduction from the Independent Set problem.
Independently, Huang and Li [17] showed the NP-hardness result (but not
strongly NP-hard) by a reduction from the problem of checking the existence
of a Walrasian equilibrium.

– Tollbooth problem. With the plethora of negative results, we shift our atten-
tion to special cases of single-minded auctions where computing Walrasian
equilibrium is tractable. With this goal in mind, we study the tollbooth prob-
lem introduced by Guruswami et al. [15] where the bundle every buyer is
interested in is a path in some underlying graph. We show that in a general
graph, it is still NP-hard to compute a Walrasian equilibrium given that one
exists. We then concentrate on the special case of a tree, and show that we
can determine the existence of a Walrasian equilibrium and compute one
(if it exists) in polynomial time. Essentially, we prove this result by first
showing that the optimal allocation can be computed by a polynomial time
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Dynamic Program. In fact, the optimal allocation is equivalent to the max-
imum weighted edge-disjoint paths in a tree. A polynomial time divide and
conquer algorithm for the latter was given by Tarjan [25]. Another Dynamic
Program algorithm for computing edge-disjoint paths with maximum car-
dinality in a tree was shown by Garg et al. [12]. However, their algorithm
crucially depends on the fact that all paths have the same valuation while
our setup is the more general weighted case.

The paper is organized as follows. In Section 2, we review the basic properties
of Walrasian equilibrium for single-minded auctions. In Section 3, we study two
different type of approximations— relaxed Walrasian equilibrium and weak Wal-
rasian equilibrium. In Section 4, we study the tollbooth problem— for the differ-
ent structure of the underlying graphs, we give different hardness or tractability
results. We conclude our work in Section 5. Due to space limitations, we omit
the proofs in this paper. The proofs will appear in the full version of the paper.

2 Preliminaries

In a single-minded auction [20], an auctioneer sells m heterogeneous commodities
Ω = {ω1, . . . , ωm}, with unit quantity each, to n potential buyers. Each buyer
i desires a fixed subset of commodities of Ω, called demand and denoted by
di ⊆ Ω, with valuation (or cost) ci ∈ R

+. That is, ci is the maximum amount
of money that i is willing to pay in order to win di.

After receiving the submitted tuple (di, ci) from each buyer i (the input), the
auctioneer specifies the tuple (X, p) as the output of the auction:

– Allocation vector X = (x1, . . . , xn), where xi ∈ {0, 1} indicates if i wins di

(xi = 1) or not (xi = 0). Note that we require
∑

i: ωj∈di
xi ≤ 1 for any

ωj ∈ Ω. X∗ = (x∗
1, . . . , x

∗
n) is said to be an optimal allocation if for any

allocation X , we have

n∑
i=1

ci · x∗
i ≥

n∑
i=1

ci · xi.

That is, X∗ maximizes total valuations of the winning buyers.
– Price vector p = (p(ω1), . . . , p(ωm)) (or simply, (p1, . . . , pm)) such that

p(ωj) ≥ 0 for all ωj ∈ Ω. In this paper, we consider linear pricing scheme,
i.e., p(Ω′) =

∑
ωj∈Ω′ p(ωj), for any Ω′ ⊆ Ω.

If buyer i is a winner (i.e., xi = 1), her (quasi-linear) utility is ui(p) = ci−p(di);
otherwise (i.e., i is a loser), her utility is zero.

We now define the concept of Walrasian equilibrium.

Definition 1. (Walrasian equilibrium) [14] A Walrasian equilibrium of a
single-minded auction is a tuple (X, p), where X = (x1, . . . , xn) is an allocation
vector and p ≥ 0 is a price vector, such that
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1. p(X0) = 0, where X0 = Ω \ (⋃i: xi=1 di

)
is the set of commodities that are

not allocated to any buyer.
2. The utility of each buyer is maximized. That is, for any winner i, ci ≥ p(di),

whereas for any loser i, ci ≤ p(di)

Chen et al. [5] showed that checking the existence of a Walrasian equilibrium in
general is hard.

Theorem 1. [5] Determining the existence of a Walrasian equilibrium in a
single-minded auction is NP-complete.

Lehmann et al. [20] showed that in a single-minded auction, the computation of
the optimal allocation is also NP-hard. Indeed, we have the following relation
between Walrasian equilibrium and optimal allocation.

Theorem 2. [5] For any single-minded auction, if there exists a Walrasian equi-
librium (X, p), then X must be an optimal allocation.

Due to the above theorem, we know that computing a Walrasian equilibrium is
at least as hard as computing the optimal allocation. However, if we know the
optimal allocation X∗, we can compute the price vector by the following linear
program: ∑

j: ωj∈di

pj ≤ ci, ∀ x∗
i = 1

∑
j: ωj∈di

pj ≥ ci, ∀ x∗
i = 0

pj ≥ 0, ∀ ωj ∈ Ω

pj = 0, ∀ ωj ∈ Ω \
⎛⎝ ⋃

i: x∗
i =1

di

⎞⎠
Any feasible solution p of the above linear program defines a Walrasian equilib-
rium (X∗, p). In fact, note that if a Walrasian equilibrium exists, we can compute
one which maximizes the revenue by adding the following objective function to
the above linear program

max
∑

j: ωj∈Ω

pj

Thus, we have the following conclusion:

Corollary 1. For any single-minded auction, if the optimal allocation can be
computed in polynomial time, then we can determine if a Walrasian equilibrium
exists or not and compute one (if it exists) which maximizes the revenue in
polynomial time.
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3 Approximate Walrasian Equilibrium

Theorem 1 says that in general computing a Walrasian equilibrium is hard. In
this section, we consider two notions of approximation of a Walrasian equilib-
rium. The first one called relaxed Walrasian equilibrium, due to Chen et al.
[5], tries to maximize the number of buyers for which the second condition of
Definition 1 is satisfied. We also introduce a stronger notion of approximation
called weak Walrasian equilibrium that in addition to being a relaxed Walrasian
equilibrium has the extra constraint that the second condition of Definition 1 is
satisfied for all winners. We now define these notions and record some of their
properties.

For any tuple (X, p), we say buyer i is satisfied if her utility is maximized. That
is, if xi = 1, then p(di) ≤ ci; if xi = 0, then p(di) ≥ ci. For any single-minded
auction A, let δA(X, p) denote the number of satisfied buyers under (X, p). In
the following discussion, unless specified otherwise, we assume all unallocated
commodities are priced at zero.

3.1 Relaxed Walrasian Equilibrium

We first define the notion of relaxed Walrasian equilibrium [5].

Definition 2. (relaxed Walrasian equilibrium) Given any 0 < δ ≤ 1, a δ-
relaxed Walrasian equilibrium of single-minded auction A is a tuple (X, p) that
satisfies the following conditions:

– p(X0) = 0, where X0 = Ω \ (⋃i: xi=1 di

)
.

– δA(X,p)
n ≥ δ, where n is the number of buyers in A.

Note that a Walrasian equilibrium is a 1-relaxed Walrasian equilibrium. Theorem
1 implies that it hard to maximize 0 < δ ≤ 1 such that δ-relaxed Walrasian
equilibrium exists for a single-minded auction. We now consider the following
example which is due to Chen et al. [5].

Example 1. Consider the following single-minded auction A: Three buyers bid
for three commodities, where d1 = {ω1, ω2}, d2 = {ω2, ω3}, d3 = {ω1, ω3}, and
c1 = 3, c2 = 3, c3 = 3. Note that there is at most one winner for any allocation,
say buyer 1. Thus, under the condition of p(ω3) = 0 (since ω3 is an unallocated
commodity), at most two inequalities of p(ω1ω2) ≤ 3, p(ω2ω3) ≥ 3, p(ω1ω3) ≥ 3
can hold simultaneously. Therefore at most two buyers can be satisfied.

Chen et al. conjectured that this ratio δ = 2
3 is tight [5]. We prove this conjecture

in the following theorem.

Theorem 3. Any single-minded auction has a 2
3 -relaxed Walrasian equilibrium,

and thus δ = 2
3 is a tight bound. Further, a 2

3 -relaxed Walrasian equilibrium can
be computed in polynomial time.
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Fig. 1. An example of single-minded auction where at most 2/3 buyers can be satisfied

3.2 Weak Walrasian Equilibrium

The notion of relaxed Walrasian equilibrium does not require all the winners to
be satisfied. Indeed, in our proof of Theorem 3, to get a higher value of δA(X, p),
we may require some winner to pay a payment higher than her valuation. This
is infeasible in practice: the auctioneer cannot expect a winner to pay a price
higher than her valuation. Motivated by this observation, we introduce a stronger
concept of approximate Walrasian equilibrium.

Definition 3. (Weak Walrasian Equilibrium) Given any 0 < δ ≤ 1, a δ-
weak Walrasian equilibrium of single-minded auction A is a tuple (X, p) that
satisfies the following conditions:

– p(X0) = 0, where X0 = Ω \ (⋃i: xi=1 di

)
.

– The utility of each winner is maximized. That is, for any winner i, ci ≥ p(di).
– δA(X,p)

n ≥ δ, where n is the number of buyers in A.

Unfortunately, this extra restriction makes the problem much harder as the
following theorem shows.

Theorem 4. For any 0 < δ ≤ 1, checking the existence of a δ-weak Walrasian
equilibrium problem is strongly NP-complete.

We use a reduction from the Independent Set problem in the proof of the above
result. If we regard Independent Set and weak Walrasian equilibrium as optimiza-
tion problems, then our reduction is a gap-preserving reduction [16]. Therefore
we have the following conclusion:

Corollary 2. There is an ε > 0 such that approximation of weak Walrasian
equilibrium problem within a factor nε is NP-hard, where n is the number of
buyers.

4 The Tollbooth Problem

As we have seen in the preceding discussions, in general the computation of a
(weak) Walrasian equilibrium in a single-minded auctions is hard. In search of
tractable instances, we consider a special case of single-minded auctions where
the set of commodities and demands can be represented by a graph. Specifically,



148 N. Chen and A. Rudra

we consider the tollbooth problem [15], in which we are given a graph, the com-
modities are edges of the graph, and the demand of each buyer is a path in the
graph. For the rest of this section, we will use the phrase tollbooth problem for
a single-minded auction where the input is from a tollbooth problem.

4.1 Tollbooth Problem in General Graphs

For the general graph, as the following theorem shows, both the computation of
optimal allocation and Walrasian equilibrium (if it exists) are difficult.

Theorem 5. If a Walrasian equilibrium exists in the tollbooth problem, it is
NP -hard to compute one.

4.2 Tollbooth Problem in a Tree

In this subsection, we consider the tollbooth problem in a tree. Note that even
for this simple structure, Walrasian equilibrium may not exist, as shown by
Example 1. In this special case, however, we can determine whether Walrasian
equilibrium exists or not and compute one (if it exists) in polynomial time. Due
to Corollary 1, we only describe how to compute an optimal allocation efficiently.
To this end, we give a polynomial time Dynamic Program algorithm (details are
deferred to the full version). We note that computing an optimal allocation is
the same as computing the maximum weighted edge-disjoint paths in a tree for
which a polynomial time algorithm already exists [25]. Therefore, we have the
following conclusion:

Theorem 6. For any tollbooth problem in a tree, it is polynomial time to com-
pute an optimal allocation, determine if a Walrasian equilibrium exists or not
and compute one (if it exists).

5 Conclusion

In the notions of approximate Walrasian equilibrium that we studied in this
paper, we are concerned with relaxing the second condition of Walrasian equi-
librium (Definition 1). That is, we guarantee the prices of the two approximate
Walrasian equilibria clear the market (Definition 2, 3). Relaxing of the first con-
dition is called envy-free auction and is well studied, e.g., in [15]. Unlike the
general Walrasian equilibrium, an envy-free pricing always exists, and thus, a
natural non-trivial goal is to compute an envy-free pricing which maximizes the
revenue [15]. Similarly, trying to compute a revenue maximizing Walrasian equi-
librium is an important goal. However, even checking if a Walrasian equilibrium
exists is NP-hard [5] which makes the task of finding a revenue maximizing Wal-
rasian equilibrium an even more ambitious task. Corollary 1 shows that it is as
hard as computing an optimal allocation.

Our polynomial time algorithm for determining the existence of a Walrasian
equilibrium and computing one (if it exists) in a tree generalizes the result for the
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line case, where Walrasian equilibrium always exists [4, 5] and can be computed
efficiently.

Our work leaves some open questions. For relaxed Walrasian equilibrium, we
showed δA(X, p) ≥ 2/3 for some (X, p) in any single-minded auction A. An
interesting question is how to approximate max(X,p) δA(X, p) within an approx-
imation ratio better than 2/3. In addition, we showed that for the tollbooth
problem on a general graph, it is NP-hard to compute the optimal allocation,
which implies that given that a Walrasian equilibrium exists, computing one is
also hard. A natural question is to resolve the complexity of determining the
existence of a Walrasian equilibrium (as opposed to computing one if it exists)
in a general graph.
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Abstract. We study an intensively studied resource allocation game
introduced by Koutsoupias and Papadimitriou where n weighted jobs
are allocated to m identical machines. It was conjectured by Gairing et
al. that the fully mixed Nash equilibrium is the worst Nash equilibrium
for this game w. r. t. the expected maximum load over all machines. The
known algorithms for approximating the so-called “price of anarchy” rely
on this conjecture. We present a counter-example to the conjecture show-
ing that fully mixed equilibria cannot be used to approximate the price
of anarchy within reasonable factors. In addition, we present an algo-
rithm that constructs so-called concentrated equilibria that approximate
the worst-case Nash equilibrium within constant factors.

1 Introduction

A central problem arising in the management of large-scale communication net-
works like the Internet is that of routing traffic through the network. Due to the
large size of these networks, however, it is often impossible to employ a central-
ized traffic management. A natural assumption in the absence of central regula-
tion is to assume that network users behave selfishly and aim at optimizing their
own individual welfare. To understand the mechanisms in such non-cooperative
network systems, it is of great importance to investigate the selfish behavior of
users and their influence on the performance of the entire network.

In this paper, we investigate the price of selfish behavior under game theoretic
assumptions, that is, we assume that each agent (i.e., user) is aware of the
situation facing all other agents and aims at optimizing its own strategy. In
particular, we investigate the structure of the network in a Nash equilibrium,
i.e., a combination of mixed (randomized) strategies from which no users has an
incentive to deviate. It is well known that such equilibria may be inefficient and
do not always optimize the overall performance. We address the most basic case
of a routing problem, a network consisting of m identical parallel links from an
origin to a destination. There are n agents, each having an amount of traffic wi

to send from the origin to the destination. Each agent i sends the traffic using a
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possibly randomized mixed strategy, with pj
i denoting the probability that agent

i sends the entire traffic wi to a link j. We assume the agents are selfish in the
sense that each of them aims at minimizing its individual cost, i. e., the expected
load on the machine it selects.

Koutsoupias and Papadimitriou [10] proposed to investigate the price of un-
coordinated individual decisions in terms of the worst-case coordination ratio,
which is the ratio between the expected social cost in the worst possible Nash
equilibrium and in the social optimum. Here, we define social cost as the maximal
load of a machine. In [2] and [9] it has been shown that the coordination ratio for
a system of n weighted jobs and m identical machines is bounded by Θ

( lnm
ln ln m

)
.

However, for a given instance of the game, i. e., for a given vector of weights,
the ratio between worst social cost of a Nash equilibrium and the optimal social
cost may be significantly smaller. It is therefore an interesting question how the
cost of the worst Nash equilibrium can be computed for a given instance. It has
been conjectured that the fully mixed Nash equilibrium in which every agent
assigns the same probability to every machine is the worst possible [6, 5, 4]. If
this conjecture was true, then computing the worst Nash equilibrium would be
a trivial task and its social cost could be approximated arbitrarily well using the
fully polynomial randomized approximation scheme (FPRAS) presented in [3].

In this paper, we show that the Fully Mixed Nash Equilibrium Conjecture
does not hold. In fact, the ratio between the social cost of the fully mixed Nash
equilibrium and the worst Nash equilibrium can be almost as bad as the coordi-
nation ratio. We then present a different kind of equilibrium that concentrates
the large jobs on a few machines. These concentrated equilibria are as bad as the
worst Nash equilibrium up to constant factors. They can be computed in linear
time and hence we obtain the first constant-factor approximation for worst-case
equilibria on identical machines.

1.1 The Game

Koutsoupias and Papadimitriou [10] introduced a resource allocation game in
which n jobs of size w1, . . . , wn ≥ 0 shall be assigned to m identical machines.
Each job is managed by a selfish agent. The set of pure strategies for task i is
[m] := {1, . . . ,m}. Let (j1, . . . , jn) ∈ [m]n be a combination of pure strategies,
one for each task. The load of link j is defined as

λj =
∑
jk=j

wk .

The cost for agent i is λji . Every agent aims at minimizing her cost. The social
objective is to minimize the maximum cost over all agents or, equivalently, the
maximum load over all machines.

Agents may also use mixed strategies, i. e., probability distributions on the set
of pure strategies. Let pj

i denote the probability that agent i assigns its job to
link j. Then

E [λj ] =
∑
i∈[n]

wi p
j
i .
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The social cost of a mixed strategy profile P = (pj
i ) is defined as

SC(P) = E

[
max
j∈[m]

λj

]
.

The expected cost of task i on link j is

cj
i = wi +

∑
k �=i

wk p
j
k = E [λj ] + (1− pj

i )wi .

A (mixed) strategy profile P defines a Nash equilibrium if and only if any
task i will assign non-zero probabilities only to links that minimize cj

i , that is,
(pj

i ) > 0 implies cj
i ≤ cq

i , for every q ∈ [m]. A Nash equilibrium is called fully
mixed if pj

i > 0 for all i ∈ [n], j ∈ [m]. The game under consideration admits
a unique fully mixed Nash equilibrium F in which each job is assigned with
probability 1

m to each machine [11].

1.2 The Conjecture

Mavronicolas and Spirakis [11] investigate the social cost of fully mixed Nash
equilibria. The motivation for their study is the hope that the techniques for the
analysis of fully mixed strategies can be appropriately extended to yield upper
bounds on the social cost for general equilibria. This hypothesis is formalized in
the following conjecture stated in [6, 5, 4].

Conjecture 1 (FMNE conjecture). The fully mixed Nash equilibrium F is the
worst Nash equilibrium, that is,

SC(F) ≥ SC(P) ,

for every Nash equilibrium P.

Several attempts have been made to prove the conjecture. For example, it was
shown that the conjecture is true for the case m = 2 [4] and for the case that P
refers only to pure equilibria [6]. Furthermore, it was shown that the conjecture
holds in an approximate sense if m = n [1, 6]. In [3], an FPRAS for the social cost
of the fully mixed Nash equilibrium is presented. Further interesting discussions
can be found in [6].

The FMNE conjecture seems to be intuitive and appealing since in case of
its validity it would allow for an easy identification of the worst-case mixed
Nash equilibrium, whereas the worst case pure Nash equilibrium is NP-hard to
compute.

1.3 Outline and Contribution

In Section 2 we give a counter-example to the FMNE conjecture that shows that
mixed Nash equilibria may have a social cost that is by a factor of Ω

( lnm
ln ln m

)
worse than the social cost of the fully mixed Nash equilibrium. This is indeed
the worst possible.

In Section 3 we present a simple algorithm that constructs a constant factor
approximation of the worst Nash equilibrium in linear time.
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2 The Counterexample

We present a counterexample to the FMNE conjecture. More specifically, we
show that there is a family of simple instances of the game for which there exists
an equilibrium P with

SC(P) = Ω

(
SC(F) · lnm

ln lnm

)
.

Let us remark that this is the worst possible ratio as it follows from the analyses
in [2, 9] that the social cost of every Nash equilibrium can be at most O ( lnm

ln ln m

)
times the optimal social cost.

Theorem 1. For every m, there exists an instance of the resource allocation
game with m machines admitting a Nash equilibrium P with

SC(P) =
(

1
4
− o(1)

)
· lnm

ln lnm
· SC(F) .

The instance consist of n = O(f(m) ·m lnm) jobs whose weights differ at most
by a factor O(f(m) · lnm), where f denotes an arbitrary function in ω(1).

Proof. The counterexample uses only two different kinds of jobs: Large jobs of
weight 1 and small jobs of weight 1

k , k ∈ N. Let � ≤ m denote the number of
large jobs. The number of small jobs is k(m − �). Thus, the total weight is m
and the optimal assignment has social cost 1. We show that the fully mixed
equilibrium has social cost close to optimal if the parameters k and � are chosen
appropriately.

Lemma 1. If k = Ω(f(m) · lnm) and � = O(
√
n/f(m)) then SC(F) ≤ 2+o(1).

Proof. Recall that F assigns each job with probability 1
m to each of the machines.

– The assignment of the large jobs corresponds to a balls-and-bins experiment
in which � = O(

√
m/f(m)) balls are assigned uniformly at random to m

bins. Fact 1 from the Appendix yields that for this experiment the expected
number of balls in the fullest bin is 1 + o(1). Thus, the expected maximum
load due to the large jobs is 1 + o(1), too.

– The assignment of the small jobs corresponds to a ball-and-bins experiment
in which k(m − �) balls are assigned uniformly at random to m − � bins
for k = Ω(f(m) · lnm). Fact 2 shows that for this experiment the expected
number of balls in the fullest bin is (1+o(1)) ·k. Since each ball corresponds
to a job of weight 1

k , the expected maximum load due to the small jobs is
thus 1 + o(1) as well.

Combining the upper bounds for the small and the large jobs yieds that the
maximum load over all machines is at most 2 + o(1) when taking into account
all the jobs. ��
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Next we present a mixed Nash equilibrium whose maximum load is lower-
bounded by a function in �.

Lemma 2. There exists a Nash equilibrium P with SC(P) ≥ (1− o(1)) · ln 
ln ln  .

Proof. We construct P in the following way. The small jobs are assigned using
pure strategies. They are distributed evenly among the machines 1, . . . ,m − �
such that each machine receives k small jobs. Hence, their load is fixed to 1. The
large jobs are assigned to each of the remaining � machines with probability 1/�.
Again, the expected load of these machines is 1. This is a Nash equilibrium since
no job can improve by an unilateral move:

– For a small job i assigned to machine ji, we have cji

i = 1 and cj
i = 1 + 1/k

for j �= ji.
– For a large job i, we have cj

i = 2− 1/k if j > m− � and cj
i = 2 if j ≤ m− �.

The social cost of this equilibrium equals the maximum occupancy of the balls-
and-bins experiment where � balls are assigned uniformly at random to � bins. It
is well-known that the maximum occupancy of this assignment is (1±o(1))· ln 

ln ln 
(see, e. g. [7]). ��

The ratio between the bounds in Lemma 1 and 2 is maximized by choosing �
as large as possible under the constraints specified in Lemma 1. W.l.o.g., let
f(n) = O(lnn). We set � = Θ(

√
m/f(m)). This way, SC(P) ≥ (1

2 −o(1)) · lnm
ln ln m

and SC(F) ≤ 2 + o(1). This completes the proof of Theorem 1. ��

Let us remark that we can fine-tune the above example such that for m = 14
machines and � = 3 large jobs the expected maximum load of P is 17/9 and the
expected maximum load of F is 15/9 + 3/14 + ε < 17/9, where ε > 0 can be
made arbitrarily small by increasing the number of small jobs. Thus there is a
counterexample to the FMNE conjecture with only 14 machines.

3 Approximating Worst-Case Equilibria

In this section we assume that jobs are ordered such that w1 ≥ · · · ≥ wn. Also,
w. l. o. g., we assume that the average load is 1, i. e.

∑n
i=1 wi = m. Now, we define

the quantities

Mi :=
e + wi ln(e + i)

ln(e + wi ln(e + i))
and M := max

i∈[n]
Mi, (1)

where e = 2.71 . . . is the Eulerian constant. We will see that the social cost of
the worst Nash equilibrium of a given instance is Θ(M). In the next subsection
we establish a lower bound by specifying an algorithm that outputs a Nash
equilibrium of value Ω(M). Subsequently, we prove that an upper bound O(M)
on the social cost of any equilibrium.
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3.1 The Algorithm

We present an algorithm that constructs a Nash equilibrium that favors collisions
between large jobs on few machines. It proceeds by partitioning the set of jobs
into i large jobs and n− i small jobs for a suitable index i. Then, all large jobs
are assigned to machines {1, . . . , k} for a minimal k such that these machines
are not overloaded, that is, the average load on these machines is at most 1.
Additionally, small jobs are moved to machines {1, . . . , k} in order to guarantee
that this produces a Nash equilibrium. The index i is chosen such that Mi is
maximized. The pseudocode of algorithm Greedy-Nash is given below.

Algorithm 1. The Greedy-Nash algorithm
// find suitable threshold that separates large from small jobs
Choose i ∈ [n] such that it maximizes Mi.
// distribute largest jobs on first machines
Let W ← i

j=1 wj .
Choose k = 
W �.
pl

j ← 1/k for j ∈ {1, . . . , i} and l ∈ {1, . . . , k}
// ensure that smaller jobs are satisfied, too
for all jobs j ∈ {i + 1, . . . , n} in weight-decreasing order do

if W
k

≤ Wtot−W−wj

m−k
then

pl
j ← 1/k for l ∈ {1, . . . , k}

W ← W + wj .
else

pl
j ← 1/(m − k) for l ∈ {k + 1, . . . , m}

end if
end for
return ((pj

i )i∈[n],j∈[m], Mi)

Note that the output of algorithm Greedy-Nash as described in the pseu-
docode has size n ·m. It can be represented in a compact way by specifying k
and the set of jobs assigned to machines {1, . . . , k}. This way, the algorithm has
linear running time.

Intuitively, the proof of our lower bound Mi proceeds by merging the jobs
such they have equal size and applying a Lemma on throwing Θ(k/wi) balls
with weight wi into k bins.

Theorem 2. Let M be defined as in Equation (1). A Nash equilibrium with
expected maximal load Ω(M) can be constructed in time O(n) provided that the
jobs are given in non-increasing order of weight.

Proof. We first prove that the algorithm constructs a Nash equilibrium. We call
the machines 1, . . . , k left machines and the machines k+1, . . . ,m right machines.
Suppose that at the beginning of the for-loop all jobs i + 1, . . . , n are assigned
to the machines on the right with uniform probability 1/(m− k). Subsequently
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the algorithm may shift some of these jobs to the machines on the left. Before
the loop starts, all jobs in 1, . . . , i are satisfied because they only use the left
machines and the expected load on every left machine is W/k whereas the loads
on every right machine is (Wtot −W )/(m− k) ≥Wi/k by our choice of k.

Note that it is an invariant of the loop that the total weight of jobs on left
machines equals the value of the variable W . We have to show that after one pass
of the loop job j is satisfied and no jobs in {1, . . . , j − 1} become unsatisfied.
Since job j goes to the group of machines on which all other jobs induce the
smaller expected load, job j is obviously satisfied. If job j is assigned to the right
machines the situation does not change and no other job can become unsatisfied.
If job j is assigned to the left machines only other jobs on left machines can get
unsatisfied. Assume that job j′ < j becomes unsatisfied. This job has weight
wj′ > wj and this job being unsatisfied means that

Wtot −W − wj

m− k
<

W + wj − wj′

k
≤ W

k
.

However, if this is the case, then job j would have been assigned to the right
machines. Hence, the assignment returned by the algorithm is a Nash equilib-
rium.

We now show that this assignment has a social cost of at least Ω(Mi). For
the time being, assume that

∑i
j=1 wj > 1, that is k ≥ 2 and the average load

induced by jobs 1, . . . , i on the left machines is at least 1/2. For the purpose of
the analysis we repeatedly split the jobs 1, . . . , i−1 into halves until their weight
is in the range [wi, 2wi]. This way, the number of jobs with weight in [wi, 2wi]
is some number i′ ≥ i. In [9] it was shown that this inverse ball fusion does not
increase the expected maximum load on the left machines. Finally, we reduce all
job weights down to wi again not increasing the expected maximum load. The
average load on the left machines is still at least 1/4. Then it follows from Fact 3
in the appendix, that now the expected maximum load is at least

Ω

(
e + wi ln(e + k)

ln(e + wi ln(e + k))

)
This term gives a lower bound of Ω(Mi) if we assume that wi ≥ 1/k as, in this
case, i′·wi ≤ k implies k ≥ √i′ which gives ln(e+k) = Ω(ln(e+i′)) = Ω(ln(e+i)).

We are left with two special cases in both of which we show that Mi = O(1)
and hence is a trivial lower bound.

–
∑i

j=1 wj ≤ 1. In that case, our constructed Nash equilibrium has a trivial
lower bound of 1. Furthermore,

Mi ≤ e + wi ln(e + i) ≤ e + wi ln(e + 2/wi) ≤ e + 2 + w1(e− 1) = O(1)

since ln(1 + ε) ≤ ε for any ε > 0.
– wi ≤ 1/k. Since wi ≤ k/i we have i ≤ k/wi ≤ 1/w2

i and hence wi ≤ 1/
√
i.

Substituting this into Mi yields Mi = O(1).

Thus in all cases, the social cost is lower bounded by Ω(Mi). Since i is chosen
to maximize Mi, it is also lower bounded by Ω(M). ��



158 S. Fischer and B. Vöcking

3.2 Upper Bound

The maximum load over all machines is equal to the maximum height over all
jobs where the height of a job is defined as follows. We assume that jobs are
thrown into the machines according to the Nash probability distribution one
after another in non-increasing order of weight. The height of job i is the total
weight of jobs on its machine at its insertion time. The important property of
this definition is that the height of job i does not depend on the assignments of
the jobs 1, . . . , i−1. More formally, we define indicator variables Ij

i where Ij
i = 1

if and only if ball i ∈ [n] is assigned to machine j ∈ [m]. For any job i ∈ [n], let
ji denote the machine that job i is assigned to and let

Xi =
n∑

k=i

Iji

k wk

denote the height of this job. Obviously H = maxi{Xi}, the maximal height
over all jobs, is equivalent to the maximum load over the machines.

Theorem 3. Let M be defined as in Equation (1). For any Nash equilibrium,
it holds that E [H ] ≤M .

Proof. Consider job i. For α ≥ 1, let q = 2 e αMi. On every machine that
job i assigns positive probability to, the expected total load induced by jobs
i + 1, . . . , n is upper bounded by 1 since we are at a Nash equilibrium, that is,
E [Xi − wi] ≤ 1. Applying a weighted Chernoff bound yields

P [Xi − wi ≥ q] ≤
(
e

q

)q/wi

.

Observe that q ≥ e
√

e + wi ln(e + i) as x/ lnx ≥ √x for any x ≥ e. Hence,

P [Xi − wi ≥ q] ≤
(

1√
e + wi ln(e + i)

)2eα ln(e+i)/ ln(e+wi ln(e+i))

=
(

1
e

)e α ln(e+i)

≤ 1
ieα

≤ 1
i2 2α

for i ≥ 2. Applying a union bound we see that

P [X − w1 ≥ αM ] ≤ P [∃i : Xi − wi ≥ α ·Mi] ≤ 2−α
n∑

i=1

1
i2
≤ 2−α · π

2

6
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and hence

E [X ] ≤ w1 +
∫ ∞

0
P [X − w1 ≥ tM ] (M − w1) dt

≤ w1 + (M − w1)
(∫ 1

0
P [X − w1 ≥ tM ] dt +

∫ ∞

1
P [X − w1 ≥ tM ] dt

)
≤ w1 + (M − w1) ·

(
1 +

π2

6

∫ ∞

1
2t dt

)
= O(M)

This finishes the proof of the theorem. ��

4 Conclusions

We have shown that the fully mixed Nash equilibrium is not the worst-case
equilibrium and does not even give a good approximation. In contrast, we have
shown that concentrating large jobs on a few machines yields equilibria that
approximate the worst-case within a constant factor. As these equilibria can be
constructed in linear time we obtained the first constant factor approximation
for the worst-case Nash equilibrium.

Our analysis is restricted to identical machines. The question whether worst-
case equilibria can be approximated for the case of uniformly related machines
remains open and is a challenging problem.

Acknowledgements. We thank Andreas Baltz for helpful comments on an early
version of this manuscript.
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Appendix

The following facts about balls and bins processes have almost surely been shown
somewhere else before. Due to space limitations, we leave the proofs for the full
version.

Fact 1. Let f denote any function in ω(1). If n ≤ √m/f(m) balls are assigned
independently and uniformly at random to m bins. Then the expected number of
balls in the fullest bin is 1 + o(1).

Fact 2. Let f denote any function in ω(1). If n ≤ m · f(m) · lnm balls are
assigned independently and uniformly at random to m bins. Then the expected
number of balls in the fullest bin is f(m) · lnm+O(

√
f(m) · lnm) = (1 + o(1)) ·

f(m) · lnm.

Fact 3. When n balls are thrown into m bins independently, uniformly at ran-
dom, the expected number of balls in the fullest bin is

Ω

(
n/m + ln(e + m)

ln(e + (m/n) ln(e + m))

)
.

Thus, if the balls have weight w = m/n, so that the average load is 1, then the
maximum weight over all bins is

Ω

(
1 + w ln(e + m)

ln(e + w ln(e + m))

)
.
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Abstract. A sharing community prospers when participation and
contribution are both high. We suggest the two, while being related
decisions every peer makes, should be given separate rational bases.
Considered as such, a basic issue is the viability of club formation, which
necessitates the modelling of two major sources of heterogeneity, namely,
peers and shared content. This viability perspective clearly explains
why rational peers contribute (or free-ride when they don’t) and how
their collective action determines viability as well as the size of the club
formed. It also exposes another fundamental source of limitation to club
formation apart from free-riding, in the community structure in terms of
the relation between peers’ interest (demand) and sharing (supply).

1 Introduction

Much current research in peer-to-peer systems focuses on performance of the
platform on which peers transact. Even when incentives of the peers themselves
are considered, the concern is with their effects on the system load. Invariably,
selfish peers are assumed always ready to participate. Incentive mechanisms are
then necessary to make sure they behave nicely and do not cause excessive load.
As this performance perspective dominates the research agenda, free-riding is
often identified as a major problem, a limiting factor to be dealt with.

In reality, free-riding [1] is in fact very common in open access communities,
including many successful file sharing networks on the Internet where incentive
mechanisms are often scant or absent altogether [2, 3]. A problem in principle
does not appear to be a problem in practice. An empirical observation offers
a straightforward explanation: many peers are seemingly generous with sharing
their private assets. They upload files for sharing, help one another in resource
discovery, routing, caching, etc. As long as sufficiently many are contributing,
free-riding may be accommodated and the community would sustain. But then
why are they so generous?

Our study is in part motivated by Feldman et al. [4] who explains this in terms
of peers’ intrinsic generosity. Assuming that a peer’s generosity is a statistical
type variable and he would contribute as long as his share of the total cost does
not exceed it, they show that some peers would choose to contribute even as
others free-ride, as long as sufficiently many peers have high enough generosity.

X. Deng and Y. Ye (Eds.): WINE 2005, LNCS 3828, pp. 161–173, 2005.
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However, how the generosity is derived is left open. In contrast, [5] identifies
a rational basis for peers to contribute based on a utility function predicated
on the benefit of information access, which is improved as peers contribute in
load sharing that eases system congestion. They demonstrate also that a sharing
community may sustain in the face of free-riding without any explicit incentive
mechanism.

1.1 Why Peers Participate?

In this paper, we contend that there remains another important basic question
to examine, namely, why peers participate in the first place. It is of course
reasonable to assume simply that peers do so for their own benefit. However, it
is crucial to note that peers often benefit differently, even as they participate to
the same extent and contribute to the same extent. In a file sharing community
for instance, the benefit a peer sees would depend on whether he finds what he
is interested in there, which should vary from peer to peer. In this regard, the
studies cited above and many others essentially assume that peers have identical
interest and sees the same benefit potential from a sharing community, which is
obviously not very realistic.

1.2 Goods Type and Peer Type

As peers exhibit different interest, they would demand different things in their
participation. It follows that the system serving a sharing community (the
club) comprising such peers would have content with a variety of goods. The
availability of the goods a peer demands from the club would determine the
benefit potential he sees, and the extent of his participation. Two new type
variables are implied: first, a type variable for different goods, and second, a
peer type variable for different interests in the goods. For simplicity, we may
replace the second by some measure of his propensity-to-participate, as a proxy
variable conditioned on a given club with its particular content.

We believe the new type variables are essential to analyzing realistic peer-
to-peer systems. We shall demonstrate this by constructing a generic model
of an information sharing club (ISC) [6] in which peers contribute by sharing
information goods. Such shared goods then make up the club’s content which in
turn entice peers to participate and contribute.

1.3 Viability Perspective

Unlike models taking the performance perspective, the ISC model takes a
viability perspective and focuses instead on a more primary concern of whether
the club itself has any chance to grow in size at all. In principle, this would depend
on a mutual sustenance between club membership and content. This concern turns
out to subsume free-riding, and reveals another fundamental source of limitation,
in community structure in terms of the relation between demand and supply
among the sharing peers. Generally speaking, insufficient interdependence among
them for their interested goods would limit their propensity-to-participate and
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the size of the club they form. In the worst case, the club may get stuck in a
deadlock with few members and little content, even emptiness, when there is little
overlap between their interest (demand) and potential contribution (supply).

We begin our discussion in the next section by re-visiting the question of
why rational peers contribute. We shall derive another peer type variable – the
propensity-to-contribute (c.f. generosity of [4]) – from the peer’s utility function
of benefit and cost that arises from both participation and contribution. As a
result, we come up with new insight regarding free-riding, in particular, when
and why even generous peers may cease to contribute. Section 3 introduces the
concept of goods type and club content as a distribution over goods types, and
how a club may prosper on a mutual sustenance between its membership and
content. Section 4 describes the ISC model and derives two viability conditions.
We demonstrate how the community structure affects viability in simplistic
model instances with two goods types. In the final section, we discuss the design
of incentive systems in the face of two different sources of limitation, namely,
free-riding and community structure.

2 Why Do Rational Peers Share?

Let peer i’s contribution (or cost) to a club be Ci and the club’s benefit to him
is Bi. Further assume that each peer’s choice of Ci directly affects its benefit
(therefore, Bi is a function of Ci among other things). The peer’s utility, a
function of both the benefit and cost, is given by Ui(Bi, Ci). It is intuitive to
assume that Ui is decreasing in Ci and concave increasing in Bi. Given any
particular level of contribution Ci and a corresponding level of benefit Bi, any
small increment of utility is given by

δUi(Bi, Ci) = (∂Ui/∂Bi)δBi + (∂Ui/∂Ci)δCi .

The (non-negative) ratio

−∂Ui/∂Bi

∂Ui/∂Ci

then gives us the (marginal) exchange rate of peer i’s contribution to benefit. In
other words, it is the maximum amount of contribution the peer would give in
exchange for an extra unit of benefit with no net utility loss.

Although we have not yet described how to determine the club’s benefit to
a particular peer Bi, it suffices to say that the value of ∂Bi/∂Ci represents the
club (marginal) response to peer i’s contribution, per current levels of benefit
and cost at (Bi, Ci). Of particular interest is whether this club response to peer
i’s initial contribution, viz ∂Bi/∂Ci|Ci=0, is enticing enough. The answer can be
different for each peer. Specifically, peer i would contribute only if(

∂Bi

∂Ci

∣∣∣∣
Ci=0

)−1

< Γi
�
= −∂Ui/∂Bi

∂Ui/∂Ci

∣∣∣∣
Ci=0

. (1)
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Otherwise, he prefers not to contribute and free-ride when he actually joins the
club for the good benefit he sees. Note that Γi is a property derived from the
peer’s utility function, and may serve as a type variable to characterize different
peers. We refer to this property as a peer’s propensity-to-contribute.

Therefore, we have tied a peer’s decision to his contribution to a club to two
quantities, namely, his propensity-to-contributeΓi and the club response ∂Bi/∂Ci

which depends on the specific club model. This treatment of peers as rational
agents is similar to the formulation in [5]. It is also compatible with [4], in that
each peer ends up being characterized by a type variable. The difference is that [4]
chose not to further explain how its type variable of generosity, is derived. Another
major difference is that Γi is dependent on Bi. When Ui is concave increasing in
Bi due to decreasing marginal return of benefit, Γi would decrease as Bi increases.
In other words, improved benefit reduces a peer’s propensity-to-contribute.

Furthermore, the club response ∂Bi/∂Ci would also tend to decrease as Bi

increases. A club already offering high benefit to a peer has less potential to
reward further to incentivize his contribution. The club response may even
reduce to naught when the maximum benefit is being offered. In this case, peer
i would cease to contribute and join as a free-rider, even when his propensity-
to-contribute may not be small.

In summary, as a club prospers and peers see improving benefit, the
motivation to contribute would reduce on two causes: decrease in peer’s
propensity-to-contribute and decrease in club response. The latter is caused by
decreasing marginal benefit of a prosperous club, which we identify as another
systematic cause of free-riding (apart from peers not being generous enough).

3 What Do Peers Share?

Before a peer decides whether to contribute based on the marginal benefit, he
first decides whether to join based on the benefit itself, namely, Bi. Research
works that focus on incentive schemes often study Bi as a function of the
peer’s decision to contribute, namely, Ci, only, whence the two decisions are not
differentiated and become one. Consequently, peers who contribute the same see
the same benefit potential. This is the assumption we call into question here.

A salient feature of many real world peer-to-peer systems is the variety of
goods being shared. The benefit that a peer receives is dependent on what he
demands in the first place, and whether they are available in the current club
content. Even if two peers contribute the same and demand the same, the benefit
they receive would differ in general. Peers with similar interests would see similar
benefit potential while peers with different interests may not. Therefore, a peer’s
interest, in terms of the types of goods he demands, is an important type variable.
However, this would be a distribution over all goods types, which is complicated.
To account for peer i’s particular interest in relation to a given club, the benefit
on offer, viz. Bi, would suffice. As benefit is the primary motivation for him
to participate, Bi would qualify as a measure of his propensity-to-participate, a
proxy variable for his interest conditioned on the given club.
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The assumption often made, that peers contributing the same receive the
same benefit, implicitly implies a single goods type. This would be a gross over-
simplification that ignores the variety of goods as a principal source of peer
heterogeneity. Consequently, it would overlook important structural properties
of both club membership and content essential for a detailed analysis of the
dynamics of club formation.

3.1 Club Formation, Membership and Content

A club would attract a peer by its range of shared goods, and to an extent
which depends on the availability of the goods he demands. As a result, it would
tend to attract peers who are interested in its available content. At the same
time, such peers contribute to the club’s content with what they share. Such
is the essence of a sharing community: peers come together by virtue of the
overlap between the range of goods they share (supply) and the range they are
interested in (demand). With benefit (Bi) as peer’s propensity-to-participate,
he determines his extent of participation. With Γi as a threshold for the club
response, as his propensity-to-contribute, he determines whether to contribute
during participation.

The mutual relation between peers’ demand and supply is suggestive of
potentially complex coupled dynamics of club membership and content. A club
would prosper on virtuous cycles of gains in membership and content, and
would decline on vicious cycles of losses in both. If and when a club sustains
would depend on the existence and size of any stable equilibrium. In particular,
when an empty club is a stable equilibrium, it signifies a deadlock between
insufficient content and insufficient membership. Otherwise, an empty club would
be unstable and self-start on the slightest perturbation, growing towards some
statistical equilibrium with a positive club size. In the following, we refer to such
a club as being viable, and viability is synonymous to instability of an empty
club.

4 A Simple Sharing Model

Here we present a simple model of an information sharing club (ISC), sharing
information goods which are non-rivalrous1.

The model is based on two kinds of entities: a population N (size N) of
peers, and a set S of information goods. In addition, we assume the following
characteristics about these peers:

1. Each peer has a supply of information goods which is available for sharing
once the peer joins the ISC.

2. Each peer has a demand for information goods in the ISC.
1 Unlike rivalrous goods such as bandwidth or storage which are congestible, non-

rivalrous goods may be consumed concurrently by many users without degradation.
Information goods are inherently non-rivalrous as they may be readily replicated at
little or no cost.
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The purpose of the model is to determine, based on the characteristics of the
peer population, whether an ISC will form2; and if so, what is the size of this club
and its content. At the heart of the model is an assumption about how a peer
decides whether he joins the club. This decision process can be modelled as a
function of a given peer’s demand function, and a club’s content. In other words,
given a club with certain content (of information goods), a peer would join the
club if his demand (for information goods) can be sufficiently met by the club.
So we complete a cycle: given some content in the club, we can compute a peer’s
decision whether to join a club; given the peers’ decisions we can compute the
collective content of the club; from the content, we can compute if additional
peers will join the club. This process can always be simulated. With suitable
mathematical abstraction, this process can also be represented as a fixed point
relationship that yields the club size (and content) as its solution [6].

In our mathematical abstraction, we let peer i’s demand be represented
by a probability distribution hi(s), and his supply be represented by another
distribution gi(s), where s indexes the information goods in S. For simplicity,
we normally assume hi(s) = h(s) and gi(s) = g(s) for all i. Further, a peer’s
decision to join a club is based on a probability Pi(n), where n is the number
of peers already in the club. Let us consider what these assumptions mean (we
will come back to what Pi(n) is later). First, by representing a peer’s supply
(of information goods) using a common probability distribution, we can easily
derive the distribution of the resultant content of a club of n peers. Second,
given a peer’s demand and a club’s content, both as probability distributions, it
is possible to characterize whether a peer joins a club as a Bernoulli trial (where
Pi gives the probability of joining, and 1 − Pi gives the probability of leaving
a club). Thirdly, the composition of the club (if formed) is not deterministic;
rather it is given by the statistical equilibrium with peers continually joining
and leaving.

As a result, the club content is given by a probability distribution composed
from the supplies of n peers, where n is the expected size of the club. Each peer’s
joining probability, Pi(n), is then given by

Pi(n)
�
= Ehi(s)[1− e−ρi Φ(n) g(s)] (2)

where g(s), s ∈ S is the distribution of information good shared and available in
the club over a goods type domain S, and hi(s) is a distribution representing of
peer i’s interest over S. Here, Φ(n) represents the total quantity of information
goods found in the club if n peers joined, which is given by

Φ(n) = nk̄ + φ0 (3)

where k̄ is an average peer’s potential contribution (realized when he actually
joins the club) and φ0 ≥ 0 represents some seed content of the club. The rationale
for equation (2) is as follows. Given any specific s demanded by the considered
2 Theoretically, it is also possible that more than one clubs will form, although the

analysis of multiple club scenarios is outside the scope of this paper.
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peer, the expected number of copies of it in the club is given by Φ(n)g(s).
We assume the probability of not finding this item in the club exponentially
diminishes with the quantity, which means the probability of finding that item
is 1 − e−ρi Φ(n) g(s). Since the demand of the considered peer is actually a
distribution hi(s), therefore this peer’s likely satisfaction is expressed as an
expectation over the information goods he may demand. Finally,

ρi = ρ(Ki) ∈ [0, 1] (4)

is search efficiency that peer i sees, which is made dependent on his contribution
Ki by some incentive system of the club to encourage contribution so that ρ(Ki)
is monotonically increasing in Ki.

In this model, the benefit of the club to a peer is the extent the peer chooses
to join, viz Bi = Pi; the cost (of contribution), on the other hand, is simply
Ci = Ki.

4.1 Peer Dynamics: Joining and Leaving

In figure (1) the club is depicted as the smaller oval, and the flux of
peers continually joining and leaving the club statistically is driven by peers’
propensity-to-participate (the distribution of Pi). The figure also depicts the
partition of the universe into the set of potentially contributing peers (the white
area), and the set of non-contributing peers (the lightly shaded area). This
division is driven by the population’s propensity-to-contribute (the distribution
of Γi).

By definition, non-contributing peers have no effect on Φ or Pi. Therefore,
we may refine the ISC model to ignore them and focus on the potentially
contributing peers (pc-peers), namely, the population N (size N) is the
population of pc-peers and n is the number of pc-peers in the club. Subsequently,
k̄ = 1/N

∑
Ki>0 Ki and Ki > 0 is the positive contribution of pc-peer i.

However, the population of pc-peers is actually dependent on n, viz. N and
N should really be N (n) and N(n). Since the incoming rate P̄ (n) 3 depends on
n, it gives rise to a fixed point equation

P̄ (n) N(n) = n (5)

for the statistical equilibrium club size indicated by n.
As pointed out in Section 2, prosperity reduces the motivation to contribute

and some population in the white area would cease to be (potentially)
contributing and moved to the shaded part. However, we shall assume N(n)
to be roughly constant here when we are studying the club’s viability property
which is pre-emptive to prosperity and determined by the club dynamics around
n = 0.
3 P̄ (n) = E[Pi(n)] is the average joining probability. Assuming independence between

the participation and contribution decisions, the average is the same when taken
over either all peers or the potentially contributing peers only.
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P̄ (n)

1−P̄ (n)

N(n)

The universe

Fig. 1. Peer dynamics of the ISC model

4.2 Statistical Equilibrium of Membership and Content

The fixed point equation (5) characterizes a statistical equilibrium club size
when the rates of incoming and outgoing members of the club are balanced [6].
Consequently, we have the following proposition :

Proposition 1 (Sufficient viability condition).

N(0)
∑

s

g(s)h(s) > (k̄ ρ(0+))−1 > 0 (6)

is sufficient for the empty club to be unstable where h(s) is the expected demand
distribution4. The club is viable with a positive equilibrium club size that satisfies
equation (5).

The membership dynamics and content dynamics are closely coupled : as pc-
peers join and leave, they alter the total shared content, inducing others to
revise their join/leave decisions. Pc-peer i would contribute on joining as long
as his initial contribution could improve his utility, as discussed in section 2.

Whether some peers remain potentially contributing even when the club is
empty is essential to viability; N(0) has to be strictly positive. This leads to our
second proposition:

Proposition 2 (Necessary viability condition).

ρ′(0)φ0 > 0 . (7)

This means some positive incentive to entice a peer to become a contributor
(from a non-contributor) and some seed content, viz. φ0 > 0, are needed for a
club to be viable and not get stuck in an empty state with no contributing peers.
4 h(s) is the demand the club sees and would be a weighted average of peers’s demand,

with the weights being their demand rates.
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(However, while more seed content improves viability as well as participation
(Pi), it would also tend to reduce N the same way that prosperity does. The
equilibrium club size would increase only if this reduction is more than offset by
the increase in Pi.)

4.3 Community Structure

Since the basis for club formation is the overlap between peers’ interest and the
club’s content, an interesting question is whether peers tend to form small clubs
due to clustering of common interest, or large clubs with diverse population
of peers. Furthermore, given a club of multiple information goods, can it be
decomposed and analyzed as multiple clubs of single goods? The answers to these
questions would shed more light on why it is important to model an information
sharing club based on content.

Suppose we have two disjoint clubs with equilibrium club sizes n1 and n2,
formed independently based on their respective potentially contributing peer
populations N1 and N2. When they are brought together, it is intuitive that a
new club would form with at least size n1 + n2. We refer to this as mixing (two
clubs). A key question is : will the size of the new club, n, be strictly greater
than n1 + n2?

We devise two simple simulated examples below to study the effect of mixing.
First, consider a universe with only two types of information goods and two

independent clubs, each with peers interested in a different single goods type
only. However, when they contribute, they may share some percentage q of the
other goods types. The demand and supply distributions are shown in table 1.
Further we assume k̄ρ = 0.015; N1 = N2 = 100 such that both clubs are viable
(when q is reasonably small) according to proposition 1. Therefore q may be
regarded as the degree of overlap between the two clubs’ supply.

Table 1. Two population and two goods type scenario

peers demand supply
type 1 {1, 0} {1 − q, q}
type 2 {0, 1} {q, 1 − q}

We obtained (by simulation) the equilibrium club sizes n1 and n2 when the
populations N1 and N2 are separate, and then the equilibrium club size n when
they are mixed. Figure (2) shows the gain in the mixed club size, as the ratio

n
n1+n2

. With no overlap (q = 0), the mixed club size n is simply the sum of the
two individual clubs (n1 + n2). However a larger club is formed with rapidly
increasing gain as the overlap increases. A two-fold gain results with a moderate
overlap of 20%.

Our second example considers the same two populations with the total size
N1 + N2 = 200, except that N1 > N2 so that the second population do not
make a viable club this time. Figure (3) shows what happens when these two
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Fig. 3. Effect of mixing clubs on the non-viable club (type 2 peers)

populations are mixed with various degrees of overlap. For a good range of
N2, the non-viable club is able to form (as part of the larger mixed club) with
different vigor monotonically increasing in q. These two examples demonstrate
how the modeling of goods types help account for club formation: a high degree of
overlap between peers’ supply and demand is conducive to large club formation,
and vice versa. When a large club is formed with significant mixing, it comprises
gain in membership and content over any constituent specialized clubs, and is
structurally different from their mere union.

4.4 Discussions

Our reasoning and analysis has so far assumed a non-rivalrous relation among
peers. In practice, there always are rivalrous resources which peers may contend
for sooner or later. For example, bandwidth could be scarce when delivering large
files and storage space may be limited. As a club increases in size, diseconomy of
scale due to such contention would set in and prohibit large club formation.
Benefit to peers would suffer, perhaps as a consequence of a reduction in
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search efficiency ρi. In this case, the tendency to form smaller clubs with more
specialized content would increase. However, economy of scale may also be at
work, most notably, due to statistical effects (e.g. multiplexing gain) and/or
network effects5, which would increase the tendency to form larger clubs with a
diverse population of peers.

5 Concluding Remarks: Incentivizing Sharing

The ISC example demonstrates that the overlap between peers’ interest (de-
mand) in and sharing (supply) of the variety of goods is crucial. This two goods
type example, while simplistic, is suggestive of the important role played by peers
who share a wider variety of goods. They may help induce virtuous cycles that
improve membership and content, resulting in a larger club size. Further, they
may help niche peer groups, otherwise not viable, to benefit from participating
in a more mixed and larger community. Therefore it is conceivable that such
sharing creates more “synergy” than more specialized supplies. In economics
term, they create positive externality and should justify positive incentives.

The viability perspective points to the importance of maintaining a large
N(n) for viability is instructive to the design of incentive mechanisms. In other
words, the more potentially contributing peers the better. Contribution should
be encouraged especially when starting up a club, as viability depends on a large
enough N(0).

However, it should be emphasized that encouraging contribution may not
entail discouraging free-riding. One may imagine free-riders who are discouraged
by some negative incentive schemes simply demand less without becoming
contributing peers, and the club does not become more viable. A positive scheme
that aims to increase N(n) directly is always preferred. A reasonable principle in
economizing the use of incentive schemes would be to focus on those peers who
are bordering on free-riding, by virtue of their propensity-to-contribute and/or
the club response, to coerce them into contributing.

In fact, a club’s well-being may actually be harmed when free-riding is overly
discouraged. First, free-riders may behave differently and become contributors
if only they stay long enough to realize more benefits in participation. Second,
they may be useful audience to others, e.g. in newsgroups, BBS and forums,
where wider circulation may improve utility of all due to network effects.

However, the ISC example has made two key assumptions, namely, constant
N(n) and non-rivalrous resources, so as to focus on the viability of club
formation. In reality, the two limiting factors may set in at different stages. When
the club is “young” and/or resourceful (abundant in all resources except those
reliant on peers’ sharing), viability is the critical concern. When it is “grown-
up” and/or contentious (in some rivalrous resources), performance would be
critical instead. The ISC example suggests n as a key parameter to watch, which
5 Network effects are diametrically opposite to sharing costs [7] (due to consumption

of rivalrous resources, say). They would help make good a non-rivalrous assumption
made in the presence of the latter.
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measures the club size in terms of the total participation of potential contributing
peers. N(n) would become sensitive and drop significantly when n becomes
large, beyond nvia say. Contention would set in as system load increases with
n, beyond nperf say. Unless nperf � nvia whence the performance perspective
always dominates, the viability perspective should never be overlooked.

In cases where the non-rivalrous assumption is not appropriate and sharing
costs are significant [7], e.g. in processing, storage and/or network bandwidth,
penalizing free-riding non-contributing peers would be more necessary to reduce
their loading on the system and the contributing peers. However, as pointed
out in [8], there is a trend demonstrated strongly by sharing communities on the
Internet: rivalrous resources may become more like non-rivalrous as contention is
fast reduced due to decreasing costs and increasing excess in resources. Because
of this, it is plausible that viability would overtake performance as the central
concern in many peer-to-peer systems sooner or later, if not already so.
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A Appendix

A.1 Proof of Proposition 1 (Sufficient Viability Condition)

With reference to figure 1, the average rate at which pc-peers join the club of
current size n is:

rjoin = (N(n)− n) P̄ (n)

while that of leaving is:
rleave = n (1− P̄ (n))
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Hence, the net influx of pc-peers is given by:

rinflux
�
= rjoin − rleave = N(n) P̄ (n)− n (8)

For an empty club, n = 0,

rinflux = N(0) P̄ (0)

=
∑

i∈N (0)

∑
s

hi(s)(1 − e−ρiφ0 g(s)) (9)

When φ0 > 0, rinflux is strictly positive since the proposition implies N(0) > 0.
The empty club is unstable and would grow in this case.

When φ0 = 0, P̄ (0) = 0 and rinflux = 0. The empty club is at equilibrium.
However, its stability depends on the quantity

∂rinflux

∂n

∣∣∣∣
n=0

= N(0)P̄ ′(0) + P̄ (0)N ′(0)− 1

= N(0)P̄ ′(0)− 1

=
∑

i∈N (0)

k̄ρi

∑
s

g(s)hi(s)− 1

≥ N(0)k̄ρ(0+)− 1
> 0 (10)

as implied by the proposition. The empty club is therefore also unstable and
would grow at the slightest perturbation. Q.E.D.

A.2 Proof of Proposition 2 (Necessary Viability Condition)

According to equation (1), the contribution condition of peer i is given by:(
∂Pi

∂Ki

∣∣∣∣
Ki=0

)−1

< Γi .

N(0) > 0 only if:

∂Pi

∂Ki

∣∣∣∣
n=0, Ki=0

> 0

for some peer i. However,

∂Pi

∂Ki

∣∣∣∣
n=0, Ki=0

=
∂(ρiΦ)
∂Ki

∑
s

g(s)hi(s)e−ρi Φ g(s)

∣∣∣∣∣
n=0, Ki=0

for which it is necessary that:

0 <
∂(ρiΦ)
∂Ki

∣∣∣∣
n=0, Ki=0

= ρ′(0)φ0

Q.E.D.



Subjective-Cost Policy Routing�

Joan Feigenbaum1,�� , David R. Karger2,� � � , Vahab S. Mirrokni3,� � � ,
and Rahul Sami4,†

1 Yale University Computer Science Department,
51 Prospect St., New Haven, CT 06520, USA

feigenbaum@cs.yale.edu
2 MIT Computer Science and Artificial Intelligence Laboratory,

32 Vassar St, Cambridge, MA 02139, USA
karger@csail.mit.edu

3 MIT Computer Science and Artificial Intelligence Laboratory,
32 Vassar St, Cambridge, MA 02139, USA

mirrokni@csail.mit.edu
4 University of Michigan School of Information,

1075 Beal Ave., Ann Arbor, MI 48109, USA
rsami@si.umich.edu

Abstract. We study a model of interdomain routing in which autonomous sys-
tems’ (ASes’) routing policies are based on subjective cost assessments of al-
ternative routes. The routes are constrained by the requirement that all routes to
a given destination must be confluent. We show that it is NP-hard to determine
whether there is a set of stable routes. We also show that it is NP-hard to find
a set of confluent routes that minimizes the total subjective cost; it is hard even
to approximate minimum cost closely. These hardness results hold even for very
restricted classes of subjective costs.

We then consider a model in which the subjective costs are based on the rel-
ative importance ASes place on a small number of objective cost measures. We
show that a small number of confluent routing trees is sufficient for each AS to
have a route that nearly minimizes its subjective cost. We show that this scheme
is trivially strategyproof and that it can be computed easily with a distributed
algorithm that does not require major changes to the Border Gateway Protocol.
Furthermore, we prove a lower bound on the number of trees required to contain
a (1 + ε)-approximately optimal route for each node and show that our scheme
is nearly optimal in this respect.

1 Introduction

The Internet is divided into many Autonomous Systems (ASes). Loosely speaking, each
AS is a subnetwork that is administered by a single organization. The task of routing
between different ASes in the Internet is called interdomain routing.
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Currently, the only widely used protocol for interdomain routing is the Border Gate-
way Protocol (BGP). BGP allows an AS to “advertise” routes it currently uses to neigh-
boring ASes. An AS i with many neighbors may thus receive advertisements of many
different routes to a given destination j. It must then select one of these available routes
as the route it will use to send its traffic; subsequently, i can advertise this chosen route
(prefixed by i itself) to all its neighbors. Proceeding in this manner, every AS in the
Internet can eventually discover at least one route to destination j.

Thus, one of the key decisions an AS has to make is that of route selection: Given
all the currently available routes to destination j, which one is traffic sent on? At first
glance, it may seem as though ASes would always prefer the shortest route; in practice,
however, AS preferences are greatly influenced by other factors, including perceived
reliability and existing commercial relationships. For this reason, BGP allows ASes
complete freedom to pick a route according to their own routing policies. The resulting
routing scheme is called policy-based routing, or policy routing for short. However,
BGP does place one important constraint on routing: It stipulates that an AS can only
advertise a route that the advertising AS itself currently uses. This is because of the way
traffic is routed in the Internet: Routers examine the destination of incoming packets and
simply forward the packet to the next hop on the current route to that destination. At
a given time, each AS typically has exactly one active route to the destination. Thus,
the set of all ASes’ routes to a given destination AS j must be confluent, i.e., they must
form a tree rooted at j.

The policy-routing aspect of interdomain routing has recently received a lot of atten-
tion from researchers. Varadhan et al. [1] observed that general policy routing could
lead to route oscillations. Griffin, Shepherd, and Wilfong [2, 3] studied the following
abstract model of general policy routing: Each AS i’s policy is represented by a pref-
erence ordering over all possible routes to a given destination j. At any given time, i
inspects the routes all of its neighbors are advertising to j and picks the one that is
ranked highest. AS i then advertises this route (prefixed by i itself) to all its neighbors.
Griffin et al. proved that, in such a scenario, BGP may not converge to a set of stable
paths; the routes might keep oscillating as ASes continuously change their selection in
response to their neighbors’ changes. They further showed that, given a network and a
set of route preferences, it is NP-complete to determine whether a set of stable paths
exists. In recent work, Feamster et al. [4] showed that instability can arise even for
restricted routing policies.

Feigenbaum et al. [5] extended the model of [2] by including cardinal preferences
instead of preference orderings. Specifically, they assume that AS i conceptually assigns
each potential route a monetary value and then ranks routes according to their value. The
advantage of working with cardinal preferences is that a set of paths can be stabilized
by making payments to some of the ASes: Although the ASes’ a priori preferences
may have led to oscillation (in the absence of payments), ASes preferences can be
changed if they receive more money for using a less valuable route. This is the basis
for the mechanism-design approach to routing, which seeks to structure incentives so
as to achieve a stable, globally optimal set of routes; see [5] for further details. In the
context of policy routing, the most natural global goal is to select a set of confluent
routes that maximizes the total welfare (the sum of all ASes’ values for their selected
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routes). However, Feigenbaum et al. showed that, for general valuation functions, it is
NP-hard to find a welfare-maximizing set of routes; it is even NP-hard to approximate
the maximum welfare to within a factor of n

1
4−ε, where n is the number of nodes.

Thus, in this model too, general routing policies lead to computationally intractable
problems.

The natural approach to get around the intractability results is to restrict either the
network or the routing policy. Restricting the network alone does not appear to be a very
promising direction, because the hardness results hold even for fairly simple networks
that cannot be excluded without excluding many “Internet-like” networks. This has led
researchers to turn to restricted classes of preferences that can express a wide class of
routing policies that ASes use in practice. Feigenbaum et al. [5] study next-hop prefer-
ences – preferences in which an AS i’s value for a path depends only on the next AS on
the path – and show that, in this case, a welfare-maximizing set of routes can be found
in polynomial time. Next-hop preferences can capture the effects of i’s having different
commercial relationships with neighboring ASes. Similarly, in the ordinal-preference
model, Gao and Rexford [6] show that, with the current hierarchical Internet structure,
BGP is certain to converge to a set of stable paths as long as every AS prefers a cus-
tomer route (i.e., a route in which the next hop is one of its customers) over a peer or
provider route; this can also be viewed as a next-hop restriction on preferences.

However, there are many useful policies that cannot be expressed in terms of next-
hop preferences alone. In this paper, we study other classes of routing policies that
capture realistic AS preferences. For example, an AS i might wish to avoid any route
that goes through AS k, either because it perceives k to be unreliable or because k
is a malicious competitor who would like to drop all of i’s traffic. This leads to the
forbidden-set class of routing policies: For each AS i, there is a set of ASes Si such that
i prefers any route that avoids Si over any route that uses a node in Si. We can then ask
the following questions: (1) If each node uses a forbidden-set routing policy, will BGP
converge to a set of stable paths?, and (2) Can we find a welfare-maximizing routing
tree, i.e., a set of confluent routes that maximizes the number of nodes i whose routes
do not intersect the sets Si? If the latter optimization problem were tractable, then this
class of routing policies would be a candidate for a mechanism-design solution as in [7].

Forbidden-set policies (and many others) can be framed in terms of subjective costs:
Each AS i assigns a cost ci(k) to every other AS k. Then, the “cost” perceived by AS k
for a route P is

∑
k∈P ci(k); AS i prefers routes with lower subjective cost. Subjective-

cost routing is a natural generalization of lowest-cost routing (in which there is a single
objective measure of cost that all ASes agree upon). It is well known that lowest-cost
routes can be computed easily, and hence we hope that some more general class of
subjective-cost routing policies will also be tractable.

However, we find that even very restricted subsets of subjective-cost policies lead
to intractable optimization problems: We show that, if all ASes rank paths based on
subjective-cost assignments, it is still possible to have an instance in which there is no
stable-path solution. Further, given a network and subjective costs, it is NP-complete to
determine whether there is a set of stable paths. Moreover, the NP-completeness reduc-
tion only requires subjective costs in the range {0, 1, 2} for each node. In the cardinal
utility model, the outlook is not much brighter: We show that, even if all subjective
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costs are either 0 or 1, it is NP-hard to find a set of routes that maximizes the over-
all welfare; indeed, it is NP-hard even to approximate maximum welfare to within any
factor. The forbidden-set routing policies can be formulated in terms of 0-1 subjective
costs, and hence optimizing for this class is also difficult. We then turn to subjective
costs with bounded ratios. We show that, if the subjective costs are restricted to lie in
the range [1, 2], the problem of finding a confluent tree with minimum total subjective
cost is APX-hard; thus finding a solution that is within a (1 + ε) factor of optimal is
intractable. In this case, however, an unweighted shortest-path tree provides a trivial
2-approximation to the optimization problem.

In light of all these hardness results, we consider a more restricted scenario in which
the differing subjective cost assignments arise from differences in the relative impor-
tance placed on two objective metrics, such as latency and reliability. Thus, we suppose
that every path P has two objective costs l1(P ) and l2(P ). We assume that AS i eval-
uates the cost of path P as the convex combination λil1(P ) + (1 − λi)l2(P ), where
λi ∈ [0, 1] reflects the importance i places on the first metric. Here, too, it is NP-hard
to find a routing tree that closely approximates the maximum welfare. However, if we
slightly relax the constraint that each AS stores only a single route to the destination,
we show that it is possible to find a nearly optimal route, as follows. Given any ε > 0,
we can find a set of O(log n) trees1 rooted at j with the following property: If each AS
i chooses the route it likes best among the O(log n) alternatives, the overall welfare is
within a (1 + ε) factor of optimal. This solution can be implemented by replacing each
destination with a set of O(log n) logical destinations and then finding a lowest-cost
routing tree to each of these logical destinations. The results generalize to the convex
combinations of d > 2 objective metrics; O(4d logd−1 n) trees are required in this
case.This scheme is trivially strategyproof, and, further, it can be implemented with a
“BGP-based” algorithm, i.e., an algorithm with similar data structures and communica-
tion patterns to BGP (cf. [7, 5]).

The rest of this paper is structured as follows: In section 2, we introduce the subjec-
tive-cost model of routing preferences. In section 3, we study the stable-paths problem
for path rankings based on subjective costs. In sections 4 and 5, we study the problem of
finding a routing tree that minimizes the total subjective cost. Due to space restrictions,
the proofs have been omitted from this extended abstract; they will appear in the final
version of the paper.

2 Subjective-Cost Model for Policy Routing

In this section, we present the subjective-cost model of AS preferences. The model
involves each AS i’s assigning a cost ci(k) to every other AS k. These costs are subjec-
tive, because there is no requirement that ci(.) and ck(.) be consistent. We assume that
each subjective cost ci(k) is non-negative. The total cost of an AS i for a route Pij to
destination j is

ci(Pij) =
∑

k∈Pij

ci(k) .

1 The dependence on ε is detailed in Section 5.
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Here, the notation k ∈ Pij is used to indicate that k is a transit node on the the path
Pij ; i and j are thus excluded from the summation. AS i wants to use a route Pij that
minimizes the cost ci(Pij).

The subjective-cost model can be used to express a wide range of preferences, but
it does place some restrictions on AS preferences. For instance, an AS i cannot prefer
a path P over a path P ′ whose nodes are a strict subset of P . The class of preferences
that can be expressed as subjective costs includes:

– Lowest-cost routing
If ci(k) is the actual cost of transiting AS k, minimizing the path cost is exactly
lowest-cost routing.

– Routing with a forbidden set
Let ci(.) take the following form: If k ∈ Si, ci(k) = 1, else ci(k) = 0. Then any
route that avoids ASes in Si is preferred by i over any route that involves an AS
in Si.

Subjective costs can form the basis for either ordinal preferences or cardinal utilities.
In section 3, we study the stable-paths problem for path rankings based on subjective
costs. In sections 4 and 5, we study the problem of finding a routing tree that minimizes
the total subjective cost.

3 Stable Paths with Subjective Costs

The Stable Paths Problem (SPP), introduced by Griffin et al. [3], is defined as follows.
We are given a graph with a specified destination node j. Each other node i represents an
AS; there is an edge between two nodes if and only if they exchange routing information
with each other. Thus, a path from i to j in the graph corresponds to a potential route
from AS i to the destination. Each AS i ranks all potential routes to destination j. A
route assignment is a specification of a path Pij for each AS i such that the union of
all the routes forms a tree rooted at j (i.e., the confluence property is satisfied). A route
assignment is called stable if, for every AS i, the following property holds: For every
neighbor a of i, AS i does not strictly prefer the path aPaj over the path Pij ; in other
words, i would not want to change its current route to any of the other routes currently
being advertised by its neighbors. The stable-paths problem is solvable if there is a
stable route assignment.

Griffin et al. [2, 3] have shown that there are instances of SPP that are unsolvable,
and, further, that it is NP-complete to determine whether a given SPP is solvable. Their
constructions used preferences that cannot be directly expressed as subjective-cost pref-
erences. This leads us to hope that, for subjective-cost preferences, the stable-paths
problem might be tractable. Unfortunately, this is not the case. In this section, we prove
that these hardness results extend to subjective-cost preferences.

Assume that the rankings assigned by ASes are based on an underlying subjective-
cost assignment. Then, the stable paths problem can be viewed in terms of a strategic
game, as follows: The players of this game are the ASs. Given a graph G(V,E) with a
specific destination j and a subjective-cost function c : V (G) × V (G) → R, the next-
hop game is defined as follows. ASes correspond to the vertices of graphG. The strategy
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Fig. 1. A bad triangle

space for AS i is the set N(i) of neighboring nodes in the graph; thus, AS i’s picking
the route advertised by a neighboring AS a corresponds to i’s playing strategy a. Given
a vector of strategies (one for each player), the cost incurred by player i is the subjective
cost of its route to the destination; if there is no route from i to the destination, i’s cost is
∞. A vector of strategies is a pure-strategy Nash equilibrium if, given the strategies of
all the other ASes, no AS could decrease its subjective cost by changing its strategy. A
pure-strategy Nash-equilibrium strategy profile must result in every AS’s having some
route to j, and, hence, it must correspond to a valid route assignment. Thus, proving
that an SPP is solvable is equivalent to proving that the corresponding next-hop game
has a pure-strategy Nash equilibrium.

Definition 1. The bad triangle is defined as follows. It is a graph G with vertex set
{a, b, c, a′, b′, c′, r} and edge set {aa′, a′r, cc′, c′r, bb′, b′r, ab, bc, ca}. Set ca(c) =
ca(c′) = 0; cb(a) = cb(a′) = 0; and cc(b) = cc(b′) = 0. All other subjective costs
are set to 1. A bad triangle is shown in Figure 1. (This construction is based on the bad
gadget defined in [2].)

In the bad triangle, AS a prefers the path (a, b, b′, r) to the path (a, a′, r), AS b prefers
the path (b, c, c′, r) to the path (b, b′, r), and AS c prefers the path (c, a, a′, r) to the
path (c, c′, r). It follows from the arguments in [2] that this network is not solvable.

We now show that, as in the case of unrestricted routing policies, it is NP-complete
to determine if an SPP based on subjective-cost preferences is solvable.

Theorem 1. Given an instance of the next-hop game, it is NP-complete to decide
whether it has a pure Nash equilibrium or not.

The proof is based on the corresponding NP-completeness proof in [2].

4 The Minimum Subjective-Cost Tree (MSCT) Problem

In this section, we assume that the subjective cost ci(k) is an actual monetary amount
that is measured in the same unit across all ASes. A natural overall goal is then to
minimize the sum of subjective costs, i.e., to pick a set of routes {Pij} that minimizes∑

j

∑
i ci(Pij). However, there is a constraint that all the routes to a single destination

j must form a tree, because the packets are actually sent by forwarding. This constraint
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applies independently to each destination, and so we can consider the simpler problem
of routing to a single destination j.

Thus, we can frame the subjective-cost minimization problem as:

Subjective-cost minimization: We are given a graph G, a set of cost functions {ci(.)},
and a specific destination j. We want to find a set of routes {Pij} and payments pi

to each AS i such that:

1. The routes {Pij} form a tree rooted at j.
2. Among all such trees, the selected tree minimizes the sum

∑
i

∑
k∈Pij

ci(k).

We first prove that, for arbitrary cost functions, the MSCT problem is NP-hard to
approximate within any multiplicative factor. Let cmax = maxv,u∈V (G) cv(u) and
cmin = minv,u∈V (G) cv(u). Then, we have the following result:

Theorem 2. It is NP-hard to approximate the MSCT problem within a factor better
than cmax

cminn2 , where n is the number of vertices. In particular, it is NP-hard to approxi-
mate MSCT within any factor if cmin = 0 and cmax > 0.

Note that the above theorem does not show hardness for the special cases in which
cmax
cmin

is not large. This may be a reasonable restriction; however, we now show that this
also yields an intractable optimization problem. In particular, we study the special case
in which all subjective costs are either 1 or 2. We call this problem the (1, 2)-MSCT
problem. In the following, we give a hardness result for the (1, 2)-MSCT problem.

Theorem 3. The (1, 2)-MSCT problem is APX-Hard.

Theorem 3 shows that, for sufficiently small ε, it is hard to find a (1+ ε)-approximation
for the (1, 2)-MSCT problem. However, we note that finding a 2-approximation is easy:
Simply ignore the costs, and construct an unweighted shortest-path tree with destination
j. This is optimal to within a factor of 2, because the number of nodes on the shortest
path from i to j is a lower bound on the subjective cost ci(Pij) for any path Pij from i
to j.

5 An Alternative Model: Subjective Choice of Metrics

In this section, we consider a more restricted preference model. We assume that there
are multiple objective metrics on routes (e.g., cost and latency), and ASes’ preferences
differ only in the relative importance they accord to different metrics. This is a non-
trivial restriction only when the number of objective metrics is small; here, we first
consider the case in which there are only two objective metrics on a route. The results
are generalized to d > 2 objective metrics in Section 5.1.

Formally, suppose that any transit AS k has two associated objective “length” values
l1(k) and l2(k). Both the length values can be extended to additive path metrics, i.e.,
we can define l1(Pij) =

∑
k∈Pij

l1(k) and l2(Pij) =
∑

k∈Pij
l2(k). Note that we use

the term “metric” for the ease of presentation and that we do not impose the triangle
equality on the length functions l1 and l2.
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Each AS i has a private parameter λi, 0 ≤ λi ≤ 1. AS i’s subjective cost for the
route Pij is given by ci(Pij) = λil1(Pij)+ (1−λi)l2(Pij), i.e., AS i’s preferences are
modeled as a convex combination of the two path metrics.

It is easy to show that the APX-hardness proof for the (1, 2)-MSCT problem (Theo-
rem 3) can be adapted to the two-metric routing problem as well:

Theorem 4. In the subjective-metric model, it is APX-hard to find a tree T that mini-
mizes total subjective cost.

We now investigate whether relaxing the confluent-tree routing constraint would lead
to stronger results. If we allowed the routes to be completely arbitrary, then clearly
we could have optimal routing: Each AS could simply use the route it liked the best.
However, supporting these routes would either require source routing (i.e., the packet
header contains a full path) or a massive increase in storage at each router to record the
forwarding link for each source and destination. Instead, we ask whether we can get
positive results with only a small growth in routers’ space requirements.

Our approach is to use a small number r of confluent routing trees T1, T2, · · ·Tr to
each destination j. Then, each AS i evaluates its subjective cost to j in each of the
routing trees and picks a tree Tti that minimizes this subjective cost. AS i then marks
each packet it sends with the header < j, ti >. Each AS en route stores its route to j
along each tree Tj; thus, it can inspect the header of each incoming packet and forward
along the appropriate route.

We can prove the following result:

Theorem 5. Suppose that, for transit AS k , l1(k) and l2(k) are integers bounded by a
polynomial, i.e., l1(k), l2(k) < nc for some constant c. Then, for any given ε > 0, there
is a set of routing trees T1, T2, · · ·Tr with r = O(1

ε [log n + log(1
ε )]) such that:

For each AS i, there is a tree Tti such that ci(Tti) ≤ (1 + ε)ci(P ∗
ij), where

P ∗
ij is the minimum-subjective-cost route from i to j.

Further, this set of trees can be constructed in polynomial time.

We now sketch the tree construction used in the proof.
Let α = (1 + ε). Each tree Tt in our collection is the shortest-path tree for a spe-

cific convex combination of the two metrics. We name the trees after the metrics they
optimize:

T∞: l1(·), with ties broken by minimum l2(·).
T−∞: l2(·), with ties broken by minimum l1(·).
Tt: lt(·) = αt

1+αt l1(·) + 1
1+αt l2(·) for t ∈ {−k,−(k− 1) . . . ,− 1, 0, 1, · · ·k}, where

k = �logα(2ε−1nc+1)�.
There are several points worth noting about this scheme: (1) It achieves a result that
is slightly stronger than our initial goal – it approximately maximizes each individual
node’s welfare, not just the sum of all nodes’ welfare. (2) The computation of the trees
is oblivious to the nodes’ preference information. Thus, if we assume that the objec-
tive costs are common knowledge (or verifiable), this scheme is trivially a strategyproof
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mechanism. (3) Each tree computation involves computing lowest-cost routes for a spe-
cific objective metric. Thus, it is easily computed within the framework of BGP itself.
(In the terminology of Feigenbaum et al. [7, 5], there is a natural BGP-based distributed
algorithm for this scheme.)

We now prove a corresponding lower bound that shows that Theorem 5 is nearly
optimal.

Theorem 6. Let ε > 0 be given. There is a family of instances of the subjective-metric
routing problem, with all weights in [0, nc] for some constant c, such that the following
property holds:

Any set of routing trees that contains a (1 + ε)-approximately optimal path
Pij for each i must have Ω(log n/ε) trees.

(Here, n is the number of nodes of the network.)

5.1 Generalization to More Than 2 Metrics

In this section, we show that Theorems 5 and 6 generalize to the case in which there are
d > 2 objective metrics, and an AS’s subjective cost is a convex combination of these
metrics.

Theorem 7. Suppose that, for transit AS k , all lengths l1(k), l2(k) . . . , ld(k) are inte-
gers bounded by a polynomial, i.e. , lj(k) < nc for some constant c. Then, for any given

ε > 0, there is a set of routing trees T1, T2, · · ·Tr with r = O(4d[ (c+1) log n+log( 2
ε )

log(1+ε) ]d−1)
such that:

For each AS i, there is a tree Tti such that ci(Tti) ≤ (1 + ε)ci(P ∗
ij), where

P ∗
ij is the minimum-subjective-cost route from i to j.

Further, this set of trees can be constructed in polynomial time for any constant d.

Theorem 8. Let ε > 0 be given and d > 2 be given. There is a family of instances of
the subjective-metric routing problem, with all weights in [0, nc] for some constant c,
such that the following property holds:

Any set of routing trees that contains a (1 + ε)-approximately optimal path
for each i must have Ω(( log n

d log d+d log(1+ε))
d−1) trees.

(Here, n is the number of nodes of the network.)

6 Conclusion

In this paper, we have studied classes of ordinal and cardinal preferences based on
subjective costs. The subjective-cost preference model is intuitively appealing, and it is
very expressive. However, our results show that, even if the costs are restricted to a very
small range, unstructured subjectivity leads to intractable problems in both models: NP-
completeness of the stable paths problem for ordinal preferences and APX-hardness of
the minimum subjective-cost tree problem for cardinal preferences.
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The root cause of these hardness results appears to be the high dimension of the
space of AS preferences. Thus, it is necessary to work with models that provide a more
consistent global structure. In Section 5, we consider the case in which there are two
objective cost metrics, and ASes differ in the relative importance they place on the first
metric. For example, ASes may agree on the latency and packet-loss rate of each node
in the network but have subjective opinions about the relative importance of latency
and loss rate. Thus, in this model, the space of all AS types is one-dimensional. We
showed that it is possible to select a small number (O(1

ε [logn+ log(1
ε )]) for a (1 + ε)-

approximation) of representative types such that every ASes’ preferences are closely
approximated by one of the representatives; then, by picking a set of routing trees, each
of which is optimized for a specific representative type, we can guarantee each AS a
route that (1 + ε)-approximately minimizes its subjective cost. Further, this scheme is
easy to implement, even in the distributed-computing context: Each destination can be
replaced by a small number of logical destinations, and a lowest-cost routing algorithm
(e.g., the Bellman-Ford algorithm) can be used for each logical destination.

It is also possible that other models that restrict the subjectivity of the costs in some
way may yield positive results. For example, the nodes’ subjective costs for a given
transit node k are random variables drawn from a specific distribution. Finding such
models that are both realistic and tractable is an interesting avenue for future research.
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Abstract. Providing network connectivity to rural regions in the de-
veloping world is an economically challenging problem especially given
the low income levels and low population densities in such regions. Many
existing connectivity technologies incur a high deployment cost that lim-
its their affordability. Leveraging several emerging wireless technologies,
this paper presents the case for economically viable networks in rural
developing regions. We use the Akshaya Network located in Kerala, In-
dia as a specific case study. and show that a wireless network using
WiFi for the backhaul, CDMA450 for the access network, and shared
PCs for end user devices has the lowest deployment cost. However, if we
include the expected spectrum licensing cost for CDMA450, a network
with lease exempt spectrum using WiFi for the backhaul and WiMax
for access is the most economically attractive option. Even with license
exemption, regulatory costs comprise nearly half the total cost in the
WiFi/WiMax case suggesting the possibility of significant improvement
in network economics with more favorable regulatory policies. Finally,
we also demonstrate the business case for a WiFi/CDMA450 network
with nearly fully subsidized cellular handsets as end user devices.

1 Introduction

The lack of network connectivity in many regions around the world is as much
an economic problem as a technological one. This is strikingly true for rural
regions in developing countries with low income levels and low population den-
sities. On one hand, the presence of network connectivity within these regions
can have potentially several far-reaching implications including promoting lit-
eracy, improving health care [1], reducing market inefficiencies [2], increasing
government transparency [3] and enabling environmental monitoring [4]. On the
other hand, traditional connectivity solutions using fiber-optic networks may be
ill-suited for such environments. The high infrastructure cost and the long pe-
riod of time to deploy fiber-optic networks make these technologies economically
less appealing and a very risky investment proposition. Additionally, high band-
width links may not be necessary in such regions since many of the applications
(e.g. messaging, voice) leveraging the network connectivity have limited band-
width requirements. For rural markets with dispersed populations and uncertain
demand, network technologies with a low cost of entry are preferable.
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Long-distance wireless technologies, especially those based on standards can
enable networking in rural regions. The attractive features of these networks
include the low-deployment cost, ease of deployment and the ability to cater
to a wide-range of geographic terrain. On the flip side, these wireless networks
have capacity constraints that limit the maximum available bandwidth and also
suffer from reliability problems. The capacity that a fiber-optic network provides
is orders of magnitude larger than that of a backhaul wireless network. Hence,
from an economic standpoint, the cost per bit of capacity for a fiber-optic network
is much smaller than that of a wireless-backhaul network.

In this paper, we study the economic viability of different technologies for pro-
viding network connectivity in emerging regions. Specifically, we ask the ques-
tion: What is the networking technology that can provide connectivity at the
lowest cost per unit of usage while remaining profitable? This cost per unit of
demand is distinct from the traditional focus on cost per unit of supply. The
cost per unit of demand can be expressed as the ratio of the cost per user and
the demand per user. Sharing of devices helps reduce cost per user significantly.
However sharing devices does carry a penalty: lower expected demand per user.

Any such technology requires two connectivity components: the access net-
work and the backhaul network. The access network provides connectivity within
a local region and the backhaul network provides connectivity across regions. In
this paper, we consider four forms of access technologies which exhibit differ-
ent coverage and capacity characteristics: WiFi [5], WiMax [6], CDMA450 [7]
and WipLL [8]. We consider these access technologies in combination with three
forms of backhaul technologies: Fiber(PON) [9], WiFi [5] (with directional an-
tennas) and VIP [10]. WipLL and VIP are proprietary technologies and will be
discussed later in Section 3.

Our economic study is motivated by the Akshaya project in India whose aim
is to provide Internet connectivity within a specific district in the state of Kerala,
India. Based on economic data gathered from Akshaya, we analyze and compare
the cost of various communication technologies for providing connectivity. For
the Akshaya case, we show six key results. First, WiFi with directional antennas
as backhaul technology combined with WiMax as an access technology provides
the most attractive economics. However, if we discount the cost of spectrum
licensing, WiFi/CDMA450 has a lower cost of deployment than WiFi/WiMax.
Second, we found that the largest component of the capital investment for pro-
viding connectivity is the cost of the end-user devices (either PCs or cellular
handsets). Third, tower and primary and/or backup power source costs domi-
nate the last mile and backhaul costs. These costs are not expected to decrease in
the future and hence any technology that is able to provide a large coverage area
per tower or lower power consumption can reduce costs. Fourth, since network
equipment comprises a small portion of the overall deployment cost, reducing
equipment cost per node does not lead to significant improvement in economics.
In fact, a counterintuitive conclusion of this analysis suggests that increasing the
network equipment cost is desirable if it leads to greater coverage area/link dis-
tance and/or lower power consumption. Our analysis shows that if the coverage
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area of last mile devices could be doubled with an 4x increase in price, it would
yield the same rate of return. Fifth, a WiFi/CDMA450 network with cellular
handsets as end user devices is economically viable even with nearly full subsi-
dization of handsets. Limited affordability of handsets has traditionally hindered
adoption of communications services in rural developing regions. Finally, costs
linked to regulatory policies constitute a substantial portion of the overall net-
work cost structure. Any reduction in such costs (e.g. lower termination rates)
has a significant beneficial impact on network economics.

2 Defining the Rural Setting

The rural connectivity landscape in developing countries presents a contrast to
urban telecommunications in the developed world. Three aspects are notewor-
thy. First, any networking technology needs to be affordable. Lowering cost at
the expense of reliability (e.g., no backup equipment, intermittent connectivity)
and sharing of end-user devices ( e.g., Grameen phone [11], kiosks) may be an
acceptable trade-off. Second, coverage is more important than capacity. Urban
settings are capacity limited. Service providers must place multiple base stations
in a small area to cater to large volume of traffic. In contrast, rural settings are
coverage limited. Service providers would like a single base station to cover as
large a geographical area (i.e., as many users) as possible. Finally, demand is
difficult to forecast. There is no real measure of demand in rural areas. How-
ever a few trends point towards a latent demand and a willingness to invest in
telecommunications. For example, rural spending in China has risen threefold
from 1990 to 2002 while the percentage spent on telecommunications and trans-
portation (on an absolute level) has risen from 1% of overall spending to 6% of
overall spending. A similar trend is visible in Bangladesh where rural residents
devote 7% of their income to telecommunications.

Telecommunication markets can be classified according to bandwidth demand
per user (peak and average demand), purchasing power per user and the popula-
tion density. Areas with a high population density and high bandwidth demand
per user can be serviced by fiber. On the other hands areas with low population
density and high purchasing power per user (e.g., Alaska, USA) can be serviced
by satellite.

The rural environment in developing countries is characterized by medium
to low population densities, low bandwidth demand per user and very low pur-
chasing power per user. Hence any technology to provide connectivity to these
regions must be characterized by low cost per unit of demand.

2.1 Economic Model for Analysis

Expenditure associated with any telecommunications deployment can be classi-
fied into two categories: Capital Expenditure (CapEx) and Operating Expenditure
(OpEx). CapEx covers the basic infrastructure for providing connectivity. In the
case of a wireless network like CDMA450, CapEx will include the cost for tow-
ers, network equipment, primary or backup power sources, installation costs,
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one-time spectrum licensing fees etc. CapEx can either be viewed as a one-time
investment or as a recurring investment where the infrastructure continues to
grow over time. OpEx, on the other hand, is the cost expended by the service
provider for operating and maintaining the network and supporting users. For
example, OpEx includes the salaries of employees, recurring power costs, recur-
ring spectrum licensing fees and per call termination charges.

Note that our analysis applies to the entire ecosystem for providing connec-
tivity to rural environments irrespective of the specific allocation of economic
interests between various parties in the ecosystem. Our interest is in analyzing
the overall economic viability of this market and in highlighting the key tech-
nological and economic conclusions that effect the value chain in the aggregate.
The impact of external subsidies may also be explored within this framework.

Economic terms: Throughout this paper, we use two standard economic mea-
sures, namely the Net Present Value (NPV) and Internal Rate of Return (IRR), for
evaluating the economic viability of different technologies. Over a specific time-
period T and an appropriate discount rate r, NPV is the sum total of the future
stream of revenues and expenses discounted to the present. If the NPV over time-
period T is negative, the investment is deemed not profitable. Over a time-period
T , IRR represents the value of the discount rate r at which NPV becomes zero.
Detailed definitions of economic terms used in this paper can be found in [12].

3 Networking Technologies for the Rural Setting

To provide connectivity to a rural community, a peering/transit/exchange point
provided by a standard telecommunications provider must be linked to users ei-
ther using kiosks or cybercafes. This linking process is provided by two different
classes of technologies: Access technologies that are used to connect individ-
ual users/centers to Points of Presence (POPs) of the network and Backhaul
technologies that are used to link POPs to the worldwide network. The basic
structure of such a network shown in Figure 1(a).
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Fig. 1. (a)Basic network architecture for providing connectivity comprises a Backhaul
network for connecting to the worldwide network and a set of Access networks for
connecting to individual users/kiosks. (b) Corresponding elements in the Akshaya net-
work.
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Table 1. A comparison of capabilities and costs of various Access technologies

WiMax CDMA450 WiFi WipLL
Coverage 5km 17km [7] 1-2km (omni) 5km

5km (directional)
Number of 16 32 on each 3 for 802.11b (directional) 126 total
simultaneous users 1.25MHz carrier 24 for 802.11a (directional)
Spectrum unlicensed(2.4/5GHz) licensed unlicensed unlicensed
Costs licensed (3.5GHz)
Spectrum 380MHz at 2.4GHz [13] 9MHz FDD 80MHz at 2.4GHz [13] Same as WiFi
availability 200MHz at 3.5GHz [13] 580MHz at 5GHz [13]

150MHz at 5GHz [13]
Peak throughput 4Mbps 1Mbps [7] 802.11b:5-7Mbps 4Mbps
per user 802.11a:20-30Mbps
Base station costs $1,999, $20,000, $500, $2,100,
current, projected (2yrs) $1,000 $10,000 $300 $1,500
Subscriber unit costs $1,199 $250, $200, $500,
current, projected (2yrs) $600 $150 $150 $300

For our analysis we consider four access technologies: WiMax, CDMA450
(CDMA2000 at 450MHz), Enhanced WiFi (WiFi with high gain unidirectional
antennas or directional antennas), and WipLL (see Section 4 for details). A
further description of these technologies can be found in [12]. Here we reproduce
relevant characteristics and costs of these four technologies (Table 1). We make
two assumptions about access technologies in our analysis: Firstly, we expect
the cost for subscriber units for standardized technologies (WiMax, WiFi) to be
similar once deployment is widespread (see [12] for operating case assumptions).
Secondly, technologies operating in the same spectrum will have similar range.
Differences in average bandwidth per user may arise from differences in the
Medium Access Control (MAC) schemes employed by each technology.

For backhaul Technologies we consider the three technology options: Extended
range WiFi (WiFi with directional antennas), Fiber (Passive Optical Networks)
and VIP (proprietary technology from Wi-LAN used in the current Akshaya
network). These technologies are further explained in [12].

4 Akshaya – A Case Study

The Akshaya project is a large rural wireless network [14] developed as a joint
project between Tulip IT [15] and the Government of Kerala, India, to provide
connectivity to the Malappuram district. The aim of this project is to provide
connectivity to a group of people rather than individual users. 630 Akshaya
centers (one for every 2000 families) are located throughout the district. The
estimated costs for deployment are roughly a dollar per covered population.
Each Akshaya center (AC) is setup and maintained by local entrepreneurs who
receive a subsidized loan from the Government. These sites also provide computer
training to one member of each household. Each entrepreneur pays Tulip a flat
fee of $20 per month for network connectivity.

The Akshaya network consists of wireless backhaul links based on patented
VINE (Versatile Intelligent Network Environment) technology from Wi-LAN,
Canada [10]. This Technology has been incorporated in the VIP radios from
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Fig. 2. Total costs, CapEx and OpEx for building the Akshaya network using various
technology options

Table 2. List of equipment at each node

Key terms Explanation Equipment
POP A POP hosts backhaul links and n Backhaul radios, 1 30m Tower

an Access Base Station for 1 Access Base Station, Shelter
connecting to Akshaya centers. UPS with battery, Generator/Solar

subPOP Akshaya centers which n Backhaul radios, 1 9m Tower
also serve as POPs 1 Access Base Station, Shelter

UPS with battery, Generator/Solar
relayPOP Backhaul relay towers that do not n Backhaul radios, 1 30m Tower

host Access basestations - Shelter, UPS with battery,
used to connect POPs Generator/Solar

AC Village kiosk with 3 to 5 PCs 1 Access Subscriber unit, Ethernet switch
3-5 PCs, UPS with battery

Wi-LAN. Each VIP radio can serve as a basestation (using sectored antennas)
or as a repeater (using directional antennas). A single radio connects to the
uplink node in the backhaul network. A second radio communicates with all the
downlink nodes. These two nodes are bridged using a Wireless Ethernet Bridge.
Each radio has 1W transmission power and provides 11Mbps in the 2.4GHz
band.

For connecting the backhaul network with the Akshaya Centers, (point to
multi-point links) Tulip used WipLL technology from Marconi and Airspan [8].
Each WipLL basestation serves up to 127 centers using sectored or omni antenna.

An analysis of the Akshaya network was used to determine the key network
elements required to install such a network. These network elements are depicted
in Figure 1(b) and explained in Table 2. Table 2 also lists the components located
as each network node.

4.1 Economic Analysis of the Akshaya Network

The network CapEx and OpEx was split into three main categories: Backhaul,
Last Mile and User premise.

Backhaul: The backhaul costs consists of all backhaul radio equipment, POP
tower costs, auxiliary power costs and associated installation and maintenance
costs. Land lease costs are factored in as Operating expenses.

Last mile: The Last Mile costs consists of all access (base station and sub-
scriber side equipment) radio equipment, subPOP tower costs, auxiliary power
costs and associated installation and maintenance costs.
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User Premise: The User Premise Equipment (UPE) costs consist of Akshaya
center networking equipment and computer costs.

We calculated the total CapEx and OpEx using the following Backhaul/Last
mile technology pairs: WiFi/WiMax, WIP/WipLL, Fiber/WiMax and WiFi/
CDMA450. All scenarios except WiFi/CDMA450 use 18 POPs and 16 subPOPS.
CDMA450 requires 3 POPS and 3 subPOPS since a lower frequency provides a
larger coverage area. Figure 2(a) shows the CapEx and OpEx (for 5 years) for
each of the four technology options. The CapEx has been split into Last Mile
CapEx, Backhaul CapEx and User Premise CapEx. Alternatively CapEx can
be separated into tower cost, primary and/or auxiliary power equipment cost,
radio and networking equipment cost and installation cost which can be seen in
Figure 2(b).

Similarly, the OpEx can be classified under different categories: Last Mile
OpEx (Power cost and maintenance of subPOPs), Backhaul OpEx (Power cost
and maintenance of POPs), Rights of Way OpEx (Tower leasing cost, Spectrum
leasing cost and miscellaneous government fees), Interconnection OpEx (Termi-
nation and leased line cost) and Sales and Marketing cost. This OpEx breakdown
for different technology options can be seen in Figure 2(c). The key assumptions
made in generating these figures can be found in [12]. The final NPV and IRR for
all technology options can be found in Figure 3. The Time for Cash-flow Prof-
itability was 1 year for all technologies except WiFi/CMDA450 which required 2
years due to a larger OpEx. Time to Break even was 4 years for all technologies.

0 0.5 1 1.5 2 2.5 3

WiFi/WiMax

VIP/WipLL

WiFi/CDMA450

Fiber/WiMax

Net Present Value (NPV) in million of $
0 10 20 30 40

WiFi/WiMax

VIP/WipLL

WiFi/CDMA450

Fiber/WiMax

Internal Rate of Return (IRR) %

(a) (b)

Fig. 3. (a)Net Present Value (NPV) for various technology options (b) Internal Rate
of Return (IRR) for various technology options

Key items to note in the cost breakdown include:

1. For the backhaul, wireless (both WiFi and VIP) technologies have at most
one-eight the backhaul CapEx as compared to the fiber scenario. While WiFi
radio costs are lower than VIP, radio costs in general comprise a small portion
of the overall backhaul costs and hence this difference is not significant.

2. The CDMA450 scenario exhibits the lowest CapEx since the number of POPs
and subPOPS is greatly reduced. However spectrum costs1 weigh heavily in

1 In India spectrum licensing costs are a percentage of service revenues. In our analysis
we assume the licensing costs for the 450MHz band would be similar to traditional
cellular spectrum bands.
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the OpEx reducing the final NPV. This can be seen in the Rights of Way
OpEx for CDMA450 in Figure 2(c).

3. The Fiber scenario is based on Passive Optical Network (PON) technology
using a single chassis at the peering point with two line-cards. The fiber is
assumed to be strung along towers due to the hilly terrain. The bulk of the
costs (three-fourths of a million dollars) is to string the fiber on towers.

4. Termination costs ($.005/minute) account for a large portion of the OpEx
since we assume that a majority of the traffic is voice calls which terminate
on regular telephone networks.

4.2 Sensitivity Analysis for Akshaya

While our model is based on data from Tulip IT, and other publicly available
information, this information is a rough estimate since prices in this industry
change frequently. That being the case, we decided to perform sensitivity anal-
ysis to determine the impact of changes in our assumptions on the projected
financial returns from the project. This is of particular importance for the rev-
enue drivers, given the uncertainty of demand in many rural areas. Hence we
considered the effect of the price per minute and the network utilization growth
rate on the net IRR for the technology choice of WiFi with WiMax. This analysis
is shown in Figure 4(a). For all network utilization growth rates, the minimum
price of $0.02/minute is required for profitability. Since the termination cost is
$.005/minute, net value to the service provider is $0.015/minute in this case.

Similarly since User Premise Equipment comprises the majority of the CapEx
in all cases except the fiber scenario, we studied the variation of the number of
PCs per Akshaya center and the cost per PC on the IRR. It is worth noting that
we assume network usage to be proportional to the number of PCs per Akshaya
center. Again, a minimum of 2 PCs per center are required for a positive value
of IRR (See Figure 4(b)). In other words, each Akshaya center needs sufficient
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center on the IRR. A minimum of 2 PCs per center are required for profitability.
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demand to support at least 2 PCs to achieve a positive IRR (even with no
termination cost and a free PC, a single PC would not yield positive IRR).

5 Discussion

Alternative to Sharing: Use of individual devices: In Section 2, we used
the kiosk/cybercafe model to leverage the aggregate purchasing power of rural
communities. While sharing of devices reduces the cost per user, it also limits the
demand per user. In order to evaluate the feasibility of distributing individual
devices to users, we focused on the CDMA450 case where the 6 Base stations
atop the POPs and subPOPs were converted into regular cellular base stations
for voice calls. Each CDMA basestation with 6 sectored antennas can serve 1000
customers. Under this model the 630 Akshaya centers are assumed to be cellular
handset retailers. A usage of 2 min per day per subscriber was assumed. This
was increased by 1 min each year to 6 minutes per day per subscriber in year 5.
We neglected any upfront spectrum licensing costs for the 450MHz band. The
subscribers were charged $0.02 per minute and received a subsidy of $30 on each
handset.

In this scenario, recurring spectrum licensing cost represents 26% of the OpEx
and 11% of the revenue. The IRR in this case is 28.5% which rises to 44.8% if
recurring spectrum licensing cost is neglected. Assuming 100, 000 handsets are
in use (a penetration level of 1.58%), the highest handset subsidy possible to
achieve break even is $38 when recurring spectrum licensing costs are taken
into account. This subsidy rises to $45 if recurring spectrum licensing costs are
omitted. In fact, neglecting recurring spectrum costs gives the handset scenario a
better IRR than the kiosk model. With handset prices entering the sub $50 price
range, this analysis suggests that handsets could be nearly fully subsidized at
these usage levels and penetration rates while still achieving economic viability
for the network.

Extending the Akshaya analysis: In most respects the Akshaya case repre-
sents a worst case scenario. Malappuram is a hilly region with extremely dense
vegetation. Hence, Tulip has to use high towers to avoid this vegetation and get
a line of sight to a POP or subPOP. If we assume a similar population density
but a flat terrain, tower heights can be reduced. However, this reduction does
not impact the analysis in any significant manner. If tower heights were to be
reduced by half for the WiFi/WiMax scenario, the IRR only increases by 1.8%.
Change in terrain/frequency which enables a reduction in number of towers has
a more tangible impact on the CapEx. If we could double the coverage area and
hence halve the number of POPs and subPOPs, the IRR would increase to 2.7%.

Impact of Regulation: In developing countries, telecommunication markets
are usually highly regulated across several dimensions including spectrum allo-
cation, approval for rights of way and service areas, universal service provisions,
termination rules and rates, business licenses, service import tariffs. Regulation
can play a crucial factor in determining the economic viability of different tech-
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nologies since it effects a variety of critical business processes. For example, for
the WiFi/WiMax scenario, regulatory costs in total represent 45.5% of the over-
all CapEx and 5 year OpEx. Eliminating regulatory costs would increase the
IRR by 74.5%.

As illustrated in Figure 2(c), termination rates make up a significant portion
of the OpEx. Reducing the termination rate allows service providers to lower
their price which in turn is likely to increase usage due to elasticity of demand.
We studied the effect of a reduction of termination charges by $.001 every year.
We varied the demand elasticity from 0 to -1 (i.e. a price elasticity of −x implies
that a price reduction of x% would increase network utilization by x% over and
above the assumed ramp in network utilization). This analysis reveals that the
IRR increases from 40.8% to 55.2% as the elasticity is increased from 0 to -1.

6 Conclusions

The economic viability of communications networks in rural developing regions
with severe affordability constraints, low population densities, and uncertain
demand has long been a concern. This paper presents the case for economically
viable networks in rural developing regions. For the Akshaya case study, we show
that a wireless network using WiFi for the backhaul, CDMA450 for the access
network, and shared PCs for end user devices has the lowest deployment cost.
Once the expected spectrum licensing cost for CDMA450 is included, a network
with lease exempt spectrum using WiFi for the backhaul and WiMax for access is
the most economically attractive option. However, even with the WiFi/WiMax
scenario, regulatory costs comprise nearly half the total cost structure of the
network demonstrating the significant impact of regulatory policies on network
economics. Finally, we demonstrate the business case for a WiFi/CDMA450
network with nearly fully subsidized cellular handsets as end user devices. Such
a network overcomes the handset affordability constraint which has traditionally
hindered adoption of communications services in rural developing regions.
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Abstract. In this work, we introduce and study a simple, graph-theoretic model
for selfish scheduling among m non-cooperative users over a collection of n ma-
chines; however, each user is restricted to assign its unsplittable load to one from
a pair of machines that are allowed for the user. We model these bounded interac-
tions using an interaction graph, whose vertices and edges are the machines and
the users, respectively. We study the impact of our modeling assumptions on the
properties of Nash equilibria in this new model. The main findings of our study
are outlined as follows:

– We prove, as our main result, that the parallel links graph is the best-case
interaction graph – the one that minimizes expected makespan of the stan-
dard fully mixed Nash equilibrium – among all 3-regular interaction graphs.
The proof employs a graph-theoretic lemma about orientations in 3-regular
graphs, which may be of independent interest.

– We prove a lower bound on Coordination Ratio [16] – a measure of the cost
incurred to the system due to the selfish behavior of the users. In particu-
lar, we prove that there is an interaction graph incurring Coordination Ratio

Ω log n
log log n

. This bound is shown for pure Nash equilibria.

– We present counterexample interaction graphs to prove that a fully mixed
Nash equilibrium may sometimes not exist at all. Moreover, we prove prop-
erties of the fully mixed Nash equilibrium for complete bipartite graphs and
hypercube graphs.

1 Introduction

Motivation and Framework. Consider a group ofm non-cooperative users, each wish-
ing to assign its unsplittable unit job onto a collection of n processing (identical) ma-
chines. The users seek to arrive at a stable assignment of their jobs for their joint inter-
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action. As usual, such stable assignments are modeled as Nash equilibria [21], where
no user can unilaterally improve its objective by switching to a different strategy.

We use a structured and sparse representation of the relation between the users and
the machines that exploits the locality of their interaction; such locality almost always
exists in complex scheduling systems. More specifically, we assume that each user has
access (that is, finite cost) to only two machines; its cost on other machines is infinitely
large, giving it no incentive to switch there. The (expected) cost of a user is the (ex-
pected) load of the machine it chooses. Interaction with just a few neighbors is a basic
design principle to guarantee efficient use of resources in a distributed system. Restrict-
ing the number of interacting neighbors to just two is then a natural starting point for
the theoretical study of the impact of selfish behavior in a distributed system with local
interactions.

Our representation is based on the interaction graph, whose vertices and (undirected)
edges represent the machines and the users, respectively. Multiple edges are allowed;
however, for simplicity, our interaction multigraphs will be called interaction graphs.
The model of interaction graphs is interesting because it is the simplest, non-trivial
model for selfish scheduling on restricted parallel links. In this model, any assignment
of users to machines naturally corresponds to an orientation of the interaction graph.
(Each edge is directed to the machine where the user is assigned.)

We will consider pure Nash equilibria, where each user assigns its load to exactly
one of its two allowed machines with probability one; we will also consider mixed Nash
equilibria, where each user employs a probability distribution to choose between its two
allowed machines. Of particular interest to us is the fully mixed Nash equilibrium [20]
where every user has strictly positive probability to choose each of its two machines. In
the standard fully mixed Nash equilibrium, all probabilities are equal to 1

2 . It is easy to
see that the standard fully mixed Nash equilibrium exists if and only if the (multi)graph
is regular.

With each (mixed) Nash equilibrium, we associate a Social Cost [16] which is the
expected makespan - the expectation of the maximum, over all machines, total load
on the machine. Best-case and worst-case Nash equilibria minimize and maximize So-
cial Cost, respectively. For a given type of Nash equilibrium such as the standard fully
mixed Nash equilibrium, best-case and worst-case graphs among a graph class mini-
mize and maximize Social Cost of Nash equilibria of the given type, respectively. The
assignment of users to machines that minimizes Social Cost might not necessarily be
a Nash equilibrium; call Optimum this least possible Social Cost. We will investigate
Coordination Ratio [16] - the worst-case ratio over all Nash equilibria, of Social Cost
over Optimum. We are interested in understanding the interplay between the topology
of the underlying interaction graph and the various existence, algorithmic, combinato-
rial, structural and optimality properties of Nash equilibria in this new model of selfish
restricted scheduling with bounded interaction.

Contribution and Significance. We partition our results into three major groups:
3-regular interaction graphs (Section 3). It is easy to prove that the Social Cost of the
standard fully mixed Nash equilibrium for any d-regular graph is d − f(d, n), where
f(d, n) is a function that goes to 0 as n goes to infinity. This gives a general but rather
rough estimation of Social Cost for d-regular graphs; moreover, it does not say how
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the specific structure of each particular 3-regular graph affects the Social Cost of the
standard fully mixed Nash equilibrium. We continue to prove much sharper estimations
for the special class of 3-regular graphs. Restricting our model of interaction graphs
to 3-regular graphs led us to discover some nice structural properties of orientations in
3-regular graphs, which were motivated by Nash equilibria. However, we have so far
been unable to generalize these properties to regular graphs of degree higher than 3.

We pursue a thorough study of 3-regular interaction graphs; these graphs further re-
strict the bounded interaction by insisting that each machine is accessible to just three
users. Specifically, we focus on the standard fully mixed Nash equilibrium where all
probabilities of assigning users to machines are 1

2 . We ask which the best 3-regular
interaction graph is in this case. This question brings into context the problem of com-
paring against each other the expected number of 2-orientations and 3-orientations -
those with makespan 2 and 3, respectively. The manner in which these numbers out-
weigh each other brings Social Cost closer to either 2 or 3. We develop some deep
graph-theoretic lemmas about 2- and 3-orientations in 3-regular graphs to prove, as our
main result, that the simplest 3-regular parallel links graph is the best-case 3-regular
graph in this setting. The proof decomposes any 3-regular graph down to the parallel
links graph in a way that Social Cost of the standard fully mixed Nash equilibrium does
not increase. The graph theoretic lemmas about 2- and 3-orientations are proved using
both counting and mapping techniques; both the lemmas and their proof techniques are,
we believe, of more general interest and applicability.

Bound on Coordination Ratio (Section 4). For the more general model of restricted par-

allel links, a tight bound of Θ( log n
log log n ) on Coordination ratio restricted to pure Nash

equilibria was shown in [9–Theorem 5.2] and independently in [1–Theorem 1]. This
implies an upper bound of O( log n

log log n ) on the Coordination Ratio for pure Nash equi-
libria in our model as well. We construct an interaction graph incurring Coordination
Ratio Ω( log n

log log n ) to prove that this bound is tight for the model of interaction graphs
as well. The construction extends an approach followed in [9–Lemma 5.1] that proved
the same lower bound for the more general model of restricted parallel links.

The Fully Mixed Nash Equilibrium (Section 5). We pursue a thorough study of fully
mixed Nash equilibria across interaction graphs. Our findings are outlined as follows:

– There exist counterexample interaction graphs for which fully mixed Nash equilib-
ria may not exist. Among them are all trees and meshes. These counterexamples
provide some insight about a possible graph-theoretic characterization of interac-
tion graphs admitting a fully mixed Nash equilibrium. 4-cycles and 1-connectivity
are factors expected to play a role in this characterization.

– We next consider the case where infinitely many fully mixed Nash equilibria may
exist. In this case, the fully mixed Nash dimension is defined to be the dimension d
of the smallest d-dimensional space that can contain all fully mixed Nash equilib-
ria. For complete bipartite graphs, we prove a dichotomy theorem that characterizes
unique existence. The proof employs arguments from Linear Algebra. For hyper-
cubes, we have only been able to prove that the fully mixed Nash dimension is
the hypercube dimension for hypercubes of dimension 2 or 3. We conjecture that
this is true for all hypercubes, but we have only been able to observe that the hy-



198 R. Elsässer et al.

percube dimension is a lower bound on the fully mixed Nash dimension (for all
hypercubes).

– We are finally interested in understanding whether (or when) the fully mixed Nash
equilibrium is the worst-case one in this setting. We present counterexample in-
teraction graphs to show that the fully mixed Nash equilibrium is sometimes the
worst-case Nash equilibrium, but sometimes not. For the hypercube, there is a pure
Nash equilibrium that is worse (with respect to Social Cost) than the fully mixed
one. On the other hand, for the 3-cycle the fully mixed Nash equilibrium has worst
Social Cost.

Related Work and Comparison. Our model of interaction graphs is the special case
of the model of restricted parallel links introduced and studied in [9], where each user
is now further restricted to have access to only two machines. The work in [9] focused
on the problem of computing pure Nash equilibria for that more general model. Awer-
buch et al. [1] also considered the model of restricted parallel links, and proved a tight
upper bound of Θ( log n

log log log n ) on Coordination Ratio for all (mixed) Nash equilibria.
This implies a corresponding upper bound for our model of interaction graphs. It is an
open problem whether this bound of O( log n

log log log n ) is tight for the model of interaction
graphs, or whether a better upper bound on Coordination Ratio for all (mixed) Nash
equilibria can be proved.

The model of restricted parallel links is, in turn, a generalization of the so called KP-
model for selfish routing [16], which has been extensively studied in the last five years;
see e.g. [3, 4, 5, 7, 8, 9, 10, 11, 19, 20]. Social Cost and Coordination Ratio were origi-
nally introduced in [16]. Bounds on Coordination Ratio are proved in [3, 8, 9, 10, 20].
The fully mixed Nash equilibrium was introduced and studied in [20], where its unique
existence was proved for the original KP-model. The Fully Mixed Nash Equilibrium
Conjecture, stating that the fully mixed Nash equilibrium maximizes Social Cost, was
first explicitly stated in [11]. It was proved to hold for special cases of the KP-model
[11, 19] and for variants of this model [9, 10]. Recently the Fully Mixed Nash Equilib-
rium Conjecture was disproved for the original KP-model and the case that job sizes
are non-identical [6]. This stands in sharp contrast to the model considered in this paper
where job sizes are identical.

The model of interaction graphs is an alternative to graphical games [14] studied
in the Artificial Intelligence community. The essential difference is that in graphical
games, users and resources are modeled as vertices and edges, respectively. The prob-
lem of computing Nash equilibria for graphical games has been studied in [13, 14, 18].
Other studied variants of graphical games include the network games studied in [12],
multi-agent influence diagrams [15] and game networks [17].

2 Framework and Preliminaries

For all integers k ≥ 1, denote [k] = {1, . . . , k}.
Interaction Graphs. We consider a graph G = (V,E) where edges and vertices corre-
spond to users and machines, respectively. Assume there are m users and n machines,
respectively, where m > 1 and n > 1. Each user has a unit job. From here on, we
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shall refer to users and edges (respectively, machines and vertices) interchangeably. So,
an edge connects two vertices if and only if the user can place his job onto the two
machines.

Strategies and Assignments. A pure strategy for a user is one of the two machines it
connects; so, a pure strategy represents an assignment of the user’s job to a machine.
A mixed strategy for a user is a probability distribution over its pure strategies. A pure
assignment L = 〈�1, . . . , �m〉 is a collection of pure strategies, one for each user. A
pure assignment induces an orientation of the graph G in the natural way. A mixed as-
signment P = (pij)i∈[n],j∈[m] is a collection of mixed strategies, one for each user.
A mixed assignment F is fully mixed [20–Section 2.2] if all probabilities are strictly
positive. The standard fully mixed assignment F̃ is the fully mixed one where all prob-
abilities are equal to 1

2 . The fully mixed dimension of a graph G is the dimension d of
the smallest d-dimensional space that contains all fully mixed Nash equilibria for this
graph.

Cost Measures. For a pure assignment L, the load of a machine j ∈ [n] is the number
of users assigned to j. The Individual Cost for user i ∈ [m] is λi = |{k : �k = �i}|,
the load of the machine it chooses. For a mixed assignment P = (pij)i∈[m],j∈[n], the
expected load of a machine j ∈ [n] is the expected number of users assigned to j. The
Expected Individual Cost for user i ∈ [m] on machine j ∈ [n] is the expectation, accord-
ing to P, of the Individual Cost for user i on machine j, then, λij = 1+

∑
k∈[m],k �=i pkj .

The Expected Individual Cost for user i ∈ [m] is λi =
∑

j∈[n] pijλij .
Associated with a mixed assignment P is the Social Cost defined as the expec-

tation, according to P, of makespan (that is, maximum load), that is, SC(G,P) =
EP

(
maxv∈[n] |{k : �k = v}|), that is, Social Cost is the expectation, according to P,

of makespan (that is, maximum load). The Optimum OPT(G) is defined as the least
possible, over all pure assignments L = 〈�1, . . . , �n〉 ∈ [n]m, makespan; that is,
OPT(G) = minL∈[n]m maxv∈[n] |{k : �k = v}|.
Nash Equilibria and Coordination Ratio. We are interested in a special class of (pure
or) mixed assignments called Nash equilibria [21] that we describe here. The mixed
assignment P is a Nash equilibrium [9, 16] if for each user i ∈ [m], it minimizes λi(P)
over all mixed assignments that differ from P only with respect to the mixed strategy
of user i. Thus, in a Nash equilibrium, there is no incentive for a user to unilaterally
deviate from its own mixed strategy in order to decrease its Expected Individual Cost.
Clearly, this implies that λij = λi if pij > 0 whereas λij ≥ λi otherwise. We refer to
these conditions as Nash equations and Nash inequalities, respectively.

The Coordination Ratio CRG for a graph G is the maximum, over all Nash equilibria
P, of the ratio SC(G,P)

OPT(G) ; thus, CRG = maxP
SC(G,P)
OPT(G) . The Coordination Ratio CR is

the maximum, over all graphs G and Nash equilibria P, of the ratio SC(G,P)
OPT(G) ; thus,

CR = maxG,P
SC(G,P)
OPT(G) . Our definitions for CRG and CR extend the original definition

of Coordination Ratio by Koutsoupias and Papadimitriou [16] to encompass interaction
graphs.

Graphs and Orientations. Some special classes of graphs we shall consider include
the cycle Cr on r vertices; the complete bipartite graph (or biclique) Kr,s which is
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a simple bipartite graph with partite sets of size r and s respectively, such that two
vertices are adjacent if and only if they are in different partite sets; the hypercube Hr of
dimension r whose vertices are binary words of length r connected if and only if their
Hamming distance is 1. For a graph G, denote ΔG the maximum degree of G. A graph
is d-regular if all vertices have the same degree d. The graph consisting of 2 vertices
and 3 parallel edges will be called necklace. Also, for even n, G‖(n) will denote the
parallel links graph, i.e., the graph consisting of n

2 necklaces.
An orientation of an undirected graph G results when assigning directions to its

edges. The makespan of a vertex in an orientation α is the in-degree it has in α. The
makespan of an orientation is the maximum vertex makespan. For any integer d, a d-
orientation is an orientation with makespan d in a graph G; denote d-or(G) the set of
d-orientations of G.

3 3-Regular Graphs

In this section, we consider the problem of determining the best-case d-regular graph
among the class of all d-regular graphs with a given number of vertices (and, therefore,
with the same number of edges), with respect to the Social Cost of the standard fully
mixed Nash equilibrium, where all probabilities are equal to 1/2.

A Rough Estimation. We start with a rough estimation of the Social Cost of any d-
regular graph G, where d ≥ 2. We first prove a technical lemma about the probability
that such a random orientation has makespan at most d − 1. Denote this probability
qd(G).

Lemma 1. Let I be an independent set of G. Then, qd(G) ≤ (
1− 1

2d

)|I|.
.

We are now ready to prove:

Theorem 1. For a d-regular graph G with n vertices, SC(F̃, G) = d− f(n, d), where
f(n, d)→ 0 as n→∞.

Cactoids and the Two-Sisters Lemma. The rest of our analysis will deal with 3-regular
graphs. We will be able to significantly strengthen and improve Theorem 1 for the
special case of 3-regular graphs. We define a structure that we will use in our proofs.

Definition 1 (Cactoids). A cactoid is a pair Ĝ = 〈V, Ê〉, where V is a set of vertices
and Ê is a set consisting of undirected edges between vertices, and pointers to vertices,
i.e., loose edges incident to one single vertex.

A cactoid is called 3-regular if each vertex is incident to three elements from Ê. A
cactoid may be considered as a standard multigraph if we add a special vertex and we
replace each pointer by an edge which connects the special vertex with the vertex the
pointer is incident to.

Consider now any arbitrary but fixed orientation σ of Ĝ. Call it standard orientation.
We will now define variables xα(e) for each e ∈ Ê, which take values from {0, 1} in
each possible orientation α of Ĝ. The values are defined with reference to the standard
orientation σ. So, take any arbitrary orientation α of Ĝ. For each e ∈ Ê, xα(e) = 1 if e
has the same direction in α and σ, and 0 otherwise. Note that xσ(e) = 1 for all e ∈ Ê.
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We now continue with a lemma that estimates the probability that a random orienta-
tion is a 2-orientation in a 3-regular cactoid Ĝ. Consider two vertices u and v called the
two sisters with incident pointers πu and πv . Assume that in the standard orientation
σ, πu and πv point away from u and v, respectively. Denote PG(i, j) the probability
that a random orientation α with xα(u) = i and xα(v) = j, where i, j ∈ {0, 1}, is a
2-orientation. Clearly, by our assumption on the standard orientation σ, PG(1, 1) is not
smaller than each of PG(0, 0), PG(0, 1) and PG(1, 0). However, we prove that PG(1, 1)
is upper bounded by their sum.

Lemma 2 (Two Sisters Lemma). For any 3-regular cactoid Ĝ = 〈V, Ê〉 and any two
sisters u, v ∈ V , it holds that PG(0, 0) + PG(0, 1) + PG(1, 0) ≥ PG(1, 1).

Proof. Denote b1, b2 and b3, b4 the other edges or pointers incident to the two sisters
u and v, respectively. Define the standard orientation σ so that these edges or pointers
point towards u or v, respectively. Denote Ĝ′ the cactoid obtained from Ĝ by deleting
the two sisters u and v and their pointers πu and πv . Define P

G′(x1, x2, x3, x4) the

probability that a random orientation α of the cactoid Ĝ′ with xα(bi) = xi for 1 ≤ i ≤
4 is a 2-orientation. Then,

PG(1, 1) =
1
16

∑
x1,x2,x3,x4∈{0,1}

P
G′(x1, x2, x3, x4) ,

PG(0, 0) =
1
16

∑
x1·x2=0,x3·x4=0

P
G′(x1, x2, x3, x4) ,

PG(0, 1) =
1
16

∑
x1,x2∈{0,1},x3·x4=0

P
G′(x1, x2, x3, x4) ,

PG(1, 0) =
1
16

∑
x1·x2=0,x3,x4∈{0,1}

P
G′(x1, x2, x3, x4) .

Set now D = 16 · (PG(0, 0) + PG(0, 1) + PG(1, 0)− PG(1, 1)
)
. It suffices to prove

that D ≥ 0. Clearly,

D = 2
∑

x1·x2=0,x3·x4=0

P
G′(x1, x2, x3, x4)− P (1, 1, 1, 1) .

Use now the cactoid Ĝ′ to define the probabilities Q(i, j) and R(i, j) where i, j ∈
{0, 1} as follows: Q(i, j) is the probability that a random orientation α of the cactoid
Ĝ′ with xα(b1) = i and xα(b2) = j is a 2-orientation; R(i, j) is the probability that
a random orientation α of the cactoid Ĝ′ with xα(b3) = i and xα(b4) = j is a 2-
orientation. Clearly,

Q
G′(i, j) =

∑
x3,x4∈{0,1}

P
G′(i, j, x3, x4) ,

R
G′(i, j) =

∑
x1,x2∈{0,1}

P
G′(x1, x2, i, j) .
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We proceed by induction on the number of vertices of Ĝ. So, it suffices to assume the
claim for the cactoid Ĝ′ and prove the claim for the cactoid Ĝ. Assume inductively
that Q

G′(0, 0) + Q
G′(0, 1) + Q

G′(1, 0) ≥ Q
G′(1, 1) and R

G′(0, 0) + R
G′(0, 1) +

R
G′(1, 0) ≥ R

G′(1, 1). These inductive assumptions and the definitions of Q
G′ and

R
G′ imply that∑

x3,x4∈{0,1}
x1·x2=0

P
G′(x1, x2, x3, x4) ≥

∑
x3,x4∈{0,1}

P
G′(1, 1, x3, x4) ,

∑
x1,x2∈{0,1}

x3·x4=0

P
G′(x1, x2, x3, x4) ≥

∑
x1,x2∈{0,1}

P
G′(x1, x2, 1, 1) .

From the first inequality we obtain,∑
x3·x4=0
x1·x2=0

P
G′(x1, x2, x3, x4) ≥

∑
x3,x4∈{0,1}

P
G′(1, 1, x3, x4)−

∑
x1·x2=0

P
G′(x1, x2, 1, 1) .

From the second inequality we get,∑
x1·x2=0
x3·x4=0

P
G′(x1, x2, x3, x4) ≥

∑
x1,x2∈{0,1}

P
G′(x1, x21, 1)−

∑
x3·x4=0

P
G′(1, 1, x3, x4) .

This yields 2
∑

x1·x2=0
x3·x4=0

P
G′(x1, x2, x3, x4) ≥ 2P

G′(1, 1, 1, 1) by adding up the last

two inequalities, which implies D ≥ 0, and the claim follows. ��
Orientations and Social Cost. In this section, we prove a graph-theoretic result, namely
that the regular parallel links graph minimizes the number of 3-orientations among all
3-regular graphs with the same number of vertices.

Theorem 2. For every 3-regular graph G with n vertices it holds that |3-or(G)| ≥
|3-or(G‖(n))|.
Proof. In order to prove the claim, we start from the graph G0 = G = (V,E0) and
iteratively define graphs Gi = (V,Ei), 1 ≤ i ≤ r, for some r ≤ n, in a way that Gr

equals G‖(n) and |3-or(Gi)| ≥ |3-or(Gi+1)| holds for all 1 ≤ i < r.
Note that in each 3-regular graph, each connected component is either isomorphic to

a necklace or it contains a path of length 3 connecting four different vertices, such that
only the middle edge of this path can be a parallel edge. If in Gi all connected compo-
nents are necklaces, than Gi is equal to G‖(n), otherwise some connected component
of Gi contains a path c, a, b, d with 4 different vertices a, b, c, d. In the latter case, con-
struct a new graph Gi+1 = (V,Ei+1) by deleting the edges {a, c}, {b, d} from Ei and
adding the edges {a, b}, {c, d} to the graph as described in the following paragraph.

As illustrated in Figure 1, the edges incident to vertices a, b, c, d are numbered by
some j, where 1 ≤ j ≤ 9. In this figure, all the edges are different. This does not
necessarily have to be the case. It may happen that e4 = e5 resulting in two parallel
edges between a and b in Gi and three parallel edges between a and b in Gi+1. It may
also happen that e6 or e7 is equal to e8 or e9. It is not possible that e6 or e7 is equal to
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e2 (or that e8 or e9 is equal to e3) since we assumed that in the path c, a, b, d only the
middle edge may be a parallel edge. It may be also possible that e4 is equal to e8 or
e9, and that e5 is equal to e6 or e7. Note also that in each iteration step, the number of
single edges is decreased by at least 1. So the number of iteration steps is at most n.
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db
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d

c

Fig. 1. Constructing the graph Gi+1 from Gi

First, we will show that |3-or(Gi)| ≥ |3-or(Gi+1)| holds if all the edges e1, . . . , e9
are different. We will consider the more general case in which some of the ej’s are equal
at the end of the proof. To make the notation simpler, we set i = 1, i.e., we consider
the graphs G1 and G2. Note that there is a one-to-one correspondence between edges in
G1 and edges in G2. This implies that any arbitrary orientation in G1 can be interpreted
as an orientation in G2 and vice versa. Take the standard orientation of G1 to be the
one consistent with the arrows in Figure 2. The interpretation of this orientation for G1
yields the standard orientation for G2 (also shown in Figure 2).
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Fig. 2. The standard orientations in G1 and G2

We will prove our claim by defining an injective mappingF : 3-or(G2)→ 3-or(G1).
We want to use the identity mapping as far as possible. We set C2 = {α ; α ∈ 3-or(G2)
α /∈ 3-or(G1)} and C1 = {α ; α ∈ 3-or(G1) , α /∈ 3-or(G2)}, and we will define F
such that F (α) = α for α ∈ 3-or(G2) \ C2 and that F : C2 → C1 is injective. Note
that a mapping F : 3-or(G2) → 3-or(G1) defined this way is injective, since if β ∈ C1,
then β /∈ 3-or(G2) and therefore β is not an image when using the identity function.

Let α be an arbitrary orientation. Note that all vertices u /∈ {a, b, c, d} have the same
makespan in G1 and in G2 with respect to α. We identify first the class C2 and consider
the vertices a, b, c, d. We observe:

a has makespan 3 in G2
⇒ x1 = x2 = x4 = 1
⇒ a has makespan 3 in G1

d has makespan 3 in G2
⇒ x3 = 0, x8 = x9 = 1
⇒ d has makespan 3 in G1
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b has makespan 3 in G2
⇒ x1 = x2 = 0 , x5 = 1
x3 = 1⇒ b has makespan 3 in G1
x3 = 0 , x8 = x9 = 1

⇒ d has makespan 3 in G1
x6 = x7 = 1

⇒ c has makespan 3 in G1

c has makespan 3 in G2
⇒ x3 = x6 = x7 = 1
x2 = 0⇒ c has makespan 3 in G1
x1 = 0 ∧ x5 = 1

⇒ b has makespan 3 in G1
x2 = 1 ∧ x1 = x4 = 1

⇒ a has makespan 3 in G1

Collecting this characterization, we construct the class C2 as

C2 = {α /∈ 3-or(G1) ; x1 = x2 = x3 = 0 ∧ x5 = 1 ∧ x6 · x7 = x8 · x9 = 0}
∪ {α /∈ 3-or(G1) ; x2 = x3 = x6 = x7 = 1

∧x1 · x4 = 0 ∧ (x1 = 1 ∨ x5 = 0)} .

In a similar way, we construct the class C1 as

C1 = {α /∈ 3-or(G2) ; x1 = 0 ∧ x2 = x3 = x5 = 1 ∧ x6 · x7 = 0}
∪ {α /∈ 3-or(G2) ; x2 = x3 = 0 ∧ x6 = x7 = 1

∧x8 · x9 = 0 ∧ (x1 = 1 ∨ x5 = 0)} .

Now, to define F , we consider four cases about orientations α ∈ C2:

(1) Consider α ∈ C2 with
x2 = x3 = x6 = x7 = 1 ∧ x1 · x4 = 0 ∧ x8 · x9 = 0 ∧ (x1 = 1 ∨ x5 = 0).
Set F (x1, 1, 1, x4, x5, 1, 1, x8, x9, . . . ) = (x1, 0, 0, x4, x5, 1, 1, x8, x9, . . . ).
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Fig. 3. The mapping F

Note that vertices from {a, b, c, d} have the same connections to vertices outside
{a, b, c, d}; therefore, α /∈ 3-or(G1) implies that F (α) /∈ 3-or(G2). This implies
that F (α) ∈ C1.

(2) Consider α ∈ C2 with x1 = x2 = x3 = 0 ∧ x5 = 1 ∧ x6 · x7 = 0 ∧ x8 · x9 = 0.
Set F (0, 0, 0, x4, 1, x6, x7, x8, x9, . . . ) = (0, 1, 1, x4, 1, x6, x7, x8, x9, . . . ).
In a way similar to case (1), we conclude that F (α) ∈ C1.

After these two cases, any orientation α ∈ H2 with

H2 = {α ∈ C2 | x2 = x3 = x6 = x7 = 1
∧x1 · x4 = 0 ∧ x8 = x9 = 1 ∧ (x1 = 1 ∨ x5 = 0)}
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has not been mapped by F , and orientations β ∈ H1 with

H1 = {β ∈ C1 | x2 = x3 = 0 ∧ x6 = x7 = 1 ∧ x1 = x4 = 1 ∧ x8 · x9 = 0}
∪ {β ∈ C1 | x1 = 0 , x2 = x3 = x5 = 1 ∧ x6 · x7 = 0 ∧ x8 = x9 = 1}

are not images under F . We continue with these orientations.

(3) Set

H21 = {α ∈ C2 ; x2 = x3 = x6 = x7 = x8 = x9 = 1 ∧ x1 = 1 ∧ x4 = 0}
H11 = {β ∈ C1 ; x2 = x3 = 0 ∧ x1 = x4 = x6 = x7 = 1 ∧ x8 · x9 = 0}

We will show that |H21| ≤ |H11| holds.
Consider the cactoids T21 and T11 obtained by omitting the vertices a, b, c, d

from H21 and H11, respectively. T21 and T11 consist of edges and 6 pointers
ej , 4 ≤ j ≤ 9. Fixing the directions of the pointers in the same way as in the defini-
tions of H21 and H11, respectively, the number of 2-orientations of T21 is equal to
|H21| and the number of 2-orientations of T11 is equal to |H11|. See Figure 4 for an
illustration. The pointers e6 and e7 have the same directions in T21 and T11 and e5
has no specified direction in both cases. Edge e4 has different directions in T21 and
T11. Directing edge e4 in T21 towards vertex a would lead to an increased number of
2-orientations since the other vertex incident to e4 has in this case makespan 2 with

e 4

e 5

e 6

e 7

e 8

e 9
e 5

e 4
e 6

e 7

e 8

e 9

e 1 e 2 e 3 e 1

e 2

e 3

H11

b

a c

db

a

d

c

H21

Fig. 4. Orientations from the sets H21 and H11

a larger probability. Let T̃21 be the cactoid obtained from T21 by directing edge e4
towards a. Then T̃21 and T11 differ only in the directions given to edges e8 and e9.
Let P (i, j) be the probability of a 2-orientation in G2 if x8 = i and x9 = j. Set
m = 3

2n. Then, |H11|
2m−3 = P (0, 0) + P (0, 1) + P (1, 0) ≥ P (1, 1) ≥ |H21|

2m−3 , because
of Lemma 2. It follows that |H21| ≤ |H11|.

(4) To finish the first part of the proof, set

H22 = {β ∈ C2;x2 = x3 = x6 = x7 = x8 = x9 = 1 ∧ x1 = x5 = 0}
H12 = {β ∈ C1;x1 = 0 ∧ x2 = x3 = x5 = x8 = x9 = 1 ∧ x6 · x7 = 0}

See Figure 5 below for an illustration. In the same way as in case (3), we show that
|H22| ≤ |H12|.

Since H2 = H21 ∪ H22 and H1 = H11 ∪ H12, there exists an injective mapping
F : 3-or(G2)→ 3-or(G1) in the case that all edges e4, . . . , e9 are different.
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Now we consider the case that some of these edges are equal. If ei = ej then in each
orientation α the variables xi and xj get opposite values. Recall that the construction
and proof of injectivity of the mapping F , which we described above, was done in 3
steps:

(i) We defined F (α) = α for all α ∈ 3-or(G2) \ C2
(ii) In cases (1) and (2) for some well defined α = (x1, . . . , x9, . . . ), the value F (α)

is obtained by negating x2 and x3 and leaving the other directions unchanged.
(iii) |H2| ≤ |H1| is shown for the remaining cases.

Steps (i) and (ii) are not influenced by setting xi = x̄j for some i, j ∈ {4, . . . , 9}, i �= j.
So it remains to consider step (iii). If ei = ej for i ∈ {6, 7}, j ∈ {8, 9}, then xi = x̄j

holds and this implies that H2 = ∅, since for all α ∈ H2 it holds x6 = x7 = x8 =
x9 = 1. Clearly, this implies |H2| ≤ |H1|.

So we can assume now that ei �= ej for i ∈ {6, 7}, j ∈ {8, 9} and we consider the
case e4 = e5. We will show first that |H21| ≤ |H11| holds also in this case. Consider
the cactoids T21 and T11 obtained by deleting the vertices a, b, c, d from H21 and H11.
Since edge e4 = e5 connects vertices a and b, it is also deleted when the cactoids are
formed. Each of the cactoids T11 and T21 has now only the 4 pointers ej , 6 ≤ j ≤ 9. A
simple inspection of the proof given above shows that |H21| ≤ |H11| holds also in this
case. Furthermore, |H22| ≤ |H21| can be shown in the same way. The cases e4 = e8 and
e5 = e6 can be handled in a very similar way. This completes the proof of the claim. ��
Our main result follows now as an immediate consequence of Theorem 2.

Corollary 1. For a 3-regular graph G with n vertices, SC(G, F̃) ≥ SC(G‖(n), F̃) =

3− ( 3
4

)n/2
.

We can also show that equality does not hold in Corollary 1.

Example 1. There is a 3-regular graph for which the Social Cost of the standard fully
mixed Nash equilibrium is larger than for the corresponding parallel links graph.

4 Coordination Ratio

In this section, we present a bound on the Coordination Ratio for pure Nash equilibria.

Theorem 3. Restricted to pure Nash equilibria, CR = Θ
(

log n
log log n

)
.

Observation 1. Restricted to pure Nash equilibria, for any interaction graph G,
CRG ≤ ΔG, and this bound is tight.
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5 The Fully Mixed Nash Equilibrium

In this section, we study the fully mixed Nash equilibrium. For a graph G = (V,E), for
each edge jk ∈ E, denote jk the user corresponding to the edge jk. Denote p̂jk and p̂kj

the probabilities (according to P) that user jk chooses machines j and k, respectively.
For each machine j ∈ V , the expected load of machine j excluding a set of edges Ẽ,
denoted πP(j) \ Ẽ, is the sum

∑
kj∈E\E p̂kj . As a useful combinatorial tool for the

analysis of our counterexamples, we prove:

Lemma 3 (The 4-Cycle Lemma). Take any 4-cycle C4 in a graph G, and any two
vertices u, v ∈ C4 that are non-adjacent in C4. Consider a Nash equilibrium P for G.
Then, πP (u) \ C4 = πP (v) \ C4.

Non-Existence Results. We first observe:

Counterexample 1. There is no fully mixed Nash equilibrium for trees and meshes.

We remark that the crucial property of trees that was used in the proof of Counterex-
ample 1 is that each tree contains at least one leaf. Thus, Counterexample 1 actually
applies to the more general class of graphs with no vertex of degree 1. We continue to
prove:

Counterexample 2. For each graph in Figure 6, there is no fully mixed Nash equilib-
rium.

Our six counterexample graphs suggest that the existence of 4-cycles across the “bound-
ary” of a graph or 1-connectivity may be crucial factors that disallow the existence of
fully mixed Nash equilibria. Of course, this remains yet to be proved.

Fig. 6. Six counterexample graphs

Uniqueness and Dimension Results. For Complete Bipartite Graphs, we prove:

Theorem 4. Consider the complete bipartite graph Kr,s, where s ≥ r ≥ 2 and s ≥ 3.
Then, the fully mixed Nash equilibrium F for Kr,s exists uniquely if and only if r > 2.
Moreover, in case r = 2, the fully mixed Nash dimension of Kr,s is s− 1.
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Hypercube Graphs. Observe first that, in general, any point in (0, 1)r is mapped to a
fully mixed Nash equilibrium with equal Nash probabilities on all edges of the same
dimension (and “pointing” to the same direction). This implies:

Observation 2. Consider the hypercube Hr, for any r ≥ 2. Then, the fully mixed Nash
dimension of Hr is at least r.

To show that r is also an upper bound, we need to prove that no other fully mixed Nash
equilibria exist. We manage to do this only for r ∈ {2, 3}.
Theorem 5. Consider the hypercube Hr, for r ∈ {2, 3}. Then, the fully mixed Nash
dimension is r.

Worst-Case Equilibria. We present two counterexamples to show that a fully mixed
Nash equilibrium is not necessarily the worst-case Nash equilibrium, but it can be.

Counterexample 3. There is an interaction graph for which no fully mixed Nash equi-
librium has worst Social Cost.

Counterexample 4. There is an interaction graph for which there exists a fully mixed
Nash equilibrium with worst Social Cost.

Acknowledgments. We thank Paul Spirakis and Karsten Tiemann for helpful discus-
sions on the topic of our work.
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3. A. Czumaj and B. Vöcking, ”Tight Bounds for Worst-Case Equilibria,” Proceedings of the
13th Annual ACM Symposium on Discrete Algorithms, pp. 413–420, 2002.

4. E. Even-Dar, A. Kesselman and Y. Mansour, “Convergence Time to Nash Equilibria,” Pro-
ceedings of the 30th International Colloquium on Automata, Languages and Programming,
pp. 502–513, LNCS 2719, 2003.

5. R. Feldmann, M. Gairing, T. Lücking, B. Monien and M. Rode, ”Nashification and the Co-
ordination Ratio for a Selfish Routing Game,” Proceedings of the 30th International Collo-
quium on Automata, Languages and Programming, pp. 514–526, LNCS 2719, 2003.
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Abstract. We propose a simple and intuitive cost mechanism which as-
signs costs for the competitive usage of m resources by n selfish agents.
Each agent has an individual demand; demands are drawn according to
some probability distribution. The cost paid by an agent for a resource
she chooses is the total demand put on the resource divided by the num-
ber of agents who chose that same resource. So, resources charge costs
in an equitable, fair way, while each resource makes no profit out of the
agents.

We call our model the Fair Pricing model. Its fair cost mechanism
induces a non-cooperative game among the agents. To evaluate the Nash
equilibria of this game, we introduce the Diffuse Price of Anarchy, as an
extension of the Price of Anarchy that takes into account the probability
distribution on the demands. We prove:

– Pure Nash equilibria may not exist, unless all chosen demands are
identical; in contrast, a fully mixed Nash equilibrium exists for all
possible choices of the demands. Further on, the fully mixed Nash
equilibrium is the unique Nash equilibrium in case there are only two
agents.

– In the worst-case choice of demands, the Price of Anarchy is Θ(n);
for the special case of two agents, the Price of Anarchy is less than
2 − 1

m
.

– Assume now that demands are drawn from a bounded, independent
probability distribution, where all demands are identically distributed
and each is at most a (universal for the class) constant times its ex-
pectation. Then, the Diffuse Price of Anarchy is at most that same
constant, which is just 2 when each demand is distributed symmet-
rically around its expectation.
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1 Introduction

Motivation, Framework and Overview. We propose and analyze a very simple
and intuitive cost mechanism for pricing the competitive usage of a collection of
m resources by a collection of n selfish agents, each coming with an individual
demand. Demands are drawn according to some (perhaps unknown) probability
distribution. This assumption is suitable for many practical situations (e.g., self-
ish sharing of bandwidth) where repeatedly revealing the demands allows their
statistical modeling.

The key feature of our mechanism is its reliance on a very natural fairness
principle in cost sharing. Namely, the cost charged to an agent for a resource
she chooses is the total demand on the resource divided by the number of agents
who chose that same resource; we call it Resource Cost.

Such a cost mechanism represents a very natural sharing scheme that is often
used in real life; for example, restaurants offering an “all-you-can-eat” buffet
charge a fixed price to each customer, which is calculated to alleviate all restau-
rant costs over customers. Moreover, Internet service providers and operators in
telecommunication networks often charge a flat amount in case the demands of
agents on bandwidth do not differ much – see, for example, [19, 20], or the more
recent [18] and references therein. Moreover, this cost mechanism represents a
fair pricing scheme since no resource makes any profit by overcharging, while all
agents sharing the same resource are treated equally.

In reflection to the fairness principle encapsulated in its cost mechanism, our
pricing model will be coined as the Fair Pricing model. Its fair cost mechanism
induces a non-cooperative strategic game, which we call FairPricingGame, whose
players and strategies are the agents and resources, respectively. We analyze the
Nash equilibria [16] (both pure and mixed) for FairPricingGame; roughly speak-
ing, these are stable states from which no agent has an incentive to unilaterally
deviate. In particular, we consider the fully mixed Nash equilibrium where each
agent selects each resource with non-zero probability. While offering in addition
an advantage with respect to convenience in handling, the fully mixed Nash
equilibrium is suitable for our economic framework under the very natural as-
sumption that each resource offers usage to all agents without imposing any
access restrictions.

We define Optimum as the least possible maximum (over resources) Resource
Cost; for a Nash equilibrium, we define Social Cost as the expectation, over random
choices of the agents, of maximum (over resources)Resource Cost. We observe that
Optimum is achieved when all agents choose the same resource (Proposition 1).

The Price of Anarchy [9, 17] is the ratio of Social Cost over Optimum in the
worst-case pair of chosen demands and Nash equilibrium. To evaluate the Nash
Equilibria of the FairPricingGame, we use both the Price of Anarchy and the
Diffuse Price of Anarchy, an extension of the former, which we introduce to ac-
commodate the (arbitrary but specific) probability distribution on the demands.

The Diffuse Price of Anarchy. The main argument for using worst-case demands
in the definition of the Price of Anarchy [9] is that the distribution of the de-
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mands is not known. However, the Price of Anarchy takes this argument way
too far. It assumes that nothing is known about the distribution, so that any
distribution on the demands is possible. The worst-case distribution prevailing
in the definition of the Price of Anarchy is the one in which the worst-case
demand occurs with probability one. We extend this definition to remove this
assumption while avoiding to assume full knowledge about the distribution of
demands. Roughly speaking, the Diffuse Price of Anarchy is the worst-case, over
all allowed probability distributions, of the expectation (according to each spe-
cific probability distribution) of the ratio of Social Cost over Optimum in the
worst-case Nash equilibrium.

Summary and Contribution. We prove that the FairPricingGame may not have a
pure Nash equilibrium unless all chosen demands are identical (Theorem 1). The
proof argues that the Resource Costs of all resources are identical in a pure Nash
equilibrium. In contrast, we show that a fully mixed Nash equilibrium always
exists (Theorem 2). For the case of two agents, we prove that the fully mixed
Nash equilibrium is the unique Nash equilibrium (Theorem 3).

We next prove that the Price of Anarchy can be as large as Θ(n); we establish
both lower and upper bounds (Theorems 4 and 6). A tighter analysis applies to
the case of two agents to yield that the Price of Anarchy is then less than 2− 1

m
(Theorem 5).

To mitigate the high Θ(n) bound on the Price of Anarchy, we seek structure
in the probability distributions of demands. The outcome has been the identifi-
cation of an interesting class of probability distributions on demands for which
the Diffuse Price of Anarchy is upper bounded by a constant (Theorem 7). This
is a very simple but broad class of so called bounded, independent probability dis-
tributions – there, roughly speaking, demands are independent and identically
distributed, while each demand may not exceed a universal for the class constant
times its expectation. Under the additional assumption that each demand is sym-
metrically distributed around its expectation, this universal constant is just 2.
To the best of our knowledge, our work is the first to prove something nontrivial
about an averaged Price of Anarchy such as the Diffuse Price of Anarchy we
have introduced.

Related Work. Our Fair Pricing model is partly motivated by the KP model [9]
for selfish routing; there is a vast volume of research about selfish routing with
unsplittable demands (see, e.g., [2, 3, 4, 8, 9, 11]). The KP model overcharges the
total demand on a resource to each and every agent choosing the resource. To
the best of our knowledge, our Fair Pricing Model is the first work to explicitly
formulate and evaluate, using the Price of Anarchy, a theoretical model of cost
sharing with resources and selfish agents that charges the fair share of the total
demand to each agent choosing the resource; of course, proportional cost sharing
models such as ours have been considered before in Computer Science (e.g., in
the microprocessor scheduling/sharing model).

Studied in the Economics literature are several pricing models similar to (but
different than) our Fair Pricing model. These pricing models have mostly con-
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sidered an economic system with a single resource and multiple agents, each
choosing its individual demand as its strategy; these models have addressed the
problem of identifying the most suitable cost function for the single resource
according to several axiomatic criteria, such as monotonicity and envy-freeness.
Two prominent examples of such pricing models are Average Cost Pricing [1]
and Serial Cost Sharing [14, 15]; they will be discussed in more detail in Sect. 2.
The essential differences between our Fair Pricing model and those studied in the
Economics literature are that we consider multiple resources (albeit identical)
and we model the strategy of an agent as some resource. As a result, associated
with the two approaches are different notions of equilibria exhibiting different
properties.

The Price of Anarchy was originally proposed by Koutsoupias and Papadim-
itriou, and further advocated by Papadimitriou [17], as a measure of performance
degradation in systems with resources shared by selfish agents. The Diffuse Price
of Anarchy is motivated by the Diffuse Adversary studied by Koutsoupias and
Papadimitriou [10] as an alternative to worst-case adversaries usually considered
for competitive analysis in online computing. So, Diffuse Competitive Ratio is
to Competitive Ratio in Online Computing what Diffuse Price of Anarchy is to
Price of Anarchy in Selfish Computing.

The fully mixed Nash equilibrium was originally proposed by Mavronicolas
and Spirakis [13]; its various existence and uniqueness properties were subse-
quently studied very extensively; see, e.g., [3, 4, 5, 11, 12]. Coordination mecha-
nisms [2] are another means for reducing the Price of Anarchy.

Hayrapetyan et al. [6] presented and analyzed (using the Price of Anarchy)
a pricing game to capture the interaction between service providers and users
over the Internet. Their pricing model addresses the competition of network
managers for users via prices and the quality of service provided; it addresses
neither fairness nor distributions on demands, which are the two main ingredients
of our model.

Organization. Section 2 introduces the Fair Pricing model and summarizes some
preliminary facts. Pure Nash equilibria and fully mixed Nash equilibria are
treated in Sect. 3 and 4, respectively. Sections 5 and 6 present our results for the
Price of Anarchy and the Diffuse Price of Anarchy, respectively. We conclude,
in Sect. 7, with a discussion of our results and suggestions for further research.

2 The Fair Pricing Model

Our Fair Pricing model was originally motivated by the standard KP model for
selfish routing [9]; it departs from it by encompassing some stochastic assump-
tions on user demands, and notions of pricing and fairness as well.

Notation. For an event E in a sample space, denote Pr{E} the probability
of event E occurring. For a random variable X that follows the probability
distribution D, denote ED(X) the expectation of X (according to the probability
distribution D). For any integer m ≥ 2, denote [m] = {1, . . . ,m}.
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Agents and Resources. We consider a collection M = {1, 2, . . . ,m} of identical
resources, and a collection N = {1, 2, . . . , n} of agents. Associated with an agent
i ∈ N is a demand wi ∈ IR+. We assume that demands are chosen according to
some (known) joint probability distribution D, which comes from some (known)
class Δ of possible distributions. We consider D to be the steady state distribu-
tion of some ergodic stochastic process that generates demands. We will often
fix a particular outcome of the experiment of choosing demands (according to
D), which is a n × 1 demand vector w. Denote W =

∑
i∈N wi and Ŵ = W

n .
Note that wi

W
≤ n for all agents i ∈ N . We will be assuming, without loss of

generality, that w1 ≥ w2 ≥ . . . ≥ wn. We usually use subscripts for agents and
superscripts for resources.

Strategies and Assignments. A pure strategy for agent i ∈ N is some specific
resource; a mixed strategy for agent i is a probability distribution on the set of
pure strategies. A pure assignment L ∈Mn is a collection of pure strategies, one
per agent. Similarly, a mixed assignment P is a collection of mixed strategies,
one per agent. A mixed assignment is represented by an n×m probability matrix
P of mn probabilities pj

i , i ∈ N and j ∈ M, where pj
i is the probability that

agent i selects resource j. Clearly, for each agent i ∈ N ,
∑

j∈M pj
i = 1. For

each agent i ∈ N , the support of agent i in the mixed assignment P is the set
of resources Si = {j ∈ M | pj

i > 0}; thus, the support of agent i is the set of
resources which i chooses with non-zero probability. P is fully mixed [13] if for
all agents i ∈ N and resources j ∈ M, pj

i > 0; thus, each agent selects each
resource with non-zero probability.

Resource Demand, Resource Congestion, Resource Cost, Individual Cost and
Resource Profit. Fix a pure assignment L = 〈l1, l2, . . . , ln〉 and a resource j ∈M.
Define the Resource Demand on resource j, denoted W j(L), as the total demand
on resource j; that is, W j(L) =

∑
k∈N :lk=j wk. Define the Resource Congestion

on resource j, denoted nj(L), as the total number of agents on resource j; that
is, nj(L) =

∑
k∈N :lk=j 1 = |{k ∈ N | lk = j}|. The Resource Cost on resource j,

denoted RCj(L), is the ratio W j(L)
nj(L) if nj(L) > 0, and 0 otherwise. The Individual

Cost for agent i ∈ N , denoted ICi(L), is defined to be RCli(L); so, ICi(L) =
W li (L)
nli (L) , and the Individual Cost of agent i is the Resource Cost of the resource
she chooses. Although Individual Cost is identified with Resource Cost in the
specific case of the Fair Pricing model considered here, this may not be true in
general. So, we chose to introduce both in order to offer convenience to future
cost sharing models that will explicitly distinguish between them.

The Resource Profit of resource j ∈ M, denoted RPj(L), is defined as
RPj(L) =

∑
k∈N :lk=j ICk(L) − W j(L); intuitively, the profit of a resource is

the total cost it charges to agents choosing it minus the total demand it serves.
This definition is very general since it applies to all possible specifications of
Individual Cost. Clearly, for the specific way we defined Individual Cost in this
work, all Resource Profits are zero. However, we still chose to introduce Resource
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Profit as an important metric for general theoretical models of cost sharing, even
though it happens to be zero in the specific case of the Fair Pricing model consid-
ered here. We believe that Resource Profit merits explicit investigation in other
cost sharing models as well. We often drop the arguments of the various costs
when these are clear from context.

Other Cost Sharing Models. Similar cost sharing models from the Economics lit-
erature have considered Resource Costs and Individual Costs similar to the ones
we employed in our Fair Pricing model. We will comment (using the terminology
adopted in this work) on the two most closely related ones, namely the Average
Cost Pricing [1] and the Serial Cost Sharing [14, 15] models. Both of them use a
nondecreasing Cost Function Cl for each resource l ∈ [m], and take as Resource
Cost the value Cl(

∑
k∈N :lk=l wk). This value is different than the Resource Cost

adopted here, even if Cl is the identity function. The crucial difference is that
the latter depends on (in particular, decreases with) the Resource Congestion for
resource l, while the former ignores Resource Congestion completely. Moreover,
both models seek ways to share the Resource Cost Cl(

∑
k∈N :lk=l wk) among the

selfish agents choosing the resource l.

– In the Average Cost Pricing model [1], the Individual Cost of agent i ∈ N
choosing resource l ∈ [m] in the pure assignment L is

ICi(L) =
wi∑

k∈N :lk=l wk
Cl(

∑
k∈N :lk=l

wk) .

– In the Serial Cost Sharing model [14, 15], there are intuitive, systematical
formulas for the Individual Costs of the agents choosing a resource l ∈ [m],
which we will demonstrate for the special case of three agents with demands
w1 ≥ w2 ≥ w3. We refer to a pure assignment L. The Individual Cost of

agent 3 with the smallest demand is IC3(L) = Cl(3w3)
3 . This is similar to

(but different than) the fair share of Resource Cost employed in the Fair
Pricing model, and it depends on the Resource Congestion (equal to 3) in
a way identical to the one in our model. This is not true for the rest of the
agents. The Individual Cost of agent 2 is

IC2(L) =
Cl(w3 + 2w2)− IC3(L)

2
=

Cl(w3 + 2w2)
2

− Cl(3w3)
6

.

Finally, agent 1 pays the rest of Resource Cost, and this is calculated to be

IC1(L) = Cl(w1 + w2 + w3)− Cl(w3 + 2w2)
2

+
Cl(3w3)

6
.

All Individual Costs depend on Resource Congestion, but in a way much
more involved (but probably noteworthy) than the one in our Fair Pricing
model. The Serial Cost Sharing model reflects the principle that the Indi-
vidual Cost of an agent does not depend on user demands that are larger
than its own; this principle is violated in the Fair Pricing model.
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Expectations in Mixed Assignments. For a mixed assignment P, all resource de-
mand, resource congestion and Resource Cost become random variables induced
by the probability distribution P. We define the expected resource demand, the
expected congestion demand and the Expected Resource Cost as the expectations
of resource demand, resource congestion and Resource Cost, respectively, ac-
cording to P. The Conditional Expected Individual Cost ICj

i of agent i ∈ N on
resource j ∈ M is the conditional expectation of the Individual Cost of agent i
had she been assigned to resource j. The Expected Individual Cost ICi of agent
i is the expectation of her Conditional Expected Individual Cost on a resource;
so, ICi =

∑
j∈M pj

i IC
j
i .

Nash Equilibria. The definition of Expected Individual Cost completes the def-
inition of a strategic game that models fair pricing of resource usage, which we
call FairPricingGame. We are interested in the induced (both pure and mixed)
Nash equilibria [16] of FairPricingGame. Formally, the pure assignment L is a
pure Nash equilibrium if for each agent i ∈ N , the Individual Cost ICi(L) is
minimized (given the pure strategies of the other agents); thus, no agent can
unilaterally improve her own Individual Cost. The mixed assignment P is a
mixed Nash equilibrium if for each agent i ∈ N , the Expected Individual Cost
ICi(L) is minimized (given the mixed strategies of the other agents); thus, no
agent can unilaterally improve her own Expected Individual Cost. The partic-
ular definition of Expected Individual Cost implies that for each agent i ∈ N ,
for each resource j ∈ M such that pj

i > 0, all Conditional Expected Individual
Costs ICj

i are the same and no more than any Conditional Expected Individual
Cost ICl

i with pl
i = 0.

Social Cost and Optimum. We proceed to define Social Cost, Optimum and
the Price of Anarchy for the specific FairPricingGame we consider. Associated
with a mixed Nash equilibrium P is the Social Cost SC(w,P), which is the
expectation, over all random choices of the agents, of the maximum Resource
Cost; thus, SC(w,P) = EP

(
maxj∈M RCj

)
. By definition of Resource Cost, we

may explicitly write,

SC (w,P) =
∑

〈l1,l2,...,ln〉∈Mn

n∏
i=1

pli
i max

j∈M

{ ∑
k∈N :lk=j wk

|{k ∈ N : lk = j}|
}

.

On the other hand, the Optimum associated with a demand vector w, denoted
OPT(w), is the least possible, over all pure assignments, maximum Resource
Cost; thus, OPT(w) = minL∈Mn maxj∈M RCj(w,L), and explicitly,

OPT (w) = min
〈l1,l2,...,ln〉∈Mn

max
j∈M

{ ∑
k∈N :lk=j wk

|{k ∈ N : lk = j}|
}

.

Proposition 1. For any demand vector w, OPT(w) = W
n .

Proof. Fix any demand vector w. Clearly, the pure assignment σ where all agents
are assigned to the same resource achieves Social Cost W

n . Since σ is no better
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than the optimal assignment, it follows that OPT(w) ≤ W
n . So, it only remains

to prove that OPT(w) ≥ W
n .

Consider any arbitrary assignment α. Let resource l ∈ [m] be such that
SC(w, α) = W l(α)

nl(α) . By definition of Social Cost, it follows that for any re-

source j ∈ [m] such that nj > 0, W l(α)
nl(α)

≥ W j(α)
nj(α)

, or nj(α)
nl(α)

≥ W j(α)
W l(α)

.

Summing up over all such resources j ∈ [m] yields that
∑

j∈[m]:nj>0
nj(α)
nl(α)

≥
∑

j∈[m]:nj>0
W j(α)
W l(α)

, or that

∑
j∈[m]:nj>0 n

j(α)
nl(α)

≥
∑

j∈[m]:nj>0 W
j(α)

W l(α)
. Hence,

it follows that W l(α)
nl(α)

≥ W
n . By choice of resource l, this implies that SC(w, α) ≥

W
n . Since α was chosen arbitrarily, it follows that minα SC(w, α) ≥ W

n or

OPT(w) ≥ W
n , as needed to complete the proof. ��

Price of Anarchy and Diffuse Price of Anarchy. The Price of Anarchy (also
referred to as Coordination Ratio [9]), denoted PA, is the maximum value, over

all demand vectors w and (mixed) Nash equilibria P, of the ratio SC(w,P)
OPT(w) .

Proposition 1 immediately implies that

PA = max
w,P

( n

W
· SC(w,P)

)
.

The Diffuse Price of Anarchy for the class Δ is given by

DPAΔ = max
D∈Δ

(
ED

(
max

P

SC(w,P)
OPT(w)

))
.

Each fixed but arbitrary demand vector w induces a candidate value for the
Price of Anarchy (corresponding to the worst-case Nash equilibrium associated
with w), which is a function of the particular demand vector. Now, each fixed but
arbitrary probability distribution D induces an expectation on this value, which
is a function of the particular probability distribution D. Finally, the maximum
of these expectations, over all possible probability distributions, is the Diffuse
Price of Anarchy. Proposition 1 immediately implies that

DPAΔ = max
D∈Δ

(
ED

( n

W

(
max

P
SC(w,P)

)))
.

3 Pure Nash Equilibria

We prove:

Theorem 1 (Inexistence of Pure Nash Equilibria). There is a pure Nash
equilibrium if and only if all demands are identical.
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Proof. Assume first that all demands are equal to w, i.e. all demands are iden-
tical. Then, in any pure Nash assignment, the Resource Cost on each resource j
such that nj > 0 is equal to w, which implies that all Individual Costs are also
equal to w. Hence, every pure assignment is a Nash equilibrium.

Assume now that there is a pure Nash equilibrium L. For each resource j ∈M,
denote wj

1, . . . , w
j
nj the demands assigned to resource j. So,

∑
1≤k≤nj w

j
k = W j .

Fix now a resource j ∈ M with nj > 0. Since L is a Nash equilibrium, for each
agent k ∈ {1, 2, . . . , nj} assigned to resource j, and for each resource l ∈M, l �=
j, it holds that ICj

k ≤ ICl
k or W j

nj ≤ W l + wj
k

nl + 1
. Summing up over all such agents k

yields that W j ≤ njW l

nl + 1
+ W j

nl + 1
. Rearranging terms yields that nlW j ≤ njW l.

This implies that for any pair of resources j, l ∈ M with nj , nl > 0, W j

nj = W l

nl .

Note now that for each agent k ∈ {1, 2, . . . , nj}, wj
k

nl + 1
≥ W j

nj − W l

nl + 1
. We

consider the implications of this inequality in two possible cases.

– Assume first that nl = 0 (in which case W l = 0 as well). Then, wj
k ≥ W j

nj .
– Assume now that nl > 0. In this case, recall that W j

nj = W l

nl . So, the inequality

implies that wj
k

nl+1 ≥ W l

nl − W l

nl+1 = W l

nl(nl+1) , implying that wj
k ≥ W l

nl = W j

nj .

So, in all cases, wj
k ≥ W j

nj for all k ∈ {1, 2, . . . , nj}. This implies that wj
1 =

wj
2 = . . . = wj

nj = W j

nj . Since, however, W j

nj = W l

nl for any pair of resources
j, l ∈M with nj , nl > 0, it follows that all demands are identical, as needed. ��

4 Fully Mixed Nash Equilibria

We prove:

Theorem 2 (Existence of Fully Mixed Nash Equilibrium). There is al-
ways a fully mixed Nash equilibrium.

Sketch of Proof. Fix any demand vector w. Consider the fully mixed assignment
F, with f j

i = 1
m for each pair of an agent i ∈ N and a resource j ∈ M. We

calculate the Conditional Expected Individual Cost of agent i on resource j.
There are two cases.

– Assume first that no agent other than i selects resource j. This occurs with
probability (1− 1

m )n−1, and it contributes w1 (1− 1
m )n−1 to ICj

i .
– Fix now any integer k, where 2 ≤ k ≤ n, and assume that k−1 agents other

than i select the resource j. This occurs with probability ( 1
m )k−1(1− 1

m )n−k.
There are

(
n−1
k−1

)
pure assignments where exactly k−1 agents (besides i) select

resource j, and each agent t �= i selects resource j in exactly
(
n−2
k−2

)
of these

assignments. Thus, the total contribution of all such assignments to ICj
i is

1
k · ( 1

m )k−1(1− 1
m )n−k ·

((
n−1
k−1

)
wi +

(
n−2
k−2

)
W−i

)
, where W−i =

∑
t∈N :t�=i wt.
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Hence, it follows that

ICj
i =wi 1 − 1

m

n−1

+
n

k=2

1
k

1
m

k−1

1 − 1
m

n−k
n − 1
k − 1

wi +
n − 2
k − 2

W−i .

Since ICj
i is independent of j, it follows that F is a fully mixed Nash equilibrium,

as needed. ��
Call F, with f j

i = 1
m for each pair of an agent i ∈ N and resource j ∈ M

from the proof of Theorem 2 the standard fully mixed Nash equilibrium. We next
present a combinatorial proof of a uniqueness property for the standard fully
mixed Nash equilibrium in the case of two agents.

Theorem 3 (Uniqueness of Standard Fully Mixed Nash Equilibrium
for n = 2). The standard fully mixed Nash equilibrium is the unique Nash
equilibrium in the case of n = 2 agents with nonidentical demands.

Sketch of Proof. Fix any demand vector w. Consider any arbitrary Nash equilib-
rium P. We will prove that (necessarily) P = F, the fully mixed Nash equilibrium
from Theorem 2.

We first prove a simple fact, namely that the supports S1 and S2 of agents 1
and 2, respectively, intersect. By way of contradiction, assume otherwise; that is,
assume that S1∩S2 = ∅. Without loss of generality, take that w1 > w2. Consider
any resource � ∈ S2. Clearly,

IC1 = w1 > w1 +
w2 − w1

2
p
2 = w1(1− p

2) +
w1 + w2

2
p
2 = IC

1 ,

a contradiction to the fact that P is a Nash equilibrium. So, take any resource
j ∈ S1 ∩ S2. Clearly,

IC1 = ICj
1 = w1(1− pj

2) +
w1 + w2

2
pj
2 = w1 +

w2 − w1

2
pj
2 , and similarly,

IC2 = w2 +
w1 − w2

2
pj
1 .

Note that IC1 < w1 and IC2 > w2. We next argue that S1 = S2 = M.

– Assume that there exists a resource k ∈ S1 \ S2. Then ICk
1 = w1 > IC1, a

contradiction.
– Assume that there exists a resource k ∈ S2 \ S1. Then ICk

2 = w2 < IC2, a
contradiction.

It follows that S1 = S2. Assume that there exists a resource k /∈ S1. Then,
ICk

2 = w2 < IC2, a contradiction. It follows that S1 = S2 =M.
Fix now any pair of resources j, k ∈ S1 = M. Since P is a Nash equilibrium,

ICj
1 = ICk

1 , or equivalently w1(1 − pj
2) + w1 + w2

2 pj
2 = w1(1 − pj

2) + w1 + w2
2 pj

2.
or (w2−w1)p

j
2 = (w2−w1)pk

2 , or pj
2 = pk

2 . Since S2 =M, it follows that pj
2 = 1

m

for each resource j ∈ M. Similarly, we can prove that pj
1 = 1

m for each resource
j ∈M. So, P = F, as needed. ��
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The assumption of nonidentical demands in Theorem 3 is necessary since every
assignment is a Nash equilibrium when the two demands are identical. Moreover,
it does not hold in general that the standard fully mixed Nash equilibrium is
the unique Nash equilibrium. Consider, for example, the case where n = 3 and
m = 2 with w1 = w2; it is easy to see that the mixed assignment in which
agent 1 (resp., agent 2) is assigned to resource 1 (resp., resource 2), while agent
3 is assigned to each resource with probability 1

2 is a Nash equilibrium (other
than the standard fully mixed). We conjecture, however, that the standard fully
mixed Nash equilibrium is always the unique fully mixed Nash equilibrium.

5 The Price of Anarchy

5.1 Lower Bound

We prove:

Theorem 4. PA ≥ n
2e .

Sketch of Proof. Fix any demand vector w. Consider the fully mixed Nash equi-
librium F from Theorem 2 where each pure assignment occurs with the same
probability ( 1

m )n. Note that there are m(m − 1)n−1 pure assignments in which
the agent with maximum demand, say w1, is the unique agent assigned to the
resource she selects. In these pure assignments, the resource chosen by agent 1
is the resource with maximum Resource Cost. Thus,

SC (w,F) ≥
(

1
m

)n (
m(m− 1)n−1w1

)
=
(
m− 1
m

)n−1

w1 .

Fix now the demand vector w with w1 = Θ(2n) and wi = 1 for all agents
i �= 1. Then, clearly, w1

W ≥ 1
2 . Proposition 1 implies that OPT(w) = W

n . Hence,
PA ≥ nw1

W

(
m−1

m

)n−1 ≥ n
2

(
m−1

m

)n−1 ≥ n
2e for m = n, as needed. ��

5.2 Upper Bounds

We first prove an upper bound for the special case of 2 agents.

Theorem 5. Assume that n = 2. Then, PA < 2− 1
m .

Sketch of Proof. Fix any demand vector w. If w1 = w2 = w, then any (pure or
mixed) assignment has Social Cost w, which is equal to Optimum. In particular,
any Nash equilibrium does so, which implies that PA = 1. So take that w1 > w2,
and consider the fully mixed Nash equilibrium F from Theorem 2, which, by
Proposition 3, is the unique Nash equilibrium in this case.

Note that each pure assignment occurs with the same probability
( 1

m

)2.
Among all m2 pure assignments, there are m(m−1) pure assignments for which
the maximum Resource Cost is w1 (occurring when the two demands are put on
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different resources), and m pure assignments for which the maximum Resource
Cost is w1+w2

2 (occurring when both demands are put on the same resource).
So, SC (w,F) =

( 1
m

)2 (
m(m− 1)w1 + mw1+w2

2

)
= w1

(
1− 1

m

)
+ w1+w2

2
1
m . Since

OPT(w) = w1+w2
2 , it follows that PA =

2w1(1− 1
m )

w1+w2
+ 1

m < 2− 2
m + 1

m = 2− 1
m ,

as needed. ��
We now proceed to the general case of n ≥ 2 agents. We prove:

Theorem 6. PA ≤ w1
W · n.

Sketch of Proof. Fix any demand vector w. Note that for any pure assignment
and any resource j ∈M such that nj > 0, W j

nj ≤ w1. So, for any Nash equilibrium

P, SC (w,P) = EP
(
maxj∈M

W j

nj

)
≤ w1. So the Price of Anarchy is PA ≤ w1

W
n

=
w1
W n, as needed. ��
Theorem 6 immediately implies:

Corollary 1. Assume that for all agents k ∈ N , wk ≤ c · mini wi, for some
constant c > 0. Then, PA ≤ c.

6 The Diffuse Price of Anarchy

We prove an upper bound on the Diffuse Price of Anarchy for a special case of
the class Δ of probability distributions for the demands. We start by defining
this special class.

Definition 1 (Bounded, Independent Probability Distributions). The
class of bounded, independent probability distributions Δ includes all probability
distributions D for which the demands wi, i ∈ N , are independent, identically
distributed random variables such that:

– There is some parameter δD(n) < ∞ such that wi ∈ [0, δD(n)] for each
i ∈ N .

– There is some (universal) constant �Δ > 0 such that δD(n)
ED(wi)

≤ �Δ for each

i ∈ N .

In our proof, we will use the following general version of Hoeffding bound [7].

Proposition 2 (Hoeffding Bound [7]). Let X1, . . . , Xn be independent ran-
dom variables with ak ≤ Xk ≤ bk, for suitable constants ak and bk, for each
k ≥ 1. Denote X̄ = 1

n

∑n
k=1 Xk and μ̄ = E(X̄). Then, for any t > 0,

Pr
{
X̄ − μ̄ ≤ −t} ≤ exp

( −2n2t2∑n
k=1(bk − ak)2

)
.

Setting t = εμ, where 0 < ε � 1, and ak = 0 and bk = δ(n) for each k ≥ 1 in
Proposition 2 yields:
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Corollary 2. Let X1, . . . , Xn be independent random variables with 0 ≤ Xk ≤
δ(n), for some suitable δ(n) > 0, for each k ≥ 1. Denote X̄ = 1

n
∑n

k=1 Xk and

μ̄ = E(X̄). Then, for any t > 0, Pr
{
X̄ ≤ (1− ε)μ

} ≤ exp
(
−2nε2μ2

δ2(n)

)
.

We are now ready to prove:

Theorem 7. Consider the class Δ of bounded, independent probability distribu-
tions. Then:

1. DPAΔ ≤ �Δ

1− �Δ

√
1

2 ln n

+ n exp
(
− n

lnn

)
;

2. limn→∞DPAΔ ≤ �Δ.

Sketch of Proof. Fix any probability distribution D ∈ Δ. Fix any arbitrary de-
mand vector w drawn according to D. By Theorem 6, PA ≤ w1

Ŵ
. We will analyze

ED

(
w1

Ŵ

)
. Since all demands are identically distributed, linearity of expectation

implies that ED

(
Ŵ
)

= ED (w1). So, for any ε > 0,

ED

(
w1

Ŵ

)
≤ max

W≥(1−ε)ED(W )

w1

Ŵ
·Pr

{
Ŵ ≥ (1− ε)ED(Ŵ )

}
+ max

W≤(1−ε)ED(W )

w1

Ŵ
·Pr

{
Ŵ ≤ (1 − ε)ED(Ŵ )

}
≤ δD(n)

(1− ε)ED(Ŵ )
· 1 + n · exp

(
−2nε2E2

D(Ŵ )
δ2(n)

)
(since w1 ≤ δD(n) and by Corollary 2)

≤ δD(n)
(1− ε)ED(w1)

· 1 + n · exp
(−2nε2E2

D(w1)
δ2(n)

)
≤ �Δ

1− ε
· 1 + n · exp

(−2nε2

�2Δ

)
=

�Δ

1− �Δ

√
1

2 lnn

· 1 + n · exp
(
− n

lnn

)
(setting ε = �Δ

√
1

lnn ) ,

so that limn→∞ ED

(
w1

Ŵ

)
≤ �Δ. Since DPAΔ = maxD∈Δ (ED(PA)) and D was

chosen arbitrarily, both claims follow. ��
A special subclass of the class Δ of bounded, independent probability distri-
butions is the class Δsym ⊆ Δ of bounded, independent, expectation-symmetric
probability distributions. For each distribution D ∈ Δsym, each demand wi is dis-
tributed symmetrically around its expectation; this happens, for example, when
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each demand is uniformly distributed in the interval [0, δD(n)]. In this case, for

each demand wi, i ∈ N , ED(wi) = δD(n)
2 . So, in this case, �Δsym = 2, and

Theorem 7(2) implies:

Corollary 3. Consider the class Δsym of bounded, independent, expectation-
symmetric probability distributions. Then, limn→∞DPAΔsym ≤ 2.

7 Discussion and Directions for Future Research

We proposed here a very intuitive and pragmatic cost mechanism for pricing
the competitive usage of resources shared by selfish agents. This mechanism is
both distributed and fair. We presented results for the (pure and mixed) Nash
equilibria of the induced strategic game. We also presented bounds for both
the Price of Anarchy (considering worst-case demands) and the Diffuse Price
of Anarchy (assuming that demands of agents are drawn according to some
probability distribution from some wide class).

Our Fair Pricing model provides a concrete first step toward a systematic
way of treating such cost mechanisms for pricing the competitive usage of mul-
tiple resources. We are currently examining both more general pricing functions
and heterogeneous cases of selfish agents. We believe that our proof techniques
will be instrumental to obtaining corresponding results for related models and
problems. We also believe that our proposed Diffuse Price of Anarchy is of gen-
eral applicability in congestion games with players’ demands drawn according
to some known probability distribution. In particular, what are bounds on the
Diffuse Price of Anarchy for the Average Cost Pricing model [1] and the Serial
Cost Sharing model [14, 15]?

Acknowledgements. We would like to thank the anonymous WINE 2005 re-
viewers for their helpful comments.
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A Delay Pricing Scheme for Real-Time Delivery
in Deadline-Based Networks
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Abstract. We introduce a novel delay pricing and charging scheme in
deadline-based networks to support real-time data delivery. We study
the delay performance observed by individual users when different levels
of deadline urgency are specified and take a market-based approach to
determining a delay price. Our pricing and charging scheme can be used
to prevent greedy users from gaining an advantage by specifying arbi-
trarily urgent deadlines, and can also aid in network load control when
equipped with user budget constraints.

1 Introduction

Current and future computer networks are expected to accommodate an increas-
ing number of real-time applications. These applications may require timely de-
livery of real-time data. Example real-time data include stock quote updates,
bids in an online auction, state update messages in distributed multi-player in-
teractive games, audio and video data in video conferences, and voice data in IP
telephony. To ensure timely delivery of real-time data, quality of service (QoS)
support at the transport network is required.

Deadline-based network resource management [12, 6] is a framework that has
been developed to support real-time data delivery. In this framework, the notion
of application data unit (ADU) is used. An ADU may correspond to a file or
a frame in audio or video transport. Each real-time ADU is associated with a
delivery deadline, which is provided by the sending application. It represents the
time at which the ADU should be delivered at the receiver. The ADU deadlines
are mapped to packet deadlines at the network layer, which are carried by packets
and used by routers for channel scheduling. Deadline-based channel scheduling
algorithms are employed inside networks; packets with more urgent deadlines
are transmitted first. It has been shown that deadline-based scheduling achieves
superior performance to FCFS (First-Come First-Served) with respect to the
percentage of ADUs that are delivered on time [7, 6].

In deadline-based scheduling, the delay performance experienced by real-time
packets is largely affected by the deadline information that they carry, which
depends on the ADU deadlines provided by sending applications. If one is free
to specify the ADU deadline, a sender may try to gain an advantage by using
arbitrarily tight deadlines. This raises the issue of fairness as seen by network
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users. In this paper, we first study the impact of deadline urgency on the de-
lay performance experienced by real-time data. Our experiments show that by
specifying more urgent deadlines, a user can receive better service in terms of
the end-to-end response time. Therefore without a control mechanism in place,
a greedy user may obtain good service quality by specifying very tight deadlines.
Besides deadline urgency, the delay performance in deadline-based networks is
also affected by the load conditions along the ADU path. When the load is
light, the delay performance is good. When the load is heavy, congestion may
occur; queues at bottleneck links may grow significantly, the delay performance
deteriorates.

To prevent greedy users from specifying arbitrarily urgent deadlines, and to
control the level of load in order to maintain good delay performance, we develop
a novel delay pricing and charging scheme that takes into account both deadline
urgency and network load conditions. At each network channel, a delay price is
periodically computed based on the traffic deadline urgency and the traffic load
so that (i) the higher the level of deadline urgency, the higher the price, and
(ii) the heavier the network load, the higher the price. Each passing-by packet
is charged based on the delay it experiences at this channel and the current
channel price: the lower the delay it experiences, the higher the charge; the
higher the current channel price, the higher the charge. This charge is carried
by the packet and is accumulated along the entire packet path. Depends on the
size of network maximum transfer unit (MTU), an ADU may be fragmented into
multiple packets for transmission. If an ADU is delivered to the receiver on-time,
the ADU is charged based on the packet charges of all its packets. In determining
the channel price, a market-based approach from the field of microeconomics is
taken. At each channel, the demand is derived from the deadline information
carried by real-time packets, and the supply reflects the amount of time that is
needed to service these packets. Such a delay pricing scheme encourages users to
submit deadline requirements that best match their needs and capacity. Given
limited user budget for network transmissions, such a delay pricing and charging
scheme may aid in the process of load control so that performance degradation
due to congestion can be alleviated. We present our pricing and charging scheme,
and evaluate its performance by simulation.

This paper is organized as follows. In Section 2, the delay performance in
deadline-based networks when there are no pricing and charging schemes in
place is studied. The delay pricing and charging scheme that we developed is
presented in Section 3. Simulation results on its performance are reported in
Section 4. In Section 5, we review the related literature. Finally, in Section 6, we
conclude our work and suggest some topics for future research.

2 Deadline-Based Data Delivery

In this section, we study the impact of ADU deadlines on the delay performance
experienced. In previous studies on deadline-based networks, only the aggregated
performance of all traffic that is transmitted over the network was studied. In
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this work, we study the performance observed by individual ADUs and individ-
ual users. The different delay performance obtained will incur different cost to
senders after we introduce our pricing and charging scheme.

We first describe our performance model. At a sender, each generated ADU
is characterized by: size, source and destination addresses, deadline, and ar-
rival time. For simplicity, only real-time ADUs are considered. The support to
best-effort traffic will be discussed in Section 3.3. Segmentation of an ADU into
packets is performed at the sender before the packets are admitted to the net-
work. The maximum packet size at the network layer is 1500 bytes. Packets are
routed through the network until they reach their destination node. They are
then delivered to the receiver where packet re-assembly is performed. We assume
that fixed shortest-path routing is used and there are no transmission errors. For
simplicity, the processing times at the sender and the receiver are not included in
our model, and each packet carries the deadline of the ADU to which it belongs.

The deadline-based channel scheduling algorithm implemented is the T/H-
p(m) algorithm [6]. T stands for the time left (or packet deadline - current
time) and H is the number of remaining hops to destination. The value T/H is
calculated when a packet arrives at a router, it can be viewed as the urgency of
a packet; specifically, a packet with a smaller T/H means that it is more urgent.
At each scheduler, there are m queues, namely Q1, Q2, ..., Qm for real-time
traffic and one queue for best-effort traffic. The T/H values of packets in Q1
are the smallest among all queues, followed by Q2 which has the next smallest,
then Q3, Q4, until Qm. The fraction of real-time packets that are sent to Qi
is 1/m, i = 1..m. Head-of-the-line priority is used to serve packets in these
queues, including the best-effort queue, which has lower priority than Qm. Let
Tf denote the sum of the packet transmission time and the propagation delay on
the current channel. If a real-time packet is already late (T < Tf ) upon arrival
at a router, the packet is downgraded to best-effort. In our experiments, m of 4
is used.

For a real-time ADU, the delivery deadline is modeled as follows. Let x be
the end-to-end latency when there is no queueing and no segmentation. Also
let xp be the end-to-end propagation delay, y the size of the ADU, and cj the
capacity of the j-th channel along the path based on shortest-path routing.
Then x can be estimated by x = xp +

∑
j y/cj. The allowable delay is assumed

to be proportional to x. Hence, the delivery deadline for the ADU is given by
d = arrival time + kx, where k is referred to as a deadline parameter (k > 1).
In general, a smaller k means that the ADU has a more urgent deadline.

A 13-node network model is used in our simulation. Its topology is depicted
in Figure 1. The capacity of each channel is assumed to be 155 Mbit/sec. The
value shown on each link is the distance in miles. This is used to determine the
propagation delay. For each arriving ADU, the source and destination nodes are
selected at random. The ADU interarrival time is assumed to be exponentially
distributed, and the average ADU arrival rate is λ (in number of ADUs per
second). The size of each ADU is assumed to belong to one of two ranges: [500,
1500], and [1500, 500000], in bytes. The first range reflects the sizes of small
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Fig. 1. Network model

ADUs, i.e., one packet per ADU. The proportion of small ADUs is kept at
25%. ADU size is assumed to be uniformly distributed within each of these two
ranges. At each scheduler, we assume that a finite buffer is in place. Modern
routers usually have large buffer sizes that can accommodate between 100 and
200 ms’ worth of data with respect to link capacity [2]. We will consider buffer
sizes within this range. For simplicity, we assume that packets dropped due to
buffer overflow are not re-transmitted. The performance measure of interest is
the end-to-end response time.

Two experiments were carried out. The first experiment is to compare the
performance of two benchmark ADUs that have the same size, arrival time,
sender and receiver, but have different deadlines. The following model parameters
are used for background traffic in this experiment. We choose 1200 ADUs/sec as
the ADU arrival rate λ. This corresponds to 90% utilization on the bottleneck.
At this level, the delay difference between two ADUs with different deadline
urgency is larger, thus is more obvious, than at a lower load level. The deadline
parameter k was assumed to be 1 + ẽ where ẽ is exponentially distributed with
mean 0.4. With this model, a variety of deadline urgency can be represented.
For each outgoing channel, the total buffer size was assumed to be 3.1MByte.
This corresponds to 160 ms’ worth of data with respect to the link capacity.
The sizes of the two benchmark ADUs are 5000 bytes. The end-to-end latency
x in this case is 33 ms. Let end-to-end deadline denote the time period between
when an ADU is submitted by a sending application for transmission and the
ADU deadline. The end-to-end deadlines for the two ADUs are chosen to be 100
and 500 ms respectively. Thus one deadline is more urgent than the other. The
response times obtained by these two ADUs are shown in Table 1. Ignore the

Table 1. Two ADUs with different deadlines

ADU End-to-end deadline (ms) Response time (ms) ADU charge (cu)
1 100 39.57 1.50
2 500 120.84 0.14
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Table 2. A flow when with different levels of deadline urgency

Deadline parameter Mean response time (ms) Mean ADU charge (cu)
k = 1.4 80.3 353.52
k = 1.5 86.4 306.30

last column for now, it can be observed that the ADU with the more urgent
deadline has lower response time.

In the second experiment, we compare the performance of a benchmark flow
(flow 0) when its level of deadline urgency is varied. In our experiments, a flow
denotes a sequence of ADUs that are sent between a given sender and a given
receiver. All background traffic is the same as in the first experiment, except
that the value of ẽ is 0.5 for the deadline parameter k. The deadline parameter
for Flow 0’s ADUs is varied from 1.4 to 1.5, thus we can compare the delay
performance when flow 0’s deadline is more urgent than the average deadline
of background traffic with the delay performance when flow 0’s deadline has
the same urgency as the average deadline of background traffic. Flow 0’s mean
response time performance is shown in Table 2. It can be observed that when with
identical background traffic, flow 0 is able to achieve lower average response time
when its ADU deadlines are more urgent. We conclude that in deadline-based
networks, the delay performance largely depends on the deadline urgency. When
competing with the same background traffic, an ADU or a flow of ADUs can raise
their service priority, thus obtaining better delay performance by using more
urgent deadlines. An important objective of our pricing and charging scheme is
to prevent such greedy behaviours.

3 Delay Pricing in Deadline-Based Networks

In this section, we present the channel delay pricing and the packet and ADU
charging scheme that we have developed. Some implementation issues are then
discussed.

3.1 A Market-Based Approach to Delay Pricing

In deadline-based networks, each packet carries a deadline, which specifies the
requirement on its delay performance. At each hop, the T/H value calculated
indicates the delay requirement of this packet on this channel; namely, if the
response time at this hop is less than or equal to T/H, and if every hop along
the packet path manages to achieve so, then the packet will arrive at the receiver
on-time. From an economic point of view, the finite capacity and the transmission
service at each channel is the scarce resource sought by real-time packets. The
packet T/H values reflect the demand on the resource; and the time it takes to
service a set of packets signifies the capability, i.e., the supply available at the
channel. The goal at each channel is to utilize a pricing mechanism to urge the
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adjustment of demand so that the difference between the supply and the demand
can be kept minimal.

We take a market-based approach from the field of microeconomics, and de-
termine a market price, called channel delay price, at each channel based on
the relation between the demand and the supply. An iterative tatonnement pro-
cess [11] is used. The channel delay price is updated every price update interval.
During each update interval, for each departing packet, the following informa-
tion is recorded and accumulated: (i) the packet T/H value, and (ii) the packet
response time. The packet response time is defined as the sum of the queueing
delay, the packet transmission time, and the channel propagation delay. Let DT

denote the total T/H value of all departing packets, and ST be the total packet
response time of all departing packets. At the end of the update interval n, the
channel delay price p for the update interval n + 1 is defined as:

pn+1 = {pn + σ ∗ (D − S)/S, 0}+ (1)

where D = 1/DT , and S = 1/ST . σ is an adjustment factor, which can be used
to trigger faster or slower responses of the channel price to the amount D−S. At
system initialization, p0 is set to zero. In addition, only positive channel delay
prices are defined.

It should be noted that the channel price is higher (i) when the deadline
urgency is higher, i.e., when DT is lower; and (ii) when the load is heavier, i.e.,
when ST is higher. We assume that the channel prices can be made available to
network users. In response to the changes of the channel delay price, adaptive
users with budget constraints may adjust their requirements in terms of the
deadline urgency and the offered load. The end result is that at the channel with
the heaviest load, the resource demand can be driven towards the amount of
supply, and at every other channel, the demand is no greater than the supply.
Under these conditions, good service quality can be achieved.

3.2 Calculation of Packet and ADU Charges

Using the channel delay pricing scheme presented above, we describe a method to
calculate packet and ADU charges. Note that in this work, we focus on devising
a delay charging scheme that aims at two objectives: (1) to provide an incentive
for users to submit requests with the QoS requirement that best matches their
need, and (2) to control network load so that good delay performance can be
maintained. In general, network charging schemes usually contain certain charges
in order to assure the return on investment; these charges may cover the cost for
constructing, maintaining, and upgrading the network. In this paper, however,
we do not consider these charges and focus on the delay charge only.

A per-packet per-channel charging scheme is developed in our framework. At
each channel, upon each packet departure, the packet response time da is cal-
culated: the queueing delay can be obtained by subtracting the packet arrival
time from the current time, the transmission delay can be computed using the
packet size and the channel capacity, the propagation delay is fixed and given.
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Let p be the current channel delay price. The packet charge g at this channel
is defined as: g = p/da. Define a new packet header field called “accumulated
charge”. It keeps track of the total delay charge incurred by this packet at all
channels along its path. If a packet arrives at the receiver on-time, the value of
this field is retrieved and is taken as the packet charge. If an ADU is delivered
on-time, its ADU charge is defined as the sum of all its packets’ charges. Late
packets and ADUs are not charged.

3.3 Network Layer Issues

In our pricing scheme, the channel delay prices are updated periodically at con-
stant time intervals. This can be easily implemented using either hardware or
software timer interrupts. In general, the length of the update interval should not
be too short, this way a good number of T/H value and response time samples
can be collected to estimate the current resource demand and supply. A length
that is much longer than the average packet transmission time should be used.
The update interval should not be too long either, in this way the short-term
traffic conditions can be accounted for.

Our pricing and charging scheme introduces some processing overhead inside
routers. This includes packet response time calculation, and accumulation of the
T/H values and the packet response times for all departing packets. However,
because none of these operations depends on the queue size, we consider this
overhead to be in-expensive in terms of implementation. The computation of
delay prices only occurs once every update interval, which is much longer than
the mean packet transmission time, therefore is not considered costly either. The
“accumulated charge” header field can also be easily added using packet header
options or similar mechanisms.

The social fairness aspect of a pricing scheme is concerned with whether
some users will be prevented from accessing the network only because of their
inability to pay [3]. In our discussion so far, we have assumed that there is
only real-time traffic in the network. In fact, best-effort traffic can easily be
accommodated in our framework. All best-effort traffic can carry a deadline
of infinity. At each outgoing channel inside the network, a certain amount of
bandwidth can be allocated to best-effort traffic only. This can be implemented
using a fair-queueing algorithm with two classes. The deadline-based scheduling
is used only within the real-time class. The best-effort class can use a low flat-rate
pricing and charging scheme. Those users who can not afford the delay charges
of the real-time class can use the bandwidth that is allocated to the best-effort
class.

4 Performance Evaluation

In this section, we evaluate the performance of our pricing and charging scheme
by simulation. We used the performance model that is described in Section 2
and added our pricing and charging scheme implementation. The following values
are chosen for algorithm parameters. The adjustment factor σ in Eq.(1) is set
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to 0.06. The price update interval is 2 seconds’ long. The simulation is run for
50 seconds. Corresponding to the two objectives of our pricing and charging
scheme, we discuss two cases: differential charges based on deadline urgency,
and price-based load control.

4.1 Deadline Urgency Differential Charges

In section 2, we have shown that it is possible for a user to gain higher ser-
vice priority in deadline-based networks by specifying very tight deadlines. Our
experiments show that this holds for both individual ADUs and for a flow of
ADUs. Our solution to prevent such greedy behaviors is to introduce an ADU
delay charge. In Tables 1 and 2, the last columns indicate the ADU charges in a
charge unit (cu) using our pricing and charging scheme. In this paper, we do not
associate the charge unit with any concrete monetary value, and leave this choice
to network operators. It can be observed that when all traffic attributes but the
deadline urgency are the same, the more urgent ADUs are charged more using
our scheme. The absolute charge values depend on channel prices and packet
response times along the path. We conclude that our scheme can be used to
enforce differential charges based on ADU deadline urgency.

4.2 Price-Based Load Control

Our pricing and charging scheme may also aid in load control. This can be
accomplished through a delay pricing agent. This agent is located between the
users and the network. When a user submit a real-time ADU for transmission,
this agent may utilize the current price information along the ADU path and
the ADU deadline requirement to provide a charge estimate for this ADU. If
the network is heavily loaded, the delay prices inside networks would be high,
which may result in a high charge estimate. In this case, a user may choose not
to submit the ADU for transmission until the price drops. In our simulation, we
used a simple elasticity model to represent such user adaptation behavior. We
assume that each sender has a fixed amount of budget for every price update
interval. When an ADU is generated for transmission, the total allowable end-to-
end delay is equally allocated to each hop, and the current highest channel price
along the ADU path is used to compute an estimated per-hop packet charge.
Cumulating the total number of hops along the path and the total number of
packets in this ADU, an estimated ADU charge is obtained. If a sender has
enough available budget to cover this charge, then the ADU is sent and the
budget is decremented by this charge. Otherwise the ADU is refrained from
entering the network.

In Figure 2, we plot the price dynamics at one bottleneck inside the network
when without and with the user budget constraint. There are four graphs in this
figure. The two on the left are ones when there is no budget constraint. The
two on the right are ones when there is limited user budget. In our simulation,
the value of budget is assumed to be 150000. The four curves in each graph
are for four load levels. It can be observed that regardless of load, when with
limited user budget, the price can be regulated to a fairly steady value. This is
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Fig. 2. Prices when without and with the budget constraint

because limited budget can limit the amount of load that enters the network.
When demand and supply are approximately equal, the price becomes steady.
This demonstrates the effectiveness of load control of our scheme when coupled
with user budget constraints.

The difference between the top two and the bottom two graphs lies in the
deadline urgency used. When deadline is less tight (see the top left graph where
the mean deadline parameter is 1.5), although there is fluctuation, the demand
is about equal to the supply, so the prices do not increase monotonically. When
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deadline is tight (see the bottom left graph where the mean deadline parameter
is 1.2), because there is no budget constraint to control the load, there is a
clear mismatch between demand and supply. The ever increasing prices indicate
that the supply does not keep up with the demand. Thus certain load control is
needed.

Because of the effectiveness of load control of our scheme when with user
budget constraints, the network delay performance can be significantly improved.
In Figure 3, we plot the average response time when with and without the
budget constraint. The average deadline parameter is 1.2. It can be observed
that as the load increases, when without pricing and the budget constraint, the
response time keeps increasing. When with pricing and the budget constraint,
the response time can be kept very low regardless of the level of the offered load.
We conclude that our pricing and charging scheme is effective in network load
control when coupled with user budget constraints.

5 Related Work

Network pricing has been a popular subject of research. Except flat rate pricing,
among dynamic pricing schemes, there are Paris Metro Pricing [9], priority-based
pricing [1, 5], smart market pricing [8], competitive market pricing [4], DiffServ
pricing and RNAP [11, 10]. Similar to some of above studies, in our study, we
adopt a market-based approach to determining the channel price. However, differ
from all above studies where pricing of bandwidth is concerned, in our work, we
introduce the novel delay pricing concept. This is made available by the deadline-
based framework in which each packet carries its delay requirement. The demand
can easily be derived from this deadline information.

6 Conclusion

We have developed a novel delay pricing and charging scheme in deadline-based
networks to support real-time data delivery. In our scheme, we make use of
the concept of competitive market and determine a delay price based on delay
demand and supply at each channel. Simulation results show that our scheme
can incur different charges to users with different QoS requirements, and can
aid in effective load control when user budget constraints are available. There
are a number of interesting future work of this study, including the design of
more sophisticated ADU charge estimation schemes, and the investigation of
strategies to maximize the user utility.
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Abstract. We consider the problem of Internet switching, where traffic is gen-
erated by selfish users. We study a packetized (TCP-like) traffic model, which
is more realistic than the widely used fluid model. We assume that routers have
First-In-First-Out (FIFO) buffers of bounded capacity managed by the drop-tail
policy. The utility of each user depends on its transmission rate and the conges-
tion level. Since selfish users try to maximize their own utility disregarding the
system objectives, we study Nash equilibria that correspond to a steady state of
the system. We quantify the degradation in the network performance called the
price of anarchy resulting from such selfish behavior. We show that for a single
bottleneck buffer, the price of anarchy is proportional to the number of users.
Then we propose a simple modification of the Random Early Detection (RED)
drop policy, which reduces the price of anarchy to a constant.

1 Introduction

If all Internet users voluntarily deploy a congestion-responsive transport protocol (e.g.
TCP [19]), one can design this protocol so that the resulting network would achieve cer-
tain performance goals such as high utilization or low delay. However, with fast growth
of the Internet users population, the assumption about cooperative behavior may not re-
main valid. Users are likely to behave “selfishly”, that is each user makes decisions so
as to optimize its own utility, without coordination with the other users. Buffer sharing
and bandwidth allocation problems are prime candidates for such a selfish behavior.

If a user does not reduce its sending rate upon congestion detection, it can get a better
share of the network bandwidth. On the other hand, all users suffer during congestion
collapse, since the network delay and the packet loss increase drastically. Therefore, it
is important to understand the nature of congestion resulting from selfish behavior. A
natural framework to analyze this class of problems is that of non-cooperative games,
and an appropriate solution concept is that of Nash equilibrium [24]. Strategies of the
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users are at a Nash equilibrium if no user can gain by unilaterally deviating from its
current policy.

The subject of this paper is game-theoretic analysis of the Internet switching prob-
lem. We consider a bottleneck First-In-First-Out (FIFO) buffer shared by many users.
The users compete for the buffer share in order to maximize their throughput, but they
suffer from the created congestion. We assume that each user knows its buffer usage,
the queue length and the buffer size. In reality, these parameters can be estimated only
approximately (e.g. such a mechanism exists in TCP Vegas). However, in this work we
rather study lack of coordination and not lack of information. The goal of a user is to
maximize its utility. We assume that the utility function of a user increases when its
goodput increases and decreases when the network congestion increases.

We assume that there are n users and the buffer capacity is B while B � n. In our
model all packets have a constant size. Time is slotted. Every time step each user may
or may not send a packet to the buffer.1 These packets arrive in an arbitrary order and
are processed by the buffer management policy one by one. Then the first packet in the
FIFO order is transmitted on the output link.

The drop policy has to decide at each time step which of the packets to drop and
which to accept. It can also preempt (drop) accepted packets from the buffer. Under the
drop-tail policy, all arriving packets are accepted if the buffer is not full and dropped
otherwise (when the buffer is full).

We denote by wt
i the number of packets of user i in the buffer at the beginning of

time step t. We call it the buffer usage of user i. We denote by W t =
∑

i w
t
i the queue

length at time t. We also denote by W t
−i the buffer usage of all users but user i, i.e.,

W t
−i = W t − wt

i . We assume that the users are greedy, i.e., they always have data to
send and the queue is never empty.

We denote by rt
i = wt

i/W
t the instant transmission rate of user i at time t. We say

that the system is in a steady state if the queue length remains constant. In a steady
state, the average transmission rate of user i is ri = wi/W , where wi is the average
buffer usage of user i and W is the average queue length.

Now we proceed to define a utility function. Since in general the rate and the delay
are incomparable values, it is natural to normalize one of these parameters. We intro-
duce the notion of congestion level, that is the congestion level at time t is Lt = W t

B .
Note that the congestion level is zero when the buffer is empty and one when the buffer
is full.

The utility of user i at time t is ui(wt
i ,W

t) = rt
i · (1 − Lt). We assume that user i

sends a packet to the buffer at time t if its utility increases, i.e., ui(wt
i + 1,W t + 1) >

ui(wt
i ,W

t). In a steady state, the utility of user i is ui(wi,W ) = ri · (1 − L), where
L = W/B. Observe that when the buffer is almost empty, the utility of each user
approximately equals its transmission rate. On the other hand, when the buffer is nearly
full, all users have utility close to zero. The latter situation can be viewed as ”congestion
collapse”.

The strategy of each user is its buffer usage while the strategies of the other users
define the background buffer backlog. Now we define a Nash equilibrium.

1 We note that our results can be extended to the case in which each user can send an arbitrary
number of packets.
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Definition 1. The system is said to be in a Nash equilibrium if no user can benefit by
changing its buffer usage.

The total utility of the users in a Nash equilibrium is
∑n

i=1 ui(wi,W ). Observe that
under an optimal centralized policy, all users have equal sending rates of 1/n and ex-
perience almost negligible delay, which results in the total utility close to 1. We define
the price of anarchy in a Nash equilibrium to be 1/

∑n
i=1 ui(wi,W ). We are also con-

cerned with the fairness of a Nash equilibrium. A Nash equilibrium is said to be fair if
all users have the same buffer usage.

A Nash equilibrium in a networking environment is interesting only if it can be
reached efficiently (in polynomial time). We define the convergence time to a Nash
equilibrium as the maximum number of time steps required to reach a Nash equilibrium
starting from an arbitrary state of the buffer.

We demonstrate that the drop-tail buffering policy imposes a fair Nash equilibrium.
However, the price of anarchy is proportional to the number of users. We also show that
the system converges to a Nash equilibrium in polynomial time, namely after O(B2)
time steps. Then we propose a simple modification of the Random Early Detection
(RED) policy [13] called Preemptive RED (PRED) that achieves a constant price of
anarchy. We note that PRED is in the spirit of CHOKe [26] (see Section 4).

Paper organization. The rest of the paper is organized as follows. In Section 2 we
discuss the related work. Analysis of a single switch appears in Section 3. The PRED
policy is presented in Section 4. We conclude with Section 5.

2 Related Work

Shenker [29] analyzes switch service disciplines with a M/M/1 model and Markovian
arrival rates. The utility of each user is increasing in its rate and decreasing in the net-
work congestion. Shenker shows that the traditional FIFO policy does not guarantee
efficiency and fairness and proposes a policy called Fair Share that guarantees both of
them.

Garg at al. [17] study a switching problem using a continuous fluid-flow based traf-
fic model, which is amenable to analysis of an arbitrary network. The user’s utility is
an increasing function of its goodput only. Garg at al. show that selfish behavior leads
to congestion collapse and propose a rate inverse scheduling service discipline under
which a max-min fair rate allocation is a Nash equilibrium. Contrary to [17], we con-
sider only a simple FIFO scheduling policy.

Unfortunately, the complexity of the policies proposed in [29, 17] is too high to im-
plement them in the core of the Internet since they have to maintain per-flow state.
Dutta et al. [9] analyze simple state-less buffer management policies under the assump-
tion that the traffic sources are Poisson and the utility of each user is proportional to
its goodput. Dutta et al. demonstrate that drop-tail and RED do not impose Nash equi-
libria and present a modification of RED that enforces an efficient Nash equilibrium.
Differently from [9], we assume that the utility of each user depends on the network
congestion as well.

In a recent paper, Gao et al. [16] propose efficient drop policy that in case of con-
gestion drops packets of the highest-rate sender. Gao et al. show that if all sources are
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Poisson, this policy results in a Nash equilibrium which is a max-min fair rates alloca-
tion. In addition, it is demonstrated that the throughput of a TCP source is a constant
factor of its max-min-fairness value when competing with Poisson sources. In contrast
to [16], we do not make any assumptions regarding the traffic pattern.

Unlike the works mentioned above, in this paper we study packetized traffic model in
which sources do not control the sending rate explicitly, but rather make it on per-packet
basis. This model is implicit in the TCP protocol.

Nash equilibria for network games have been extensively studied in the literature.
Douligeris and Mazumdar [8] determine conditions for a Nash equilibrium for a
M/M/1 system when the utility of a user is a function the throughput and the delay.
Orda et al. [25] investigate uniqueness of Nash equilibria in communication networks
with selfish users. Korilis and Lazar [21] study Nash equilibria of a non-cooperative
flow control game. Congestion control schemes utilizing pricing based on explicit feed-
back are proposed by Kelly et al. [20]. Gibbens and Kelly [18] explore the implementa-
tion of network pricing in which users are charged for marks that routers place on pack-
ets in order to achieve congestion control. Akella et al. [1] present a game-theoretic
analysis of TCP congestion control. Qiu et al. [27] consider selfish routing in intra-
domain network environments.

Traditionally, in Computer Science research has been focused on finding a global
optimum. With the emerging interest in computational issues in game theory, the price
of anarchy introduced by Koutsoupias and Papadimitriou [22] has received considerable
attention [6, 7, 14, 28, 11]. The price of anarchy is the ratio between the cost of the worst
possible Nash equilibrium (the one with the maximum social cost) and the cost of the
social optimum (an optimal solution with the minimum social cost). In some cases the
price of anarchy is small, and thus good performance can be achieved even without a
centralized control.

If a Nash equilibrium imposed by selfish users is not satisfiable, one can deploy
resource allocation policies to improve the situation. Recently, Christodoulou at al. [5]
introduced the notion of coordination mechanism, which is a resource allocation policy
whose goal is to enforce a better Nash equilibrium. They show that even simple local
coordination mechanisms can significantly reduce the price of anarchy.

Efficient convergence to a Nash equilibrium is especially important in the network
environment, which is highly variable. The question of convergence to a Nash equi-
librium has received significant attention in the game theory literature [15]. Altman at
al. [2] and Boulogne at al. [4] analyze the convergence to a Nash equilibrium in the
limit for a routing and a scheduling game, respectively. Even-Dar et al. [10] consider
deterministic convergence time to a pure Nash equilibrium for a load balancing game
(routing on parallel links).

3 Single Switch

In this section we consider a single switch. We first characterize Nash equilibria and
derive the price of anarchy. Then we establish an upper bound on the convergence time.
Finally, we study the Nash traffic model.
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3.1 Price of Anarchy

The intuition explaining why congestion collapse does not happen is that at some point
users start to suffer from the delay due to their own packets in the bottleneck buffer and
would not further increase their sending rates. The next theorem shows the existence of
a unique Nash equilibrium and derives the price of anarchy.

Theorem 1. There exists a unique Nash equilibrium that has the price of anarchy of n
and is fair.

Proof. By the definition of a Nash equilibrium, no user can increase its utility by chang-
ing the buffer usage. Therefore, a Nash equilibrium is a local maximum point for the
utility function of each user i. We have that the first derivative (ui(wi,W ))′ must be
equal to zero:

−w2
i − 2W−iwi −W 2

−i + BW−i

B(wi + W−i)2
= 0,

and thus

wi =
√

BW−i −W−i. (1)

It is easy to verify that the second derivative (ui(wi,W ))′′ is negative: −2W−i

B(wi+W−i)3
<0.

We obtain that a Nash equilibrium is fair since for each user i, W =
√

BW−i,
where W is constant. Summing Equation (1) for all users, we get: W = B(n − 1)/n.
Therefore, the unique Nash equilibrium is wi = B(n−1)/n2 for each user i. The price
of anarchy in the Nash equilibrium is 1/

∑n
i=1

( 1
n · 1

n

)
= n.

For simplicity, we assume that B(n − 1)/n2 is an integer. Otherwise, there would be
an approximate Nash equilibrium in which the buffer usage of each user varies between
�B(n− 1)/n2� and �B(n− 1)/n2� as our simulations indeed show.

3.2 Convergence

Now we analyze convergence to a Nash equilibrium. The next theorem demonstrates
that the convergence time to a Nash equilibrium is proportional to the square of the
buffer size.

Theorem 2. The convergence time to a Nash equilibrium is O(B2).

Proof. Let w∗ = B(n− 1)/n2 be the buffer usage of each user in a Nash equilibrium.
Observe that until a Nash equilibrium is reached, each time step either a user with the
maximum buffer usage (greater than w∗) can benefit from decreasing its buffer usage
or a user with the minimum buffer usage (smaller than w∗) can benefit from increasing
its buffer usage. Note that a user can increase its buffer usage at any time if the buffer
is not full, but can decrease its buffer usage only when one of its packets is transmitted
out of the buffer.

Initially, we let the system run for B time steps so that the users would be able to
fill the buffer. Note that at this point no user with the maximum buffer usage wishes to
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increase its buffer usage. In the sequel, the maximum buffer usage will only decrease
and the minimum buffer usage will only increase until they become equal to w∗.

We divide time into phases of B time steps. Consider a phase that starts at time step
t. We argue that if a Nash equilibrium is not reached by time t + B, then either the
maximum buffer usage decreases or the minimum buffer usage increases. Otherwise,
there would be a Nash equilibrium contradicting Theorem 1, which states that in a
Nash equilibrium all users have the same buffer usage. Therefore, the system reaches a
Nash equilibrium after B phases or in B2 time steps.

We also perform a convergence simulation. We consider different settings, where ini-
tially the buffer is filled randomly with packets of different users. The dynamics of the
minimum and the maximum buffer usage for 8 and 16 users appears in Figure 1. The
simulation results show that the actual convergence time is roughly proportional to the
buffer size.
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Fig. 1. Convergence to a Nash equilibrium

3.3 Nash Traffic Model

The traffic model of any QoS architecture is the regulation of the rate at which a user
is allowed to inject packets into the network. There are two important policing criteria:
average rate – limit of the long-term average rate at which packets can be injected into
the network and burst size – the limit of the maximum number of packets that can be
sent into the network over an extremely short time interval.

Definition 2. The (σ, ρ) leaky bucket mechanism is an abstraction modeling a source
with an average rate of ρ and burst size of at most σ. Therefore, at any time interval of
length l there are at most ρ · l + σ packets entering the system.

We show that the traffic of a user in a Nash equilibrium conforms to the leaky bucket
model.

Theorem 3. In a Nash equilibrium the traffic of each user conforms to the leaky bucket
model with σ = B(n− 1)/n2 and ρ = 1/n.

The theorem follows due to the fact that in order to maintain the buffer usage of B(n−
1)/n2, each user must send a burst of B(n − 1)/n2 packets and keep sending packets
at the average rate of 1/n.
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4 PRED Policy

In this section we consider the problem of designing a coordination mechanism (drop
policy) that will improve the price of anarchy. The main goal of a drop policy is to
control the average queue length. This can be done by dropping arriving packets proba-
bilistically when the average queue length exceeds some pre-defined threshold. Such a
policy called Random Early Detection (RED) has been introduced by Floyd and Jacob-
son [13]. We will show that a simple modification of RED reduces the price of anarchy
to a constant. Again, we assume that the users are aware of the drop policy.

The RED policy calculates the average queue length, using a low-pass filter with
an exponential weighted moving average. The average queue length is compared to
two thresholds, a minimum threshold and a maximum threshold. When the average
queue length is less than the minimum threshold Tl, no packets are dropped. When the
average queue length is greater than the maximum threshold Th, every arriving packet
is dropped. When the average queue length is between the minimum and the maximum
threshold, each arriving packet is dropped with probability p, which is a function of the
average queue length.

Pan et al. [26] devise a simple packet dropping scheme, called CHOKe, that dis-
criminates against unresponsive or misbehaving flows aiming to approximate the fair
queuing policy. When a packet arrives at a congested router, CHOKe picks up a packet
at random from the buffer and compares it with the arriving packet. If they both belong
to the same flow, then they are both dropped. Otherwise, the randomly chosen packet is
left intact and the arriving packet is admitted into the buffer with the same probability
as in RED.

Our goal is to ensure a small queue length. Unfortunately, CHOKe is not aggressive
enough in penalizing misbehaving flows since the probability that the buffer usage of
a non-responsive user decreases is inversely proportional to the queue length. We pro-
pose a modification of RED in the spirit of CHOKe, called Preemptive RED (PRED).
The PRED policy is presented in Figure 2. The main feature of PRED is extra drop
mechanism that drops an additional packet of the same user from the buffer when its
packet is dropped by RED. Intuitively, we try to penalize users that do not respond to
congestion signals. Note that if there is no penalty associated with dropped packets,
users will greedily send new packets as long as they can benefit from increasing their
buffer usage.

1. When a new packet arrives, apply the RED policy (regular drop).
2. If the packet is dropped by RED, preempt (drop) the earliest packet of the same user

from the buffer, if any (extra drop).

Fig. 2. The Preemptive RED (PRED) drop policy

The next theorem analyzes Nash equilibria imposed by PRED.

Theorem 4. Under the PRED policy, the price of anarchy in a Nash equilibrium is at
most B

B−Tl
and there exists a fair Nash equilibrium.
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Proof. First we show how to select the drop probability function so that in a Nash
equilibrium the queue length is bounded by Tl. Consider the expected utility of user i
after sending a new packet when the queue length is X ≥ Tl. The buffer usage of user i
will increase and decrease by one with probability 1− p and p, respectively. Therefore,
the expected utility of user i is

(1− p(X)) · ut
i(wi + 1, X + 1) + p(X) · ui(wi − 1, X − 1).

User i would refrain from sending additional packets if the expected utility is less than
its current utility ui(wi, X), and we get that p(X) must be greater than

ui(wi + 1, X + 1)− ui(wi, X)
ui(wi + 1, X + 1)− ui(wi − 1, X − 1)

. (2)

Suppose that the drop probability function satisfies inequality (2) for each user i and for
each wi ≥ Tl/n (e.g. p ≈ 1/2 satisfies the above requirements).

If Tl ≥ B(n− 1)/n then clearly there is a unique Nash equilibrium identical to that
imposed by the drop-tail policy. If Tl < B(n−1)/n, then we argue that w∗ = Tl/n is a
fair Nash equilibrium. We have that no user can benefit from increasing its buffer usage
above Tl/n by the selection of the drop probability function and no user can benefit
from decreasing its buffer usage below Tl/n since in the Nash equilibrium imposed by
the drop-tail policy the buffer usage of each user is greater than Tl/n.

We also claim that in a Nash equilibrium the queue length is bounded by Tl. If it is
not the case, at least one user has buffer usage greater than Tl/n. However, the selection
of the drop probability function implies that its buffer usage will eventually drop to or
below Tl/n, which contradicts to the stability of a Nash equilibrium. Therefore, the
price of anarchy is at most B

B−Tl
.

Note that if the queue length exceeds Tl, new users with zero buffer usage would still
keep sending new packets since they can only increase their utility. That allows to avoid
Denial of Service (DoS) when the buffer is completely monopolized by old users.

We also present a simulation that illustrates the effect of PRED on the queue length.
The setting is similar to that of Section 3. The dynamics of the queue length for 8 and
16 users is presented in Figure 3. It turns out that the queue length in a steady state is
very close to Tl and has a small variance, as our analysis indeed shows.
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Fig. 3. The effect of PRED on the queue length



244 A. Kesselman, S. Leonardi, and V. Bonifaci

5 Concluding Remarks

The Internet is stable today mostly due to the fact that the majority of the users vol-
untarily use a congestion-responsive TCP protocol. However, some users can benefit
from not reducing their transmission rate during congestion. Thus, if users behave self-
ishly, the assumption about cooperative behavior may not remain valid. Therefore, it is
important to understand the nature of congestion resulting from selfish behavior.

We analyze the users’ behavior by means of game theory. We consider a single bot-
tleneck buffer under a packetized traffic model, which makes our approach more prac-
tical and applicable to real networks such as the Internet. We show that there exist
efficient and fair Nash equilibria imposed by a simple FIFO buffering policy. However,
the congestion created by the users is rather high. Then we propose a simple modifica-
tion of RED policy, which decreases the congestion at a Nash equilibrium. Finally, we
consider some natural extensions of our model.

We believe that our results can help to shed more light on the stability of the exist-
ing Internet infrastructure in presence of selfish users. Some interesting open problems
include analysis of routing in general networks, alternative utility functions and inter-
action of greedy and non-greedy users (e.g. VBR and CBR applications).
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Abstract. Cournot oligopoly is typically inefficient in maximizing social wel-
fare which is total surplus of consumer and producer. This paper quantifies the 
inefficiency of Cournot oligopoly with the term “price of anarchy”, i.e. the 
worst-case ratio of the maximum possible social welfare to the social welfare at 
equilibrium. With a parameterization of the equilibrium market share distribu-
tion, the inefficiency bounds are dependent on equilibrium market shares as 
well as market demand and number of firms. Equilibrium market share parame-
ters are practically observable and analytically manageable. As a result, the 
price of anarchy of Cournot oligopoly established in this paper is applicable to 
both practical estimation and theoretical analysis. 

1   Introduction 

It is well-known that Cournot oligopolistic market equilibrium generally does not 
maximize social welfare (also referred as social surplus, aggregate surplus), which 
means that Cournot oligopoly is typically inefficient. This paper quantifies the ineffi-
ciency of Cournot oligopoly by looking into the worst-case ratio of the social welfare 
at social optimum (SO) to the social welfare at equilibrium. The philosophy is the 
same as the term “price of anarchy” which was firstly introduced to congestion games 
and selfish routing in networks ([9], [11]).  

Earlier studies on the inefficiency properties of oligopoly or monopoly focused 
mainly on empirical analysis (e.g. [6], [4]), while recent papers began to quantify the 
inefficiency. Anderson and Renault [1] parameterized the curvature of market de-
mand, and derived bounds on the ratios of deadweight loss and consumer surplus to 
producer surplus. Their results require marginal costs of producers to be constant. 
Following a series of papers focusing on the quantification of inefficiency for various 
games (e.g. [2], [3], [12], [13]), Johari and Tsitsiklis [8] studied the efficiency loss in 
Cournot games. Their discussion on Cournot oligopoly requires the inverse demand 
curve to be concave, which does not hold for the widely used constant elasticity de-
mand. This paper gives most general results regarding both cost function and market 
demand. For cost function, all the results of this paper allow arbitrarily convex cost 
function (nondecreasing marginal cost function). For market demand, this paper be-
gins with general inverse demand function without concavity or convexity assump-
tion, and then studies concave and convex inverse demand functions separately. 

In this paper, we introduce to each firm a parameter demoting its market share at 
equilibrium. The price of anarchy, or inefficiency bounds of Cournot oligopoly are 
dependent on three terms, market demand, number of firms and equilibrium market 
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shares. The parameterization of equilibrium market shares has at least three advan-
tages. First, in contrast to cost functions typically unknown, market shares at equilib-
rium are observable in practice. With observed equilibrium market shares, the results 
of this paper can be used for practical estimation of the efficiency loss of Cournot 
oligopoly. Second, equilibrium market share parameters are analytically manageable, 
and thereby facilitate theoretical analysis. Finally, equilibrium market share parame-
ters are effective in describing various market structures, which naturally makes the 
results of this paper comprehensive in terms of market structure. 

This paper is organized as follows. Section 2 defines the problem under study and 
the necessary terms. In Section 3, we consider general inverse demand function with-
out concavity or convexity assumption. We present several important lemmas as the 
fundamentals of the whole paper, and a theorem bounding the inefficiency of general 
Cournot oligopoly. Section 4 and Section 5 discuss concave and convex inverse de-
mand functions, respectively. In Section 4, the concavity of the inverse demand func-
tion leads to good properties. As a result, we have refined inefficiency bounds that 
give rise to corollaries regarding several special cases intensively studied by previous 
papers. In Section 5, the convexity of the inverse demand function also leads to tight-
ened inefficiency bounds, and the application to constant elasticity demand has mean-
ingful analytical results. Finally, our conclusions are contained in Section 6. 

2   Cournot Oligopoly: Equilibrium, Social Optimum and the Price 
     of Anarchy 

Let there be N  firms, 1, 2,...,i N= , which supply a homogeneous product in a nonco-

operative fashion. Let ( )p Q , 0Q ≥  denote the inverse demand curve, where Q  is 

the total supply in the market. Let 0iq ≥  denote the thi firm’s supply, then 

1

N

ii
Q q

=
= . Let ( )i if q  denote the thi firm’s total cost of supplying iq  units. A 

Cournot-Nash equilibrium solution is a set of nonnegative output levels 1q∗ , 2q∗ ,…, 

Nq∗  such that iq∗  is an optimal solution to the following problem for all 1, 2,...,i N= : 

( ) ( )
0

maximize  
i

i i i i i
q

q p q Q f q∗

≥
+ −   

where 
 i j

j i

Q q∗ ∗

≠

=  

It is well-known (e.g. [7], [10]) that if ( )if ⋅  is convex and continuously differenti-

able for 1,2,...,i N= , the inverse demand function ( )p ⋅  is strictly decreasing and 

continuously differentiable, and the revenue curve ( )Qp Q  is concave, 0Q ≥ , then 

( 1q∗ , 2q∗ , … , Nq∗ ) is a Cournot-Nash equilibrium solution if and only if 

( ) ( ) ( ) 0i i i ip Q q p Q f q q∗ ∗ ∗ ∗ ∗′ ′+ − =  for each 1,2,...,i N=  (1) 

( ) ( ) ( ) 0i i ip Q q p Q f q∗ ∗ ∗ ∗′ ′+ − ≤  for each 1,2,...,i N=  (2) 
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where 

1

N

ii
Q q∗ ∗

=
=   

Assumption 1. 
(a) The cost function ( )if ⋅  is convex, strictly increasing and continuously differen-

tiable for 1,2,...,i N= . In addition, ( )0 0if = .  

(b) The inverse demand function ( )p ⋅  is strictly decreasing and continuously dif-

ferentiable, and the revenue curve ( )Qp Q  is concave for 0Q ≥ .  

(c) At equilibrium, all firms are active, namely 0iq∗ >  for 1,2,...,i N= . 

Note that in Assumption 1, no assumption is made on the concavity or convexity of 
the inverse demand function ( )p ⋅ . Part (a) and (b) of Assumption 1 ensure the exis-

tence and uniqueness of a Cournot-Nash equilibrium solution. ( )0 0if = , implying 

that fixed cost is not considered, makes this paper consistent with previous literature 
([1], [8]). Part (c) is a reasonable and weak assumption. With Part (c) of Assumption 
1, the Cournot-Nash equilibrium condition (1)-(2) is simplified to be 

( ) ( ) ( ) 0i i ip Q q p Q f q∗ ∗ ∗ ∗′ ′+ − =  (3) 

Let is  denote the thi firm’s equilibrium market share 

i is q Q∗ ∗= , 1, 2,...,i N=  (4) 

Without loss of generality, let the first firm have the largest equilibrium market share 

{ }*
1 max  , 1,2,...,iq q i N∗= =   

{ }1 max  , 1, 2,...,is s i N= =  (5) 

By definition, we have 

11 1N s≤ ≤  (6) 

1s  plays a fundamental role in both market structure description and theoretical 

analysis. For market structure description, we have the following observations 

(a) For 1N = , “ 1 1s = ” naturally represents the case of monopoly; for 2N ≥ , 

“ 1 1s = ” also represents the case of monopoly, but is a limit case. 

(b) “ 1 0s → ( N → ∞ )” represents the case of perfect competition. 

(c) “ 1 1s N= ” represents the symmetric cost case. 

Social welfare is defined to be total surplus of consumer and producer, or total bene-
fits minus total costs, which is mathematically formulated as 

( ) ( )
10

Q N

i ii
S p x dx f q

=
= −  (7) 

    Then the social optimization (SO) problem is given by 

( ) ( )
100

maximize  
i

Q N

i iiq
p x dx f q

=≥
−  (8) 
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    Let ( 1q , 2q ,…, Nq ) be an optimal solution to problem (8), then the following first-

order conditions hold 

( ) ( ) 0i i ip Q f q q′− = , 1, 2,...,i N=  (9) 

( ) ( ) 0i ip Q f q′− ≤ , 1, 2,...,i N=  (10) 

where 

1

N

ii
Q q

=
=   

Let S  and S ∗  denote the social welfare at optimum and equilibrium, respectively 

( ) ( )
10

Q N

i ii
S p x dx f q

=
= −  (11) 

( ) ( )10

Q N

i ii
S p x dx f q

∗
∗ ∗

=
= −  (12) 

    Define the following ratio 

S S ∗ρ =  (13) 

    Clearly, 1ρ ≥ . This ratio is called the inefficiency, or price of anarchy of Cournot 

oligopoly. We will give upper bounds on ρ  under different conditions. 

With Assumption 1, ( )0 0if = , then social welfare defined by (7) becomes 

( ) ( )
10 0

iQ qN

ii
S p x dx f x dx

=
′= −  (14) 

    In some economics textbook [5], social welfare is directly defined by (14) instead 
of (7) regardless of the value of fixed cost, which justifies the assumption ( )0 0if = . 

3   General Inverse Demand Function 

In this section, we bound the inefficiency ratio ρ  with Assumption 1 only. 

Define function ( )γ ⋅  as 

( ) ( ) ( ) ( )( )1:  x p x s xp x p x x′γ + = γ , 0x >  (15) 

and assume ( )xγ  to be bounded for 0x > . Since ( )p ⋅  is strictly decreasing, ( )γ ⋅  is 

generally well-defined. For example, if ( )p ⋅  takes the form of ( )p Q Q−β= α , 0α > , 

0 1< β < , we have 

( ) ( ) 1

11x s
− βγ = − β , 0x >  (16) 

Lemma 1. With Assumption 1, let k Q Q∗= , then it holds ( )1 k Q∗< ≤ γ . 

Proof: (a) 1k > . If it holds i iq q∗>  for each 1,2,...,i N= , then Q Q∗>  and 1k > . 

Otherwise, without loss of generality, suppose j jq q∗ ≥ , then we have 

( ) ( )j jp Q f q′≤  (17) 
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( )j jf q∗′≤  (18) 

( ) ( )jp Q q p Q∗ ∗ ∗′= +  (19) 

( )p Q∗<  (20) 

where (17) follows from condition (10), (18) follows from that ( )jf ⋅  is convex and 

thus ( )jf ′ ⋅  is nondecreasing, (19) follows from condition (3), and (20) follows from 

that ( )p ⋅  is strictly decreasing and thus ( ) 0p Q∗′ < . ( )p ⋅  is strictly decreasing, 

then ( ) ( )p Q p Q∗<  leads to Q Q∗>  and 1k > . 

(b) ( )k Q∗≤ γ . Since Q Q∗> , thus without loss of generality, suppose j jq q∗> , then  

( ) ( )j jp Q f q′=  (21) 

          ( )j jf q∗′≥  (22) 

          ( ) ( )jp Q q p Q∗ ∗ ∗′= +  (23) 

          ( ) ( )1p Q s Q p Q∗ ∗ ∗′≥ +  (24) 

          ( )( )p Q Q∗ ∗= γ  (25) 

where (21) follows from condition (9), (22) follows from ( )jf ′ ⋅  nondecreasing, (23) 

follows from condition (3), (24) follows from ( ) 0p Q∗′ < , and (25) follows from  

(15), the definition of ( )γ ⋅ . ( )p ⋅  is strictly decreasing, then ( ) ( )( )p Q p Q Q∗ ∗≥ γ  

leads to ( )Q Q Q∗ ∗≤ γ  and ( )k Q∗≤ γ , which completes the proof.                         

Define function ( )θ ⋅  as 

( ) ( )( ) ( ) ( )( )2

0

1
2

x
x x p x p w dw xp x′θ = − − , 0x >  (26) 

and assume ( )xθ  to be bounded and nonzero for 0x > . ( )θ ⋅  is a well-defined func-

tion. For example, if ( )p ⋅  takes the form of ( )p Q Q−β= α , 0α > , 0 1< β < , then 

( ) ( )1 2xθ = − β , 0x >  (27) 

If ( )p ⋅  takes the form of ( ) 0p Q p Qβ= − α , 0α > , 0β > , we have 

( ) ( )1 2xθ = + β , 0x >  (28) 

where 1β =  gives a linear ( )p ⋅  with ( ) 1xθ =  for 0x > . 

Lemma 2. With Assumption 1, the equilibrium social welfare S ∗  satisfies 

( )( ) ( ) ( ) ( )2 2

1

1

2

N

i
i

S p Q Q q
Q

∗ ∗ ∗ ∗
∗

=

′≥ − +
θ

 (29) 
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Proof: We have 

( ) ( )
0

iq

i i i if x dx q f q
∗

∗ ∗′ ′≤
 

(30) 

( ) ( )( )i iq p Q q p Q∗ ∗ ∗ ∗′= +  (31) 

where (30) follows from ( )jf ′ ⋅  nondecreasing, and (31) follows from condition (3). 

From (14), it holds 

( ) ( )
10 0

iQ qN

ii
S p x dx f x dx

∗ ∗
∗

=
′= −  (32) 

Substitute (30)-(31) into (32), we have 

( ) ( ) ( )( )10

Q N

i ii
S p x dx q p Q q p Q

∗
∗ ∗ ∗ ∗ ∗

=
′≥ − +   

( ) ( ) ( )( ) ( )2

0
1

NQ

i
i

p x dx Q p Q p Q q
∗

∗ ∗ ∗ ∗

=

′= − + −   

( )( ) ( ) ( ) ( )2 2

1

1

2

N

i
i

p Q Q q
Q

∗ ∗ ∗
∗

=

′= − +
θ

 (33) 

where (33) follows from (26), the definition of ( )θ ⋅ . This completes the proof.            

Lemma 3. With Assumption 1, the following inequality holds 

( )( ) ( )11

N

i i ii
p Q q q qS

S S

∗ ∗ ∗
=

∗ ∗

′− −
ρ = ≤ +  (34) 

Proof: From (11) and (12), we have 

( ) ( ) ( )( )1

Q N

i i i iiQ
S S p x dx f q f q

∗

∗ ∗
=

− = − −  (35) 

Because ( )p ⋅  is strictly decreasing, it holds 

( ) ( ) ( )Q

Q
p x dx Q Q p Q

∗

∗ ∗≤ −  (36) 

where “=” may hold only as a limit case. Because ( )if ⋅  is convex, we have 

( ) ( ) ( ) ( )i i i i i i i if q f q q q f q∗ ∗ ∗′− ≥ − , 1, 2,...,i N=  (37) 

Substitute (36) and (37) into (35), we obtain 

( ) ( ) ( ) ( )1

N

i i i ii
S S Q Q p Q q q f q∗ ∗ ∗ ∗ ∗

=
′− ≤ − − −   

( ) ( ) ( )( )1

N

i i i ii
q q p Q f q∗ ∗ ∗

=
′= − −   

( )( ) ( )1

N

i i ii
p Q q q q∗ ∗ ∗

=
′= − −  (38) 

where (38) follows from condition (3). It follows immediately (34) from 

( )( ) ( )1

N

i i ii
S S p Q q q q∗ ∗ ∗ ∗

=
′− ≤ − − , which completes the proof.                        

Combine Lemma 2 and Lemma 3, substitute (29) into (34), we obtain 

( ) ( ) ( ) ( ) ( )2 2 2

1 1
2 2

N N

i i ii i
Q Q q q Q Q q∗ ∗ ∗ ∗ ∗ ∗

= =
ρ ≤ + θ + θ  (39) 
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With ( )2

1 1 11 1

N N

i i ii i
q q q q Qq ks Q∗ ∗ ∗ ∗

= =
≤ = = , ( ) ( )2 2 2

1 1

N N

i ii i
q Q s∗ ∗

= =
= , it comes 

( )( ) ( )( )2
1 1

1 2 1 2
N

ii
Q ks Q s∗ ∗

=
ρ ≤ + θ + θ  (40) 

Define parameter γ  and θ  as 

( )
0

max  
x

x
>

γ = γ  (41) 

( )
0

max  
x

x
>

θ = θ  (42) 

Theorem 1. With Assumption 1, the inefficacy ratio ρ  is bounded as 

( ) ( )2
1 1

1 2 1 2
N

ii
s s

=
ρ ≤ + θγ + θ  (43) 

                                      ( ) ( )11 2 1 2s m≤ + θγ + θ  (44) 

where 

( ) ( )22
1 1

1,      1

1 1 ,  2

N
m

s s N N

=
=

+ − − ≥
 (45) 

Proof: The right-hand side of (40) increases with k  and ( )Q∗θ , and we have k ≤ γ  

from Lemma 1 and definition (41) and ( )Q∗θ ≤ θ  by definition (42), thus we readily 

obtain (43) by setting k = γ  and ( )Q∗θ = θ  in (40). Then (44) follows from 

2

1

N

ii
s m

=
≥  ( ( ) ( )22 2 2 2

1 1 11 2
1 1

N N

i ii i
s s s s s N m

= =
= + ≥ + − − = , for 2N ≥ ). 

This completes that proof.                                                                                  

Theorem 1 gives the price of anarchy for general Cournot oligopoly. The two ineffi-
ciency bounds given by (43) and (44) are both determined by three terms, the market 
demand function (represented by θ  and γ ), the number of firms N  and the market 
share distribution at equilibrium. While (43) requires the equilibrium market share of 
each individual firm to be known, (44) needs 1s  only because parameter m  captures 

the worst-case market structure for any 1s , i.e. the first firm have the largest market 

share 1s  and each other  firm have market share ( ) ( )11 1s N− − . In general, (43) 

applies to practical estimation for which equilibrium market shares are observed in 
practice, while (44) is applicable to theoretical analysis for which it is impossible and 
unnecessary to know the equilibrium market shares of individual firms. 

Apply (44) to the case of perfect competition, we have the following corollary 
which states that perfect competition, as expected, is fully efficient in terms of the 
maximization of social welfare. 

Corollary 1. With Assumption 1, for the case of perfect competition, namely 1 0s →  

( N → ∞ ), it holds 
 1ρ →  

Proof: When N → ∞  and 1 0s → , it follows 0m →  from (45), thus the right-hand 

side of (44) approaches 1 given that θ  and γ  are bounded. Since 1ρ ≥ , it follows 

immediately 1ρ → , which completes that proof.                                                      
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4   Concave Inverse Demand Function 

In this section, we study the case of concave inverse demand function, and apply our 
general results to the special cases studied by Johari and Tsitsiklis [8] for comparison. 

Lemma 4. With Assumption 1, if ( )p ⋅  is concave, then it holds 

(a) ( ) 11x sγ ≤ + , for 0x > ; 

(b) 
( )( ) ( ) ( )2

1

1
2

1

N

i i ii
p Q q q q Q Q

S

S S

∗ ∗ ∗ ∗
=

∗ ∗

′− − − −
ρ = ≤ +       (46) 

Proof: (a) With Assumption 1, if ( )p ⋅  is concave, we have 

( ) ( ) ( )1 1p x s xp x p x s x′+ ≥ + , 0x >  (47) 

    From (15), the definition of ( )γ ⋅ , (47) gives 

( )( ) ( )( )11p x x p s xγ ≥ + , 0x >  (48) 

    Since ( )p ⋅  is strictly decreasing, (48) simply gives ( ) 11x sγ ≤ +  for 0x > . 

(b) With Assumption 1, if ( )p ⋅  is concave, we have 

( ) ( ) ( ) ( )( )( )21

2

Q

Q
p x d Q Q p Q p Q Q Q

∗

∗ ∗ ∗ ∗′≤ − − − −  (49) 

    Let (49) take the place of (36) in Lemma 3, then (34) of Lemma 3 simply becomes 
(46), which completes the proof.                                                                                  

Part (b) of Lemma 4 in this section takes the place of Lemma 3 in last section. 
Combine Lemma 2 and Part (b) of Lemma 4, substitute (29) into (46), we obtain 

( ) ( ) ( )
( ) ( ) ( )

2 2

1

2 2

1

1
2

2

2

N

ii

N

ii

Q Q qq Q Q

Q Q q

∗ ∗ ∗ ∗
=

∗ ∗ ∗
=

+ θ − −
ρ ≤

+ θ
 (50) 

With ( )2

1 1 11 1

N N

i i ii i
q q q q Qq ks Q∗ ∗ ∗ ∗

= =
≤ = = , ( ) ( )2 2 2

1 1

N N

i ii i
q Q s∗ ∗

= =
= , it comes 

( ) ( )( ) ( )( )2 2
1 1

1 2 1 1 2
N

ii
Q ks k Q s∗ ∗

=
ρ ≤ + θ − − + θ  (51) 

Theorem 2. With Assumption 1, if ( )p ⋅  is concave, then it holds 

( ) ( )2
1 1 1

1 2 1 2
N

ii
s s s

=
ρ ≤ + θ + + θ  (52) 

( ) [ ]1 11 2 1 2s s m≤ + θ + + θ  (53) 

Proof: The right-hand side of (51) increases with ( )Q∗θ  and k , and we have 

( )Q∗θ ≤ θ  by definition (42) and 11k s≤ +  from Lemma 1 and Part (a) of Lemma 4, 

thus we readily obtain (52) by setting ( )Q∗θ = θ  and 11k s= +  in (51). Then (53) 

follows immediately from 2

1

N

ii
s m

=
≥ , which completes the proof.                        
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Theorem 2 gives the price of anarchy of Cournot oligopoly for concave inverse de-
mand function, which is a tightened and refined counterpart of Theorem 1. Like Theo-
rem 1, the two inefficiency bounds given by (52) and (53) are applicable to practical 
estimation and theoretical analysis, respectively. The bounds do not use parameter γ  

thanks to Part (a) of Lemma 4, a good property brought about by the concavity of 

( )p ⋅ . Without γ  in its formulation, (53) gives rise to the following corollaries re-

garding the worst-case inefficiency for several special cases. 

Corollary 2. With Assumption 1, if ( )p ⋅  is concave, then it holds 

( )1 12 2s s mρ ≤ +  (54) 

where “=” may hold only if θ → ∞ . 
Corollary 2 gives the worst-case inefficiency for given N  and 1s , and has two im-

portant applications, the case of monopoly and the symmetric cost case, both studied 
intensively by previous papers. For the case of monopoly, namely 1N =  and 1 1s = , 

it follows 1m =  from (45), thus (54) gives 3 2ρ ≤ . For the symmetric cost case, 

namely all firms share the same cost function and thereby 1 1s N= , it follows 

1m N=  from (45), thus (54) gives 1 1 2Nρ ≤ + . These two results are exactly the 

same as those of Johari and Tsitsiklis (Corollary 17 and 18 of [8]). 

Corollary 3. With Assumption 1, if ( )p ⋅  is concave, then it holds 

( )4 5 3 4Nρ ≤ + +  (55) 

where “=” may hold only if θ → ∞  and ( )1 4 5 1 2( 1)s N N= + + + . 

Corollary 3 gives the worst-case inefficiency for given N . Particularly, if 1N = , 
(55) gives 3 2ρ ≤ , the same as the result of Corollary 2. 

Corollary 4. With Assumption 1, if ( )p ⋅  is concave, then it holds 

( )3 1 8 4ρ ≤ + + θ  (56) 

where “=” may hold only if N → ∞  and ( )1 1 8 1 4s = + θ − θ . 

Corollary 4 gives the worst-case inefficiency for given θ . The most important ap-
plication of Corollary 4 is the case of linear (affine) market demand function, which 
appears in a lot of papers. For linear market demand function, namely 1θ = , (56) 
gives 3 2ρ ≤  (where “ = ” holds if and only if N → ∞  and 1 1 2s = ). This result 

(including the condition for “=” to hold) is again the same as that of Johari and Tsit-
siklis (Theorem 19 of [8]). 

5   Convex Inverse Demand Function 

In this section, we study the case of convex inverse demand function including the 
constant elasticity demand. 
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Lemma 5. With Assumption 1, if ( )p ⋅  is convex, then it holds 

( )( ) ( ) ( ) ( ) ( )( )1

1
21

N

i i ii
p Q q q q Q Q p Q p QS

S S

∗ ∗ ∗ ∗ ∗
=

∗ ∗

′− − − − −
ρ = ≤ +  (57) 

Proof: With Assumption 1, if ( )p ⋅  is convex, we have 

( ) ( ) ( ) ( ) ( ) ( )( )1

2

Q

Q
p x dx Q Q p Q Q Q p Q p Q

∗

∗ ∗ ∗ ∗≤ − − − −  (58) 

Then the proof follows the same line as the proof Lemma 3. Let (58) take the place of 
(36) in Lemma 3, then (34) of Lemma 3 simply becomes (57). 

This completes the proof.                                                                                  

In this section, Lemma 5, like Part (b) of Lemma 4 in last section, takes exactly the 
place of Lemma 3 in Section 3. Combine Lemma 2 and Lemma 5, substitute (29) into 
(57), we obtain 

( ) ( ) ( ) ( ) ( )( )
( )( )

( ) ( ) ( )

2

1

2 2

1

1
2

2

2

N

ii

N

ii

k Q p Q p Q
Q Q qq

p Q

Q Q q

∗ ∗
∗ ∗ ∗

= ∗

∗ ∗ ∗
=

− −
+ θ −

′−
ρ ≤

+ θ
 

(59) 

   With ( )2

1 1 11 1

N N

i i ii i
q q q q Qq ks Q∗ ∗ ∗ ∗

= =
≤ = = , ( ) ( )2 2 2

1 1

N N

i ii i
q Q s∗ ∗

= =
= , it comes 

( ) ( ) ( )( ) ( )( )2
1 1

1 2 1 , 1 2
N

ii
Q ks k h Q k Q s∗ ∗ ∗

=
ρ ≤ + θ − − + θ  (60) 

where 2 1:h E E→  is a function defined as 

( ) ( ) ( )( ) ( )( ),h x k p x p kx p x x′= − − , 0x > , ( )1 k x< ≤ γ  (61) 

Like ( )γ ⋅  and ( )θ ⋅ , ( ),h x k  is a well-defined function. For example, if ( )p ⋅  takes 

the form of ( )p Q Q−β= α , 0α > , 0 1< β < , we have 

( ) ( ), 1h x k k −β= − β , 0x > , ( )1 k x< ≤ γ  (62) 

    Furthermore, ( ),h x k  have the following relationship with ( )γ ⋅  defined by (15) 

( )( ) 1,h x x sγ = , 0x >  (63) 

Assumption 2. For any 11 1N s≤ ≤  and 0x > , ( ) ( )( )12 1 ,ks k h x k− −  increases 

with k  for ( )1 k x< ≤ γ . 

With Assumption 2, set ( )k Q∗= γ  in (60), and make use of (63), we obtain 

( ) ( )( ) ( )( )2
1 1

1 1 1 2
N

ii
Q Q s Q s∗ ∗ ∗

=
ρ ≤ + θ + γ + θ  (64) 

Theorem 3. With Assumption 1 and 2, if ( )p ⋅  is convex, then it holds 

( ) ( )2
1 1

1 1 1 2
N

ii
s s

=
ρ ≤ + θ + γ + θ  (65) 
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( ) ( )11 1 1 2s m≤ + θ + γ + θ  (66) 

Proof: The right-hand side of (64) increases with ( )Q∗γ  and ( )Q∗θ , and we have 

( )Q∗γ ≤ γ  and ( )Q∗θ ≤ θ  by definitions (41)-(42), thus we readily obtain (65) by 

setting  ( )Q∗γ = γ  and ( )Q∗θ = θ  in (64). Then, like the proof of Theorem 1 and 2, 

(66) follows immediately from 2

1

N

ii
s m

=
≥ , which completes the proof.           

Theorem 3 gives the price of anarchy of Cournot oligopoly for convex inverse de-
mand function. Like Theorem 1 and 2, the two inefficiency bounds given by (65) and 
(66) are applicable to practical estimation and theoretical analysis, respectively. 

Apply (66) to the constant elasticity demand, we have the following corollary. 

Corollary 5. Suppose ( )p ⋅  takes the constant elasticity form, ( )p Q Q−β= α , 0α > , 

0 1< β < . With Assumption 1, it holds 

( ) ( )
( )

1

1 1

1
1 1 1 1

2
1 1

s s

m

− β+ −β + − β
ρ ≤

+ − β
 (67) 

Furthermore, monopoly 1 1s =  gives the worst-case inefficiency 

( ) ( )1 1
3 1 2 2

− βρ ≤ − β + − β −β  (68) 

and 0.8670β = gives the overall worst-case inefficiency 1.5427ρ ≤ . 

Corollary 5 does not require Assumption 2 explicitly because constant elasticity 
demand automatically meets Assumption 2. From Corollary 5, for a constant elasticity 
demand, the worst-case inefficiency can be attained only by monopoly, and the over-
all worst-case inefficiency is that the optimal social welfare is 1.5427 times of the 
equilibrium social welfare. 

6   Conclusion 

This paper studies the price of anarchy of Cournot oligopoly, and gives most general 
results regarding cost function and market demand. General, concave and convex 
inverse demand functions are studied separately. The general inefficiency bounds 
given by Theorem 1-3 are determined by three terms, market demand, number of 
firms and equilibrium market shares. These general results are applicable to both 
practical estimation and theoretical analysis thanks to the practical observability and 
analytical manageability of the equilibrium market share parameters. Furthermore, 
since equilibrium market share parameters can effectively describe various special 
market structures, the general results can be readily applied to special cases such as 
monopoly, perfect competition and the symmetric cost case. 

One point worth mentioning is that the general inefficiency bounds given by  
Theorem 1-3 are not independent of the cost functions of firms because the cost  
characteristics of firms to a large extent determine the equilibrium market shares. 
However, with these general results, equilibrium market share parameters are enough 
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for practical estimation and theoretical analysis of the price of anarchy of Cournot 
oligopoly. Thus it is unnecessary to know any information on the cost functions (as 
long as the marginal costs are nondecreasing with output). In addition, inefficiency 
bounds independent of cost functions can simply be obtained by searching the worst-
case equilibrium market share distribution, like in Corollary 3-4 where the ineffi-
ciency bounds are dependent on θ  or N  only. 
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Abstract. The idea of using the core as a model for predicting the for-
mation of coalitions and the sharing of benefits to coordinated activities
has been studied extensively. Basic to the concept of the core is the idea
of group rationality as embodied by the blocking condition. The predic-
tions given by the core may run into difficulties if some individuals or
coalitions may benefit from not blocking “truthfully”. This paper inves-
tigates this question in games in some games that generalize assignment
games. Some positive results are given, and relationships with Vickrey-
Clarke-Groves mechanisms are drawn.

1 Introduction

The idea of using the core as a model for assessing the stability of arrangements
made within a society has been proved quite fruitful in various contexts. In
particular, as in the pioneering analysis of an assignment game by Shapley and
Shubik [13], the core may predict which coalitions form and how benefits are
shared within each coalition. This occurs in the situations in which diversity in
individual tastes or institutional or organizational constraints do not call for the
whole society to coordinate.

Underlying the concept of the core is the idea of group rationality as em-
bodied by the blocking condition. There are however two difficulties: existence
and manipulability. No stable outcome exists for a large class of games. Also,
the predictions given by the core may run into difficulties if some individuals or
coalitions benefit from not blocking “truthfully”. It turns out that in some coali-
tional games, both the problems of existence and manipulability can be resolved
in a manner to be made precise.

The paper is organized as follows. Section 2 introduces the model and gives
some examples. Section 3 and 4 discusses the manipulability of core correspon-
dences, and Section 5 investigates strategy-proof selections of the core.

2 The Coalitional Formation Model

Before introducing the model, it is worth recalling the basic features of the
assignment game.

X. Deng and Y. Ye (Eds.): WINE 2005, LNCS 3828, pp. 258–267, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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The assignment game. There are two types of agents, the “buyers” and the
“sellers”. Each buyer is interested in buying only one item, say a house. The i-th
seller values his own house to ci while the j-th buyer values the same house at
hij dollars. The important data are the “essential” coalitions, the pairs of buyer-
seller, and the total value they derive by forming, here hi,j − ci. The possible
outcomes of the market specify which pairs of buyer-seller end up making a
transaction and at what price. One seeks a stable outcome, meaning that no
pair consisting of a buyer and a seller can make an arrangement that is more
satisfactory to both than the given one. As shown in [13], a stable outcome
always exists, and each one is supported by an equilibrium price. Furthermore,
there is a minimum equilibrium price vector and a maximal one. The strategic
properties are the following ones:

(a) selecting the minimum equilibrium price vector gives the incentives to
all buyers to reveal their true valuations. This holds true because each buyer
reaches his incremental value, or Vickrey payment, at the corresponding stable
arrangement ([10] and [3]; incremental values are defined later on). The same
result holds for the sellers by selecting the maximal price.

(b) a buyer and a seller cannot each one achieve more than his incremental
value by misrepresenting jointly their preferences (Demange [5]).

Our purpose is to explore the extent to which properties (a) and (b) generalize
to the following situation.

The coalitional game. A finite set of players, the “society”, N = {1, ..., n}, may
organize themselves into pairwise disjoint coalitions, where as usual a coalition
is a non empty subset of N . Not all coalitions may form say for organizational or
institutional reasons : A collection C will describe the set of admissible coalitions.
Throughout the paper, singletons are allowed to form, hence are members of C.

Players only care about the coalition they join and the amount of money
they receive or give. Player i’s preferences are represented by a utility function
ui defined over the coalitions that include i : ui(S) gives in term of money the
utility for i to be a member of coalition S.

The set of admissible i’s utility functions is denoted by U i. I shall assume
that any utility function is admissible (there is no reason for instance to assume
utility functions to be increasing: a member of a coalition may dislike a newcomer
or may not enjoy too large coalitions). The n-tuple u = (ui)i∈N is a preference
profile and U =

⊗
i=1,..,n Ui the set of admissible profiles.

A coalition S that forms can decide to implement transfers between its mem-
bers, (ti)i∈S . Player i receives ti (positive or negative), hence achieves a utility
level or payoff of ui(S) + ti. Feasibility requires transfers to be overall balanced:∑

i∈S ti ≤ 0. Thus, if S forms, any payoff (xi)i∈S that satisfies
∑

i∈S xi ≤∑
i∈S ui(S) can be achieved by S alone through adequate transfers. This leads

us to define the value of S by

Vu(S) =
∑
i∈S

ui(S). (1)
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The society may split into several self-sufficient groups owing to individuals’
preferences (when players dislike large coalitions for instance) or because of the
constraints on coalitions as specified by the set C.1 As defined in [1], a coalition
structure describes how players organize themselves into admissible coalitions
that are pairwise disjoint (hence membership to a coalition is exclusive) and
self-sufficient (which excludes transfers across coalitions).

Definition 1. A C-(coalition) structure of N is given by a = (π, t) where
π = (S)=1,...,L is a partition of N made of elements in C: S ∈ C and
t = (ti)i∈N specifies transfers that are balanced within each element of π:∑
i∈S�

ti ≤ 0 for each S in π.
The payoff reached by i, denoted by ũi(a), is ũi(a) = ui(S(i))+ ti where S(i)

is the unique coalition of which i is a member.

To analyze which structure will emerge, we rely on the standard stability notion
as embodied by the blocking condition.

Definition 2. Given a profile u, the coalition structure a = (π, t) is said to be
blocked by T if ∑

i∈T

ũi(a) < Vu(T ). (2)

A C-stable structure is a C-structure that is not blocked by any coalition in
C. Its payoff vector (ũi(a))i=1,...,n is called C-stable payoff. The set of C-stable
structures is called the C-core.

The blocking condition (2) is justified as usual: since coalition T can achieve to
its members any payoff that sums to Vu(T ), if (2) is met, then each individual
in T could be made better off than under the structure a. Accounting for the
set of admissible coalitions, the stability notion follows.

The collections that guarantee the existence of a C-stable structure for any
profile are of particular interest (as introduced by Kaneko and Wooders [8]). The
guarantee imposes quite severe restrictions. For example, the collection must not
contain a “Condorcet triple” that is three coalitions that intersect each other but
whose overall intersection is empty (for instance, no C-stable structure exists for
a profile that gives value 1 to each of the three coalitions and zero otherwise). The
absence of Condorcet triples is however not sufficient to guarantee a non empty
core. A sufficient condition can be stated in terms of the balanced families. Recall
that a family B of subsets of N is said to be balanced if there are nonnegative
weights on the elements in the family (γS)S∈B such that

∑
S,i∈S γS = 1 for each

i. A partition is a balanced family (take weights equal to 1).

Definition 3. A collection C satisfies the partition property if any balanced
family composed with coalitions in C contains a partition.

1 In technical terms, the game is not super-additive. Recall that super-additivity writes
as Vu(S ∪ T ) ≥ Vu(S) + Vu(T ), for every S, T s.t.S ∩ T = ∅.
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Thanks to Scarf theorem [11], the partition property is sufficient for C to guaran-
tee stability on any set of utility profiles. As shown in [8], the partition property
is also necessary if the set U is rich enough, so that all super-additive transfer-
able utility games are obtained, which is obviously the case with the whole set
of possible profile.

Illustrative examples. 1. Two-sided society (i.e. divided into two subgroups).
In the assignment game, admissible coalitions are singletons and pairs of

buyer-seller and the partition property holds.
In a job market as considered by Kelso and Crawford [9], entities are firms on

one side and workers on the other side (or buyers and sellers. with buyers who
may be interested in buying several objects). Firms may hire several workers but
an employed worker works with a single firm : Apart from singletons, a coalition
is admissible if it contains a single firm. Stability is not guaranteed if there are
at least two firms and three workers : {f1, w1, w2}, {f2, w2, w3}, {f1, w3, w1}
is a Condorcet triple. Some conditions on preferences are needed to ensure the
existence of a stable structure (gross substitutes condition). Also various auction
mechanisms and their relationships with Vickrey-Clarke-Groves mechanism have
been investigated, see for example Bikhchandani and Ostroy [2]).

2. Networks games. Individuals are linked through a network and only the
coalitions that are connected can form. If the network is a tree, individuals
are partially ordered, then stability is guaranteed (Demange [6]). Stability fails
whenever the network contains a cycle since a Condorcet triple is easily found.

It is worth noting that dropping some coalitions from a collection C has two
effects. On one hand less coalitions can block and on the other hand less can
form, hence less structures are feasible. As a result, the cores associated with
nested collections cannot be compared. According to this remark, selecting some
connected sets of a tree gives a collection that satisfies the partition property
and may generate interesting cores.

Incremental values. To account for the possibility of a coalition S to split up into
elements of C let us define the superadditive function V u(S) as follows. Denote
by ΠC(S) the set of partitions of S made of elements in C (it is nonempty since
it contains the partition of singletons). By choosing to partition into π, each
element T in the partition can achieve to its members any payoff that sum
to Vu(T ), which leads to a total of Vu(π) =

∑
T∈π Vu(T ). The value V u(S) is

obtained by picking out a partition of S that gives the maximal value. Formally,

V u(S) = max
π∈ΠC(S)

Vu(π).

Observe that a coalition S needs to implement transfers across the distinct el-
ements of an optimal partition so as to reach any share of V u(S). Hence the
super-additive characteristic function V u does not exactly represent our coali-
tional game. It is nevertheless a useful tool for describing stability: if a coalition
does not achieve V u(T ), then surely one of its subset in C can block. Two re-
marks follow. First, the set of C-stable payoffs is described by the set of linear
inequalities (see [8])
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i∈N

xi ≤ V u(N) and
∑
i∈S

xi ≥ Vu(S), S ∈ C (3)

Thus, if the C-core is non empty, which holds true under the partition prop-
erty, the set described by (3) is nonempty. Furthermore, a partition at a stable
structure achieves V u(N), that is is optimal for N (typically such a partition is
unique).

Second, defining the incremental value of a coalition T (to the set of all
remaining players) by

V u(N)− V u(N − T ). (4)

yields an upper bound on the sum of the payoffs that players in T can achieve at
a C-stable payoff. To see this, note simply that if players in T get strictly more
than their incremental value, then, by feasibility, N − T gets strictly less than
V u(N − T ), hence an admissible subset can block.

Similarly the incremental value of a player i to a coalition S possibly smaller
than N − i, is simply defined as V u(S + i)− V u(S) (to simplify notation, {, } is
dropped when there is no possible confusion. Also S+ i denotes the set S ∪{i}.)

3 Optimistic Manipulability and Incremental Values

The set of stable structures, if non empty, is typically multi-valued. Therefore,
when a player contemplates misrepresenting his preferences he compares two
subsets of coalition structures. Various notions of manipulability are possible,
depending on how preferences over coalition structures are extended over subsets.
We choose here a concept that answers to the following main objection. Although
it seems quite surprising at first sight, it may happen that all members of a
coalition prefer an alternative that they can block to any alternative that is
stable. Why, then, should these individuals agree to block? (for a discussion see
Demange [5] or [7]). As usual, given a profile u, (vT , uN−T ) denote the profile
with functions ui for individuals not in T and vi for those in T .

Definition 4. Optimistic T can manipulate correspondence S at u if there is
vT and b in S(vT , uN−T ) for which

ũi(b) > ũi(a), ∀ a ∈ S(u), ∀i ∈ T. (5)

Applying the definition to the C-core correspondence, the members of T can
manipulate if by misrepresenting their preferences, a structure b that they all
prefer to each C-stable structure becomes stable. When applied to a single indi-
vidual, the definition amounts to assume that the individual evaluates a subset
by considering the best element in the set, hence the qualification of “optimistic”
manipulation.

The link between strategy-proofness and incremental values is known since the
work of Vickrey [14]. The argument extends to correspondences under optimistic
manipulability.
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Proposition 1. Let u be a profile. A coalition that achieves at a stable structure
its incremental value cannot optimistically manipulate the core.

Proof. Let coalition T achieve its incremental value at u. By contradiction, sup-
pose T can optimistically manipulate. Denote by x = ũ(b) the payoff vector
(under the “true” preferences u) at the preferred structure b. Surely

∑
i∈T xi >

V u(N) − V u(N − T ). Also, by feasibility,
∑

i∈N xi ≤ V u(N) holds. These in-
equalities imply

∑
i∈N−T xi < V u(N −T ), in contradiction with the stability of

b at profile (vT , uN−T ). ��
It is worth noting that the core may be manipulable. Consider player 1 in the
game Vu: Vu(2, 3) = Vu(2, 4) = c, Vu(1, 3, 4) = d, Vu(1, 2, 3, 4) = 1, and all other
values are nil. Assume c ≤ 1 and d ≤ 1 so that the game is super additive. The
incremental value of player 1 is (1− c). The only possible stable payoff at which
it can be achieved is (1 − c, c, 0, 0). However, for 1 − c < d, this payoff is not
stable (it is blocked by {1, 3, 4}) and 1’s maximum stable payoff is reached at
the extreme point (2− 2c− d, 1− d, c+ d− 1, c+ d− 1). By lowering his utility
d for {1, 3, 4}, player 1’s maximal payoff is increased possibly up to (1− c).

4 Non Manipulability Result

Proposition 2. Let collection C satisfy the partition property. Then, for each
coalition T in C there is a C-stable structure at which that coalition reaches its
incremental value. Therefore, no admissible coalition can optimistically manip-
ulate the C-core. This applies in particular to each singleton.

Proof. Given profile u, let (π, t) be a C-stable structure at which T achieves its
maximal payoff, denoted by MT . Of course, MT ≥ V u(T ). We have to show that
for T admissible

MT = V u(N)− V u(N − T ). (6)

If T belongs to π, T gets exactly its value at the structure: MT = Vu(T ), and
furthermore Vu(π) = V u(N) = V u(T ) + Vu(N − T ): (6) holds. Suppose that
T does not belong to π. Change ui into vi for each i in T by increasing ui(T )
everything else equal. Denote v = (vT , uN−T ). As long as MT ≥ Vv(T ), the
structure (π, t) remains stable for profle v. For MT < Vv(T ) (π, t) is no longer
stable. Furthermore, T is a member of a partition at any stable structure for v,
say (π′, t′): otherwise (π′, t′) would also be stable at profile u and the payoffs to
T (computed at u) would be strictly larger than MT , a contradiction. Thus the
value V v(N) is given by:

V u(N) for MT ≥ Vv(T ) and by Vv(T ) + V u(N − T ) for MT < Vv(T ). (7)

The continuity of the value V v with respect to v at MT = Vv(T ) yields

MT + V u(N − T ) = V u(N),

the desired result. ��
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The result can be proved through linear programming methods, by computing
some extreme points of the set of stable payoffs (see [7]). The proof provided
here is somewhat more intuitive. It makes clear that the crucial property is that
the C-core is not empty for any profile. Hence the result may extend to the case
with money but without transferable utility (for an extension in an assignment
game see Demange and Gale [4]).

Finally, the non manipulability result does not apply to the coalitions that
are not admissible, as illustrated by the following example. There are three
individuals on a line with 1 in between and C is the collection of all connected sets
(thus only {2, 3} is not admissible) and Vu(1, 2, 3) = 1, Vu(i) = 0, Vu(1, 2) = c2
and Vu(1, 3) = c3. Assume c2 and c3 between 0 and 1 and c2 + c3 > 1. Consider
players 2 and 3. Each one gets his incremental value at the same (extreme) stable
payoff (c2 + c3 − 1, 1− c3, 1− c2}. As for the non admissible coalition {2, 3}, its
incremental value, equal to 1, is not reached. (check that the maximal payoff is
2− (c2 + c3) < 1. Players 2 and 3 can be better off by falsifying their preferences
as follows: 2 announces a lower utility for {1, 2}, thereby lowering the value of
{1, 2} hence increasing the incremental payoff of player 3, and similarly 3 makes
2 better off by lowering her utility for {1, 3}.

5 Strategy-Proof Selection

We consider here a collection that satisfies the partition property. A selection of
the C-core is a function that assigns a C-stable structure at each profile. Recall
that individual i can manipulate f at u if for some vi in Ui

ũi(f(vi, uN−i)} > ũi(f(u)).

Function f is strategy-proof for an individual if this individual cannot manipu-
late f at any profile.

From the previous result, one easily derives that selecting a preferred core
structure for a given player is strategy-proof for that player. Is it possible to
get strategy-proofness for more than one player ? The answer is positive in an
assignment game as recalled above (property (a)). This section aims at under-
standing under which conditions on the collection C a selection of the C-core is
strategy-proof for a given subset of players. As a preliminary, note that such a
selection has to give to each of these players his incremental value.

Proposition 3. Let collection C satisfy the partition property and consider a
coalition T . A selection of the C-core is strategy-proof for each player in T if and
only if each one reaches his incremental value at any profile.

An immediate consequence is that for a selection of the core to be strategy-
proof for each player the core has to be single valued. This occurs only in the
uninteresting case where no coalition apart the singletons are admissible.

A second consequence is that the incentives properties of a selection are much
related to the properties of substitutes or complements as defined in [13]. We
first recall the definition, restricting to two players, α and β. Denote S +αβ the
set S ∪ {α, β} (and similarly S − αβ for the set S − {α, β}).
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Definition 5. Two players are substitutes at u if

V u(S + αβ)− V u(S + β) ≤ V u(S + α)− V u(S) all S, α /∈ S, β /∈ S (8)

They are complements if

V u(S + αβ)− V u(S + β) ≥ V u(S + α)− V u(S) all S, α /∈ S, β /∈ S (9)

In other words, players α and β are substitutes (resp. complements) if the incre-
mental value of one of the players to a coalition is not positively (resp. negatively)
affected by the arrival of the other player in the coalition. To see the relationship
with the incentives properties, it suffices to observe that the two players α and
β simultaneously reach their incremental value at a stable structure only if

V u(N)− V u(N − α) + V u(N)− V u(N − β) ≤ V u(N)− V u(N − αβ) (10)

holds. This inequality says that the sum of the players’ incremental values is less
than the incremental value of αβ, which is an upper bound on the payoffs to αβ at
a stable structure. Condition (10) is surely satisfied if the players are substitutes
(apply (8) to S = N −αβ and rearrange). At the opposite, complements players
can reach their incremental values at the same stable outcome in the very special
case where (10) holds as an equality. Let us start with this case.

5.1 Complements

Recall that when {α, β} is admissible, the incremental value of the coalition is
reached. Since also each single player gets at most his own incremental value,
surely the reverse of (10) holds. This suggests that the players are complements
We give here a direct proof.

Proposition 4. Let collection C satisfy the partition property and {α, β} be in
C. Then players α and β are complements.

Proof. For each j = α, β, take an optimal C-partition πj of S + j. Add to the
family B composed of all the elements of πj the admissible coalition {α, β}. B is
composed of coalitions in C. Furthermore it is a balanced family of S+αβ : Each
i in S +αβ belongs to 2 sets (counting twice a set that belongs to 2 partitions).
Formally B is balanced with a weight vector γ equal to half δπα

+ δπβ

+ 1{α,β}.
where δπ is the vector associated with a partition π (δπ

C = 1 for C element of π
and 0 otherwise). Consider the set of balanced weights for B. As shown in [12], an
extreme point is associated with a balanced family included in B and minimal
(i.e. containing no balanced family). Under the partition property, a minimal
balanced family is a partition. Thus, vector γ is a convex combination of some
δπ associated to partitions of S + αβ : there are μπ such that

μπ ≥ 0,
∑

π

μπ = 1 and δπα

+ δπβ

+ 1{α,β} = 2
∑

π

μπδ
π (11)
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Since V u(S + j) = Vu(πj) =
∑

C∈C δ
πj

C Vu(C), j = α, β, one deduces

V u(S + α) + V u(S + β) = 2
∑
π

μπVu(π)− Vu({α, β}) (12)

One always has Vu(π) ≤ V u(S + αβ) and furthermore for a partition of S +
αβ that contains {α, β}, Vu(π) ≤ Vu({α, β}) + V u(S). Since from (11) surely∑

π,{α,β}.∈π μπ = 1/2 and
∑

π,{α,β}/∈π μπ = 1/2 this gives 2
∑

π μπVu(π) ≤
Vu(S) + V u(S + αβ)) + V u(({α, β}). This inequality together with (12) yields
(9), the desired result. ��

The lesson to be drawn is the following. Recall that when {α, β} is admissible,
both players cannot be better off than at their preferred outcome by misrep-
resenting jointly their preferences. However by making precise how coalitions
split their benefits, typically at least one of these two players will benefit from
misrepresentation (since typically (10) holds as a strict inequality). There is no
strategy-proof selection of the core for these two players.

5.2 Incentives for Substitutes Players

Condition (10) is necessary for a strategy-proof selection of the C-core to exist
at a given profile. Is it sufficient ? Also, what kind of restrictions on admissible
coalitions ensures it is satisfied at all profile ? An answer to this question can be
stated in terms of chains, which we now define.

Definition 6. A chain between α and β is defined by two families of admissible
coalitions, (Sk, k = 1, .., � + 1) and (Tk, k = 1, .., � ) with � ≥ 0, each formed
with disjoint elements, that satisfy

α belongs to S1 and β to S+1, no Tk contains α or β
Tk intersects Sk and Sk+1, k = 1, .., �.

For � = 0, a chain is simply an admissible coalition that contains both α and
β. For � = 1, a chain is given by two disjoint coalitions, S1 and S2, one that
contains α, the other β, and a third coalition T1 that intersects both S1 and S2
but contains neither α nor β.
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Proposition 5. Let collection C satisfy the partition property. Consider two
players α and β. The following properties are equivalent:

1. players α and β are substitutes at any profile
2. there is no chain between α and β
3. condition (10) is met for α and β at any profile.

The absence of a chain between two players imply that no admissible coalition
contains both. In particular N cannot be admissible. It is easy to check that in
an assignment game there is no chain between two sellers or between two buyers.
Let us consider a tree and two players α and β who are linked through player 1
as in figure 1. Letting C be the set of all connected coalitions except those that
contain both α and β, one can show that players α and β are substitutes.

Notes and Comments. An extended version and different proofs are in De-
mange [7].
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Abstract. We commonly use the experience of others when taking de-
cisions. Reputation mechanisms aggregate in a formal way the feedback
collected from peers and compute the reputation of products, services,
or providers. The success of reputation mechanisms is however condi-
tioned on obtaining true feedback. Side-payments (i.e. agents get paid
for submitting feedback) can make honest reporting rational (i.e. Nash
equilibrium). Unfortunately, known schemes also have other Nash equi-
libria that imply lying. In this paper we analyze the equilibria of two
incentive-compatible reputation mechanisms and investigate how unde-
sired equilibrium points can be eliminated by using trusted reports.

1 Introduction

In a world that offers an ever increasing number of choices, we commonly use
the experience of our peers when making decisions. The feedback coming from
previous users can be aggregated into the reputation of a product, service or
manufacturer, and accounts for the data that cannot be directly observed before
the purchase: e.g. reliability, technical support, etc.

As reputation mechanisms become more and more popular in online mar-
kets, it is important to ensure that selfish agents have the right incentives to
report honest feedback (i.e. the mechanism is incentive compatible). One way
to elicit truthful information is to pay the reports according to their estimated
truthfulness. Since objective verification is usually impossible, the truthfulness
of a report is assessed by comparing it with other reports coming from peers.
When the observations of different clients are sufficiently correlated, there exist
payment rules that make truthful reporting be Nash Equilibrium (NEQ): i.e.
rational agents report the truth given that all other agents report the truth. [9]
and [6] describe concrete mechanisms.

Unfortunately, such mechanisms also have other NEQ points where agents lie.
The existence of multiple equilibria is a serious problem when engineering real
reputation mechanisms: nothing can guarantee that the desired (i.e. truthful)
equilibrium strategy is selected. Moreover, the payoff generated by the truthful
equilibrium is often dominated by the payoff in a non-truthful equilibrium. Thus,
the selection of the truthful strategy becomes even more problematic.

X. Deng and Y. Ye (Eds.): WINE 2005, LNCS 3828, pp. 268–277, 2005.
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In this paper we propose a method of enforcing the selection of the truthful
strategy based on trusted reports (i.e. verifiable reports coming from special-
ized reporters). Such reports can constitute a true reference base against which
other feedback can be evaluated. When enough trusted reports are available, the
incentive compatible NEQ becomes unique.

Efficiency, however, dictates that the number of trusted reports required be
kept as small as possible. We therefore investigate the reputation mechanisms
described in [9] and [6], and derive analytical and numerical solutions for the
minimum percentage of trusted reports required to enforce the truthful strate-
gies. Besides the results for the two specific mechanisms, the paper introduces
a general methodology for eliminating undesired equilibrium points, and offers
insights into the dynamics of feedback reporting mechanisms. Sections 2 and
3 briefly introduce the two reputation mechanisms. Section 4 analyzes the set
of Nash equilibrium points and analytically shows how trusted reports can be
used to eliminate the undesired equilibria. Numerical results are presented and
interpreted in Section 5, followed by related work and a conclusion.

2 The MRZ Incentive Compatible Reputation
Mechanism

In [9], Miller, Resnick and Zeckhauser (henceforth referred to as MRZ) consider
that a number of clients sequentially experience the same product whose type1

is drawn from a set of possible types T .2

The real type of the product is unknown to clients and does not change during
the experiment. After every interaction, the client observes one signal s (from
a set of possible signals, S, of cardinality M) about the type of the product.
The observed signals are independently identically distributed conditioned on
the real type t of the product. f(si|t) denotes the probability that the signal si

is observed when the product is of type t.
∑

si∈S f(si|t) = 1 for all t ∈ T .
After every interaction, the client is asked to submit feedback about the signal

she has observed. A reputation mechanism collects the reports, and updates the
probability distribution over the possible types of the product. Let p characterize
the current belief of the reputation mechanism (and therefore of all agents that
can access the reputation information) about the probability distribution over
types. p(t) is the probability that the product is of type t, and

∑
t∈T p(t) = 1.

When the reputation mechanism receives a report r ∈ S, the posterior belief is
updated using Bayes’ Law:

p(t|r) =
f(r|t) · p(t)

Pr[r]
;

where Pr[r] =
∑

t∈T f(r|t) · p(t) is the probability of observing the signal r.
1 The type of a product defines the totality of relevant characteristics of that product.

e.q. quality, reliability, etc.
2 The set of possible types is the combination of all values of the attributes that define

the type. While this definition generates an infinite-size set of types, in most practical
situations, approximations make the set of possible types countable. For example,
the set of possible types could have only two elements: good and bad.
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Every feedback is paid according to a payment rule that takes into account
the current belief, the value of the report and the value of another future report
submitted by some other client (called the rater). When this payment is defined
by a proper scoring rule3, MRZ show that every agent has the incentive to submit
the true feedback given that the rater also reports honestly. The mechanism thus
has an incentive-compatible NEQ.

One possible payment rule is:

R
(
p(·), r, rr

)
= log

(
Pr[rr |r, p(·)]

)
= log

(∑
t∈T

p(t|r) · f(rr|t)
)
;

where p(·) is the prior belief of the agent (and of the reputation mechanism),
r ∈ S is the report of the agent, rr ∈ S is the future report of the designated
rater, and Pr[rr|r] is the posterior probability that the signal rr will be observed
by the rater given that r was observed by the current reporter. When denoting
the payment received by an agent, we will frequently ignore the dependence
on the belief and have R(si, sj) represent the payment received by an agent
reporting si when the rater reports sj .

3 The JF Incentive-Compatible Reputation Mechanism

Jurca and Faltings (henceforth referred to as JF) describe in [6] an incentive
compatible reputation mechanism in a setting where the binary signal observed
by the clients is influenced not only by the type of the service, but also by time.
The probability distribution of the observed signal is thus modeled by a Markov
chain of variable length.

The side-payment for reports follows a very simple rule, and does not depend
on the beliefs of the agent or those of the reputation mechanism. A report is paid
only if the next report submitted by some other client about the same service
has the same value. The amount of the payment is dynamically scaled such that
the mechanism is budget-balanced.

The Markov model for the observable signals is very appropriate for services
offered by software agents, where failures are correlated. If we take the example
from the previous section, and consider that the product is actually a service
provided by a webservice, it is very unlikely that individual signals follow an
independent distribution. A service failure due to a software or hardware prob-
lem is likely to attract other service failures in the immediate future. Likewise,
a present successful invocation signals that everything works well with the in-
frastructure, and is probably going to be followed by other successful service
invocations.

While the MRZ mechanism can also be adapted for Markov models of be-
havior, it requires that the model be common knowledge among the agents: i.e.
all agents must agree on the length of the model and on the fact that there is
a unique set of parameters characterizing that model. MRZ argue that private
3 see [4] for an introduction to the scoring rules.
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information can be accommodated by requiring the agents to first submit their
private information, and than report the feedback. The computation of the pay-
ment will take into account the reported private information, and will make it
rational for the agents to truthfully submit feedback afterwards.

However, reporting private information and feedback introduces additional
cheating opportunities. Although no agent can obtain an expected payoff greater
than the one rewarded by the truthful strategy, malicious reporters can bias
the declared private information in order to make any desired report (weakly)
optimal: e.g. an agent willing to bad-mouth a provider, can do so without being
penalized by submitting appropriately modified private information.

Having side-payments that do not depend on the beliefs of the agents, the
JF mechanism allows the agents to have private beliefs about the model of the
webservice, as long as these beliefs satisfy some general constraints. Of course,
the freedom of having private beliefs is paid by the constraints that limit the
contexts in which incentive-compatibility is guaranteed.

4 Equilibrium Strategies

Formally, a reporting strategy of an agent a is a mapping σ from the set of
signals S to the set ΔS containing all probabilistic combinations of signals from
S. σ(si) =

∑
j∈S αi

jsj denotes that an agent a following reporting strategy σ, will
report sj with probability αi

j given that the signal observed was si.
∑M

j=1 α
i
j = 1

for all i ∈ {1, . . . ,M}. The set of all reporting strategies is denoted as S.
Let σ∗ be the incentive-compatible strategy, i.e. σ∗(si) = si for all si ∈ S. By

an abuse of notation we also use sj to denote the “constant” reporting strategy
(i.e. sj(si) = sj for all si ∈ S) and ΔS to denote the set of all reporting strategies.

When a uses reporting strategy σ and her rater (i.e. ar) uses the reporting
strategy σ′ = (βi

j), the expected payment of a when observing the signal si is:

E[σ, σ′, si] =
M∑

j=1

αi
j

( M∑
k=1

Pr[sk|si] ·
( M∑

l=1

βk
l ·R(sj , sl)

))
; (1)

where Pr[sk|si] is the probability that the rater observes the signal sk given
that a has observed si, and the function R(sj , sl) gives the payment made by
the reputation mechanism to a when a reports the signal sj and ar reports sl.
For the MRZ mechanism the function R(sj , sl) is given by one scoring rule. For
the JF mechanism, the function R(sj , sl) is 1 if sl = sj and 0 otherwise.

Definition 1. A reporting strategy σ is a NEQ of the reputation mechanism iff
∀ si ∈ S, no agent deviates from σ, as long as her rater reports according to σ.
Formally, σ satisfies: E[σ, σ, si] ≥ E[σ′, σ, si], ∀si ∈ S, σ′ �= σ.

Definition 1 restricts possible reporting strategies to symmetric ones. General N -
player feedback reporting games might have asymmetric Nash equilibria as well
(i.e. every agent uses a different reporting strategy). However, online markets
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usually assume an infinite number of anonymous clients providing feedback. In
this case, all reporting equilibria are symmetric. To prove that, assume an asym-
metric equilibrium, and two agents, ai and aj using different reporting strategies:
σi �= σj . For both ai and aj the rater will be drown from the same (infinite) set
of future reporters. Therefore, for both ai and aj , the rater’s strategy will be
the same strategy σ, computed as a mix of the strategies of all future reporters.
Then, E[σi, σ, ·] ≥ E[σj , σ, ·] as σi is optimal for ai and E[σj , σ, ·] ≥ E[σi, σ, ·]
as σj is optimal for aj . Consequently, σi = σj , and by induction all clients
use the same strategy in equilibrium (i.e. the equilibrium reporting strategy is
symmetric).

Both the MRZ and the JF mechanisms have many NEQ strategies. In gen-
eral, finding all NEQ points of a game is a difficult problem [3]. However, for the
special case of binary reputation mechanisms, Proposition 1 completely charac-
terizes the set of equilibrium strategies.

Proposition 1. Given a binary incentive-compatible reputation mechanism, al-
ways reporting positive feedback and always reporting negative feedback are Nash
equilibria. At least one of these equilibria generates a higher payoff than the
truthful equilibrium.

Proof. Let “+” and “−” denote the positive and respectively the negative qual-
ity signals. The mechanism is incentive-compatible, so E[σ∗, σ∗,+] ≥ E[−, σ∗,+]
and E[σ∗, σ∗,−] ≥ E[−, σ∗,−]. Expanding E[·, ·, ·] and taking into account
that Pr[+|+] ≥ Pr[+|−] (easy verifiable by applying Bayes law) we obtain:
R(+,+) ≥ R(−,+) and R(−,−) ≥ R(+,−). Therefore, E[+,+, ·] ≥ E[−,+, ·]
and E[−,−, ·] ≥ E[+,−, ·], and thus, according to Definition 1, the strategies +
and − (i.e. always reporting positive, respectively negative feedback) are NEQ.

Let ρ = max
(
R(+,+), R(−,−)

)
. Then,

E[σ∗, σ∗, +] = Pr[+|+]R(+,+) + Pr[−|+]R(+,−)

≤ Pr[+|+]R(+,+) + Pr[−|+]R(−,−) ≤ ρ;

Similarly, E[σ∗, σ∗,+] ≤ ρ, therefore, at least one of the constant reporting
NEQ strategies generates a higher expected payoff than the truthful equilibrium.

The results of Proposition 1 are valid for all binary incentive-compatible reputa-
tion mechanisms, and prove that honesty is always dominated by at least one of
the constant reporting strategies. We conjecture the existence of a similar result
for all IC reputation mechanisms.

4.1 The Influence of Trusted Reports

For all incentive compatible reputation mechanisms, the truthful reporting strat-
egy σ∗, is a strict Nash equilibrium. When the report submitted by the rater is
always trusted (i.e. true), the expected payment received by a, given that she has
observed the signal si and uses the reporting strategy σ, is E[σ, σ∗, si]. As the
rater’s strategy is fixed, the only Nash equilibrium strategy of a is the truthful
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reporting strategy σ∗. Any other reporting strategy will generate a strictly lower
payoff (Definition 1).

Since trusted reports are expensive, it is interesting to see if undesired Nash
equilibrium points can be eliminated by using only a probabilistic rating against
a trusted report: i.e. a report is rated with probability q against a trusted report
and with probability 1 − q against a normal report. The expected payoff to a
from the equilibrium strategy σ, given that she has observed the signal si is then:

Eq[σ, σ, si] = q ·E[σ, σ∗, si] + (1− q) ·E[σ, σ, si]

The strategy σ continues to be a Nash equilibrium strategy if and only if
for all other reporting strategies σ′, Eq[σ′, σ, si] < Eq[σ, σ, si], for all signals si.
Finding the minimum probability q such that the incentive-compatible reporting
strategy remains the only Nash equilibrium strategy of the mechanism involves
solving the following problem:

Problem 1. Find the minimum q∗ ∈ [0, 1] such that for all q, q∗ ≤ q ≤ 1, for all
reporting strategies σ �= σ∗, there is a signal si and a strategy σ′ �= σ such that
Eq[σ, σ, si] < Eq[σ′, σ, si].

Problem 1 is hard to solve in the general case, and its result are very restric-
tive. A relaxation would be to eliminate only those equilibrium strategies that
generate a higher payoff than the incentive compatible strategy. The practical
justification for this relaxation is that rational agents always choose from a set of
possible equilibrium strategies the one that generates the highest payoff. Given
that truthful reporting yields the highest payoff, we argue that it is not necessary
from a practical perspective to eliminate all other Nash equilibrium points.

Finding the minimum probability, q∗, such that the incentive-compatible
reporting strategy generates the highest payoff implies solving the following
problem:

Problem 2. Find q∗ = min(q), s.t. f(q∗) = 0, where f(q) = maxσ,si Eq[σ, σ, si]−
E[σ∗, σ∗, si] s.t. σ is a NEQ: i.e. Eq[σ, σ, sk] ≥ Eq[sj , σ, sk] for all sj , sk ∈ S.

Problem 2 contains two nested optimizations: (1) finding the Nash equilibrium
strategy that generates the highest payoff, and (2) finding the minimum value
of q (i.e. q∗) for which the highest Nash equilibrium payoff corresponds to the
incentive-compatible reporting strategy. Finding the highest Nash equilibrium
payoff is a NP-hard problem [3]. The function f(q), on the other hand, is de-
creasing in q and therefore a binary search can be used to find the minimum value
of q. Please note that the solutions to problem 2 also represent lower bounds for
the solutions of problem 1.

The solution q∗ of Problem 2 does not necessarily represent the overall per-
centage of trusted reports needed by the reputation mechanism. For example,
the MRZ mechanism allows to reuse trusted reports. The same trusted report
can be used to assess the honesty of more than one feedback. In extremis, one
could imagine that the same trusted report is used to assess all other reports
collected by the reputation mechanism. The actual percentage of trusted reports



274 R. Jurca and B. Faltings

needed by the mechanism is hence very low, and equal to the value of q∗ divided
by the total number of reports that are rated against the same trusted report.

Using the same trusted report poses, however, some problems. First, all feed-
back has to be rated in the same time, i.e. after all reports have been submitted.
This delays the side-payments to clients, and weakens the monetary incentives
to report. Second, the trusted report can become outdated. In a dynamic system
(service providers change their type by updating for example their infrastruc-
ture), the validity of any report is limited to a certain time window. Third, it
leaves the mechanism vulnerable to mistakes of the trusted reporters.

In practice, a periodically updated set of trusted reports can be used to rate
normal feedback. For any report, one trusted report can be randomly chosen
from this set. Thus, a compromise can be reached between cost and stronger
incentives to report the truth.

The JF mechanism, on the other hand, requires a fresh rater for every sub-
mitted report (i.e. the report of the next agent is always used to rate the present
feedback). Therefore, the threshold value q∗ that a report is rated against a
trusted report becomes the overall percentage of trusted reports needed by the
reputation mechanism.

Our analysis also offers an interesting insight for influencing the behavior of
incentive compatible reputation mechanisms. From a dynamic perspective, the
reputation mechanism can shift from one Nash reporting equilibrium to another.
A mechanism operator will therefore be interested to know how easy it is to
switch the reporting strategy from lying to truth-telling.

For example, let us take a reputation mechanism currently coordinated on
an equilibrium σ. Assuming that the operator can observe σ, he can shift the
reporting equilibrium to the truthful one by publicly committing to rate every
report against a trusted report with probability q̄ = maxsi

E[σ,σ,si]−E[σ∗,σ∗,si]
E[σ,σ,si]−E[σ,σ∗,si]

.
Note that q̄ ≤ q∗, with equality holding when σ is the reporting NEQ yielding
the highest payoff. Thus, in particular, the operator can drive the reputation
mechanism to the truthful equilibrium in the beginning.

Once the agents have coordinated on the truthful strategy (by some external
coercion or natural initiative), the operator can stop using trusted reports. It
will take a significant proportion of deviators (i.e. at least 1 − q∗) coordinated
on a different payoff equilibrium in order to make it rational for the other agents
to also switch to this non-truthful equilibrium. Since q∗ is often quite low, this
can be very useful in practice. This observation opens new research and design
opportunities for practical reputation mechanisms where external intervention
(e.g. trusted reports) is only periodically needed in order to (re)coordinate a
sufficient proportion of agents on the desired strategy.

5 Numerical Analysis

For the JF mechanism the incentive-compatible equilibrium dominates all other
equilibria only when feedback is rated against a trusted report with probability

greater than q∗ = max
(

1−Pr[−|−]
Pr[−|−] , 1−Pr[+|+]

Pr[+|+]

)
, where Pr[+|+] and Pr[−|−]
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are the probabilities of observing a positive (respectively negative) signal in
the next round given a positive (respectively negative) signal observed in the
present. Both Pr[−|−] and Pr[+|+] vary in the interval [0.5, 1] (smaller values for
Pr[−|−] or Pr[+|+] are not allowed by the assumptions of the JF mechanism),
therefore q∗ can take any value between 0 and 1. For example, a webservice
modeled by a Markov chain with transition probabilities Pr[+|+] = 0.95 and
Pr[−|−] = 0.94 requires q∗ = 1/9. The greater the correlation between the
behavior of the webservice in successive transactions, the lower the threshold
value, q∗. In such cases, there is little uncertainty about the signal observed by
the rater, and therefore the incentive-compatible strategy of the JF mechanism
yields payoffs that approach the maximum possible payoff.

For the MRZ mechanism we numerically investigate settings with N possible
product types and N observable signals. Each signal characterizes one type, and
uniform noise “scrambles” the observation of clients. The conditional probability
distribution of signals is defined as f(sj |ti) = 1− δ when sj = si and f(sj |ti) =

δ
N−1 when sj �= si. δ = 10% is the “level” of noise.

For N = 2, Figure 1 plots the threshold value q∗ against the set of possible
beliefs of the clients (characterized by the prior probability assigned to the good
type). The values of q∗ range between 0.6 and 0.8. The gaps at both ends of
the interval are explained by the “activation” of previously inefficient reporting
strategies. When one type is very probable (e.g. the good type), the constant
reporting strategy “−” is very inefficient. Pr[−|−] is very small, therefore the
payoff generated by always reporting negative feedback is lower than the payoff
rewarded to the truthful strategy. As soon as the prior probability of the bad
type becomes big enough, both constant reporting strategies are more profitable
than the truthful strategy, hence more trusted reports are needed to enforce
truth-telling.
4 Pr[+|+] is the probability of successful service at time t+1 given a successful service

at time t; similarly Pr[−|−] is the probability of service failure at time t + 1 given
a failure at time t.
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For N = 3 the space of possible beliefs is two dimensional: two probabili-
ties entirely characterizes the prior distribution over the three types. Figure 2
presents three slices through the 3-dimensional graph for three different proba-
bilities of the type t1: p(t1) = 0.1, p(t1) = 0.3 and p(t1) = 0.5. The threshold
value q∗ varies between 0.5 and 0.8.

For higher number of types, the graphical representation of the space of beliefs
becomes impossible. Moreover, solving the optimization problem for an increas-
ing number of types (and therefore signals) becomes exponentially more diffi-
cult. However, the solution for N = 4, 5, 6 types and beliefs normally distributed
around every type does not bring any surprises. As in the previous cases, the
values of q∗ range from 0.5 to 0.8, with higher values for more focused beliefs,
and lower values for increased ambiguity in beliefs.

6 Related Work

In their seminal papers, Kreps, Wilson, Milgrom and Roberts [8] prove that
cooperative equilibria can exist in finitely repeated games due to the reputation
effect. Since then, numerous computational reputation mechanisms have been
described, ranging from mechanisms based on direct interactions [2] to complex
social networks [11] where agents ask and give recommendations to their peers.
Centralized implementations as well as completely decentralized [1] have been
investigated.

Besides the two mechanisms treated in this paper, a number of other mecha-
nisms address the problem of eliciting honest feedback from self interested par-
ticipants. For e-Bay-like auctions, the Goodwill Hunting mechanism [5] provides
a way to make the sellers indifferent between lying or truthfully declaring the
quality of the good offered for sale. Momentary gains or losses obtained from mis-
representing the good’s quality are later compensated by the mechanism which
has the power to modify the announcement of the seller.

Jurca and Faltings [7] take a different approach and achieve in equilibrium
truthful reporting by comparing the two reports coming from the buyer and the
seller involved in the same transaction. Using the same idea, Papaioannou and
Stamoulis [10] describe a mechanism suitable for P2P environments.

This paper also relates to the vast literature concerned with computing Nash
equilibrium strategies [3] and with the ongoing efforts of the networking com-
munity to design routing algorithms that have a unique Nash equilibrium point
with the desired properties.

7 Conclusion

Obtaining true feedback is of vital importance to the success of online reputa-
tion mechanisms. When objective verification is not available, economic measures
must exist to ensure that self interested agents truthfully report their observa-
tions. Unfortunately, existing incentive compatible schemes have multiple Nash
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equilibria. Moreover, lying equilibrium strategies usually yield higher payoffs
than the truthful strategy.

In this paper we analyze the influence of trusted reports on the set of Nash
equilibria of two existing incentive-compatible reputation mechanisms. We em-
phasize the existence of lying Nash equilibria, and investigate how such undesired
equilibrium points can be eliminated. By having a fraction of trusted reports it
is possible to have a mechanism where the truthful strategy is the only (or the
most attractive) strategy to be followed.

Besides the numerical analysis of the two reputation mechanisms we also
provide a general methodology for eliminating undesired equilibrium points from
incentive compatible reputation mechanisms.

References

1. K. Aberer and Z. Despotovic. Managing Trust in a Peer-2-Peer Information Sys-
tem. In Proceedings of the Ninth International Conference on Information and
Knowledge Management (CIKM), 2001.

2. A. Birk. Learning to Trust. In R. Falcone, M. Singh, and Y.-H. Tan, editors, Trust
in Cyber-societies, volume LNAI 2246, pages 133–144. Springer-Verlag, Berlin Hei-
delberg, 2001.

3. V. Conitzer and T. Sandholm. Complexity Results about Nash Equilibria. In
Proceedings of the IJCAI, Acapulco, Mexico, 2003.

4. R. Cooke. Experts in Uncertainity: Opinion and Subjective Probability in Science.
Oxford University Press: New York, 1991.

5. C. Dellarocas. Goodwill Hunting: An Economically Efficient Online Feedback. In
J. Padget and et al., editors, Agent-Mediated Electronic Commerce IV. Designing
Mechanisms and Systems, volume LNCS 2531, pages 238–252. Springer Verlag,
2002.

6. R. Jurca and B. Faltings. An Incentive-Compatible Reputation Mechanism. In
Proceedings of the IEEE Conference on E-Commerce, Newport Beach, CA, USA,
2003.

7. R. Jurca and B. Faltings. “CONFESS”. An Incentive Compatible Reputation
Mechanism for the Online Hotel Booking Industry. In Proceedings of the IEEE
Conference on E-Commerce, San Diego, CA, USA, 2004.

8. D. M. Kreps, P. Milgrom, J. Roberts, and R. Wilson. Rational Cooperation in the
Finitely Repeated Pisoner’s Dilemma. J. of Economic Theory, 27:245–252, 1982.

9. N. Miller, P. Resnick, and R. Zeckhauser. Eliciting Informative Feedback: The
Peer-Prediction Method. Forthcoming in Management Science, 2005.

10. T. G. Papaioannou and G. D. Stamoulis. An Incentives’ Mechanism Promoting
Truthful Feedback in Peer-to-Peer Systems. In Proceedings of IEEE/ACM CC-
GRID 2005, 2005.

11. B. Yu and M. Singh. Detecting Deception in Reputation Management. In Proceed-
ings of the AAMAS, Melbourne, Australia, 2003.



Strategy/False-Name Proof Protocols for Combinatorial
Multi-attribute Procurement Auction: Handling

Arbitrary Utility of the Buyer

Takayuki Suyama1 and Makoto Yokoo2

1 NTT Communication Science Laboratories, NTT Corporation,
2-4 Hikaridai, Seika-cho, Soraku-gun, Kyoto, 619-0237, Japan

suyama@cslab.kecl.ntt.co.jp
phone: +81-774-93-5275; facsimile: +81-774-93-5285

http://www.kecl.ntt.co.jp/csl/ccrg/members/suyama/
2 Graduate School of Information Science and Electrical Engineering,

Kyushu University,
6-10-1 Hakozaki, Higashi-ku, Fukuoka, 812-8581, Japan

yokoo@is.kyushu-u.ac.jp
http://lang.is.kyushu-u.ac.jp/˜yokoo/

Abstract. In this paper, we develop new protocols for a combinatorial, multi-
attribute procurement auction in which each sales item (task) is defined by several
attributes called quality, the buyer is the auctioneer (e.g., a government), and the
sellers are the bidders. Furthermore, there exist multiple tasks, and both buyer
and sellers can have arbitrary (e.g., complementary/substitutable) preferences on
a bundle of tasks.

In this setting, there is a chance that a VCG protocol cannot satisfy Individ-
ual Rationality (IR) for the buyer, i.e., the buyer’s utility can be negative. We
show that if a surplus function is concave, then the VCG protocol satisfies IR
and the protocol is also false-name-proof, i.e., using multiple identifiers provides
no advantage. Furthermore, we present a modification of the VCG protocol that
satisfies IR even if the concavity condition is not satisfied. The key idea of this
protocol is to introduce a special type of bidder called the reference bidder. We
assume that the auctioneer knows the upper-bound of the reference bidder’s cost.
Introducing such a reference bidder is similar to setting reservation prices in stan-
dard combinatorial auctions. Furthermore, we develop a new false-name-proof
protocol that is based on the idea of the Leveled Division Set (LDS) protocol.

1 Introduction

Recently, auctions—in particular, combinatorial auctions—have attracted considerable
attention from computer science/AI researchers (an extensive survey is presented in
[1]). Previous studies have dealt mostly with models in which price is the unique strate-
gic dimension. In many situations, however, conducting negotiations on multiple at-
tributes of a deal is required. For example, when allocating tasks, the attributes of a deal
may include starting time, ending deadline, accuracy level, etc. A service can be char-
acterized by its quality, supply time, and risk of the service not being supplied. Also, a
product can be characterized by several attributes such as size, weight, and supply date.

X. Deng and Y. Ye (Eds.): WINE 2005, LNCS 3828, pp. 278–287, 2005.
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This problem becomes more complicated when there are multiple tasks, services,
or products. For example, the task of constructing a large building can be divided into
many subtasks. One construction supplier might be able to handle multiple subtasks,
while another company is specialized to a particular subtask. In addition, since each
construction firm may contract processes under different conditions, e.g., their quality,
appointed date, price and so on, the utility of the government may depend on these
conditions in a complex fashion.

In this paper, we follow the model of a combinatorial, multi-attribute procurement
auction presented in [2], which can handle such situations. In this model, each sales
item is defined by several attributes called quality, the buyer is the auctioneer (e.g., a
government), and the sellers are the bidders. Furthermore, there exist multiple items,
and both buyer and sellers can have arbitrary (e.g., complementary/substitutable) pref-
erences on a bundle of items. In this model, we assume the preference/type of the buyer
is known and the research goal is to develop strategy/false-name proof protocols for
sellers. This assumption is natural in such cases as the procurement by the government,
etc. Aside from this assumption, this model is quite general. For example, the quality of
a task can have arbitrary dimensions. Also, there is no restriction on the possible types
of a seller’s cost function.

In [2], we have shown that the Vickrey-Clarke-Groves (VCG) type protocol [3, 4, 5]
cannot guarantee Individual Rationality (IR) for the buyer, i.e., the buyer’s utility can be
negative. In this paper, we first show one sufficient condition where the VCG protocol
can guarantee IR for the buyer, i.e., the concavity of a surplus function. Furthermore,
we develop a modified version of the VCG protocol that can guarantee IR even if this
condition cannot be satisfied. The key idea of this protocol is the introduction of a
reference bidder. We assume that the buyer knows the upper-bounds of the reference
bidder’s cost. In many situations, it is quite natural to assume that a buyer has some
knowledge of the costs of some bidders.

Furthermore, the possibility of a new type of fraud called the false-name bids, which
exploits the anonymity available over the Internet, is discussed in [6, 7]. False-name
bids are bids submitted under fictitious names, e.g., multiple e-mail addresses. In this
paper, we develop a new false-name-proof combinatorial multi-attribute procurement
auction protocol based on the Leveled Division Set (LDS) protocol [7].

2 Related Works

Traditionally, very little theoretical work has been conducted on multi-attribute auc-
tions, with the notable exception of [8]. In this work, bidders can bid on both price
and quality, and bids are evaluated by a scoring rule designed by a buyer. In addition,
first score and second score sealed bid auctions have been proposed. However, in this
work, the quality is assumed to be one-dimensional. Also, protocols and strategies of a
multi-attribute English auction were proposed in [9], and then strategy with a deadline
was studied in [10]. In these studies, the processes of auctions are sequential, and they
provide the automated bidder agents and their strategies. The value of the quality is
extended to two dimensions.
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In these studies, assigning multiple tasks is not considered. On the other hand, these
works consider the incentive issues of the buyer, while we assume the buyer’s type
is public. Also, these works propose non-direct revelation mechanisms, which require
less exposure of private information than the direct revelation protocols developed in
this paper.

Bichler [11] carried out an experimental analysis of multi-attribute auctions, showing
through experiments that the utility scores achieved in multi-attribute auctions were
higher than those of single-attribute auctions.

Our model is based on the model introduced in [2]. we presented a VCG protocol
and a false-name-proof protocol. However, the VCG protocol cannot guarantee IR in
general. Also, our false-name-proof protocol can be applied only when the buyer’s gross
utility has an additive form.

3 Model

Here, we show the model of a combinatorial multi-attribute procurement auction pre-
sented in [2].

– There exists a single buyer 0.
– There exists a set of sellers/bidders N = {1, 2, . . . , n}. We use the pronoun “he”

to represent a seller/bidder and the pronoun “she” to represent the buyer.
– There exists a set of tasks T = {t1, . . . , tm}.
– Each bidder i privately observes his type θi, which is drawn from a set Θ.
– For each task tj , quality qj ∈ Q is defined.
– A possible allocation of tasks to bidders is represented as

−→
B = (B1, . . . , Bn),

where Bi ⊆ T and for i �= k, Bi ∩Bk = ∅ holds.
– A profile of qualities is represented as −→q = (q1, . . . , qm).
– For a quality profile −→q and bundle Bi = {ti,1, ti,2, . . .}, we represent a projection

of Bi onto −→q as −→q Bi
= (qti,1 , qti,2 , . . .).

– The cost of bidder i when the allocation is Bi and the achieved quality profile is−→q Bi
is represented as c(θi, Bi,−→q Bi

). We assume c is normalized as c(θi, ∅, ()) =
0.

– The gross utility of buyer 0, when the obtained quality profile is −→q , is represented
as V (−→q ).

– The payment from the buyer to each seller/bidder i is represented as pi.
– We assume that each participant’s utility is quasi-linear, i.e., for each seller i, his

utility is represented as pi − c(θi, Bi,−→q Bi
). Also, for the buyer, her (net) utility is

V (−→q )−∑
i∈N pi.

– For an unallocated task tj , we assume that the quality of tj is 0 ∈ Q. V is normal-
ized by V (−→q 0) = 0 as −→q 0 = (0, 0, . . . , 0).

Note that although there is only one parameter qj for representing the quality of task tj ,
this does not mean that our model can handle only one-dimensional quality, i.e., qj can
be a vector of multiple attributes.

An auction protocol is (dominant-strategy) incentive compatible (or strategy-proof)
if declaring the true type/evaluation values is a dominant strategy for each bidder, i.e.,
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the optimal strategy regardless of the actions of other bidders. Furthermore, we define
that an auction protocol is false-name-proof if declaring the true type by using a single
identifier is a dominant strategy for each bidder.

An auction protocol is Individually Rational (IR) if no bidder suffers any loss in a
dominant-strategy equilibrium, i.e., the cost never exceeds the payment. In a private
value auction, IR is indispensable; no bidder wants to participate in an auction where
he might be paid less money than the amount he spent to achieve the task. Therefore, in
this paper, we restrict our attention to IR protocols.

We say an auction protocol is Pareto efficient when the sum of all participants’
utilities (including that of the auctioneer), i.e., the social surplus, is maximized in a
dominant-strategy equilibrium. In our model, the obtained social surplus is represented
as V (−→q )−∑

i∈N c(θi, Bi,−→q Bi
).

Example 1. There are two bidders N = {1, 2} and two tasks T = {t1, t2}. In this ex-
ample, we assume that for each task tj , its quality qj is one-dimensional and continuous.
The cost function of bidder 1 can be represented as follows.

– c(θ1, {t1}, (q1)) = 1
4q1,

– c(θ1, {t2}, (q2)) = 1
2q2,

– c(θ1, {t1, t2}, (q1, q2)) = 1
4q1 + 1

4q2

Assume that V (−→q ) =
∑

i

√
qi. When both t1 and t2 are allocated to the bidder 1 with−→q = (4, 4), then the cost of bidder 1 is c(θ1, {t1, t2}, (4, 4)) = 2. Social surplus is

V ((4, 4))− c(θ1, {t1, t2}, (4, 4)) = 2. If we assume that the cost of bidder 2 is always
greater than that of bidder 1, then this allocation is Pareto efficient.

4 VCG Protocol

4.1 Protocol Description

The VCG protocol presented in [2] can be described as follows.

Definition 1 (VCG).

– Each bidder i declares his type θ̃i, which can be different from his true type θi.
– Based on declared types, an allocation and a quality profile is determined so that

the social surplus is maximized:

(−→B ∗
,−→q ∗) = arg max

(
−→
B ,−→q )

V (−→q )−
∑
j∈N

c(θ̃j , Bj ,−→q Bj
).

– For i, payment pi is defined as follows:

pi = [V (−→q ∗)−
∑
j �=i

c(θ̃j , B
∗
j ,
−→q ∗

B∗
j
)]−

[V (−→q ∼i,∗)−
∑
j �=i

c(θ̃j , B
∼i,∗
j ,−→q ∼i,∗

B∼i,∗
j

)]
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(−→B∼i,∗
,−→q ∼i,∗) is an allocation and quality profile that maximizes social surplus

when i is excluded . More specifically, for an allocation that does not allocate any

task to bidder i, i.e.,
−→
B

∼i
= (B1, . . . , Bi−1, ∅, Bi+1, . . . , Bn), (−→B∼i,∗

,−→q ∼i,∗) is
defined as follows:

arg max
(
−→
B

∼i

,−→q ∼i
)

V (−→q ∼i)−
∑
j �=i

c(θ̃j , B
∼i
j ,−→q ∼i

B∼i
j

).

4.2 Limitation of the VCG Protocol

One serious limitation of the VCG protocol is that it cannot guarantee IR for the buyer.
Let us show an example.

Example 2. We assume that there are two bidders N = {1, 2}, two tasks T = {t1, t2},
and for each task, there are two quality levels 0 and 1, where 0 means the task is not
performed at all. We assume V ((1, 1)) = 10, V ((1, 0)) = V ((0, 1)) = V ((0, 0)) = 0,
i.e., these tasks are all-or-nothing for the buyer. Assume bidder 1 can execute t1 with
quality 1 at cost 1, and bidder 2 can execute t2 with quality 1 at cost 1. In this case, the
VCG protocol assigns t1 to bidder 1 and t2 to bidder 2. If we exclude bidder 1, there is
no bidder who can perform task t1, and thus the social surplus becomes 0. Therefore,
the payment for bidder 1 in the VCG protocol is calculated as: (10 − 1)− 0 = 9. The
payment for bidder 2 is also 9. The total payment of the buyer is 18, which is larger
than her gross utility V ((1, 1)) = 10. Thus, the VCG protocol does not satisfy IR for
the buyer.

Actually, in [2] it is proved that there exists no protocol that satisfies all of the following
conditions simultaneously: Pareto efficiency, strategy-proofness, and IR for both the
buyer and the sellers.

Also, the VCG protocol is not false-name-proof.

5 Sufficient Condition Where VCG Is IR and False-Name-Proof

For a set of bidders X , social surplus function U(X) is defined as follows.

U(X) = max
(
−→
B ,−→q )

V (−→q )−
∑
j∈N

c(θj , Bj ,−→q Bj
)

Definition 2. We say U(·) is concave over bidders if for all possible sets of bidders
X,Y, Z , where X ⊂ Y , the following condition holds: U(X ∪ Z)− U(X) ≥ U(Y ∪
Z)− U(Y ).

The intuitive meaning of this condition is as follows. The increase in the social surplus
by adding a set of bidders Z becomes smaller if the original set becomes larger. In [6],
it was showed that if the concavity condition is satisfied, the VCG protocol is false-
name-proof in standard combinatorial auctions.

Theorem 1. If U(·) is concave, then the VCG protocol satisfies IR for the buyer.

Due to the space limitation, we omit the proof but we can show that the VCG protocol
satisfies IR for the buyer and is also false-name-proof if the surplus function satisfies
concavity by a similar proof presented in [6].
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6 Modified VCG Protocol

Next, we show a modification of the VCG protocol that satisfies the buyer’s IR without
the concavity condition. First, we introduce a notion called reference bidder r, which
has the following properties.

– We assume the buyer knows the upper-bound of a cost when task tk is allocated
to reference bidder at quality qk, i.e., the buyer knows cr,tk,qk

, where cr,tk,qk
≥

c(θr, {tk}, (qk)) holds.
– The cost of the reference bidder is additive, i.e., for arbitrary B, −→q B =

(q1, q2, . . . , qk, . . .), c(θr, B,−→q B) =
∑

tk∈B c(θr, {tk}, (qk)) holds. Therefore
c(θr, B,−→q B) ≤∑

tk∈B cr,tk,qk
holds.

– For arbitrary quality profile−→q = (q1, . . . , qk, . . .), V (−→q ) ≥∑
tk∈M cr,tk,qk

holds.
This means that for any quality, the buyer’s net utility is non-negative when all tasks
are allocated to the reference bidder and the payment is equal to the sum of the
upper-bounds.

It is quite natural to assume that a buyer has some knowledge on the upper-bounds of
costs for some bidders. For example, assume a company is making a decision on whether
to create a product in-house or to outsource the production, i.e., the company can make
some profit by in-house production but the cost might be reduced by outsourcing. The
company can make this decision by performing an auction. In this case, the company
itself (when it does in-house production) can be considered the reference bidder.

Furthermore, a manufacturer can publish listed prices for some products. The gov-
ernment can use an auction to find out better deals than the listed prices by inviting
other manufacturers. In such a case, the manufacturer that publishes the listed prices
can be considered as the reference bidder. Also, it is a common practice in procurement
auctions for Japanese governments and municipalities to set an upper-bound price, i.e.,
if all of the bids exceeds the upper-bound, the auction is canceled. Such an upper-bound
price is calculated by estimating the cost of a typical bidder.

Now, the third assumption regarding the reference bidder might seem too restrictive.
Let us assume that for a particular quality profile−→q , this assumption does not hold, i.e.,
V (−→q ) <

∑
tk∈M cr,tk,qk

. Even in this case, we can still use this protocol. The buyer’s
utility can be negative, but the worst-case loss is bounded by V (−→q )−∑

tk∈M cr,tk,qk
.

Also, if a buyer does not want to take the risk of her utility becoming negative, she can
simply exclude the quality profile −→q if V (−→q ) <

∑
tk∈M cr,tk,qk

holds.
The modification we apply to the VCG is as follows.

– The optimal allocation and the quality profile that maximize the social surplus are
calculated in the same way as for the VCG, except that for the reference bidder r,
cr,tk,qk

is used instead of his true cost.
– If the quality profile is q∗ = (q∗1 , . . . , q

∗
k, . . .) and a set of tasks Br is allocated to the

reference bidder, the payment to the reference bidder is equal to
∑

tk∈Br
cr,tk,q∗

k

The following theorem holds.

Theorem 2. The modified VCG protocol is IR for both the buyer and sellers.

To prove Theorem 2, we use the following lemma.
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Lemma 1. For the allocation
−→
B

∗
and quality profile −→q ∗ = (q∗1 , . . . , q∗k, . . . , q

∗
m), the

payment to bidder i is less than the sum of the upper-bound of the reference bidder’s
costs for B∗

i , i.e.,pi ≤
∑

tk∈B∗
i
cr,tk,q∗

k
holds.

Due to the space limitation, we omit the proof. The proof of Theorem 2 is as follows.

Proof: The only difference between this protocol and the previous VCG protocol is the
existence of the reference bidder. Therefore, the protocol is IR for sellers.

The proof of the buyer’s IR is as follows. By Lemma 1, for all i, pi≤
∑

tk∈B∗
i
cr,tk,q∗

k

holds. Then, for the net utility of the buyer, the following condition holds, since we
assume the net utility of the buyer is non-negative when all tasks are performed by the
reference bidder and the payment is equal to the sum of the upper-bounds.

V (−→q ∗)−
∑
i∈N

pi ≥ V (−→q ∗)−
∑
tk∈T

cr,tk,q∗
k
≥ 0

Therefore, the buyer’s utility is non-negative. �

In general, this protocol cannot guarantee Pareto efficiency, since for the reference
bidder, we use upper-bounds instead of the true costs.

7 False-Name-Proof Protocol

The VCG protocol is not false-name-proof even if we introduce the reference bidder.
In this section, we present a new false-name-proof protocol based on the Leveled

Division Set (LDS) protocol [7], which was developed for standard combinatorial auc-
tions. In this paper, for notation simplicity, we use a simplified version of the LDS
protocol in which only a single division is allocated to one level.

First, we define a division of tasks.

– A division is a set of bundles, D = {B|B ⊆ T }, where ∀B,B′ ∈ D and B �= B′,
B ∩B′ = ∅ holds1.

Next, a leveled division set is defined as follows.

Definition 3. Leveled Division Set (LDS)

– Levels are defined as 1, 2, ...,max level.
– For each level, a division Dl and a quality profile −→q l = (ql

1, . . . , q
l
k, . . . , q

l
m) are

defined.

A leveled division set must satisfy the following conditions:

1. D1 = {T }: the division of level 1 consists of a bundle of all tasks.
2. For each level and its division, a union of multiple bundles in the division is always

included in a division of a smaller level, and they have the same quality, i.e., ∀l >
1, ∀D′ ⊆ Dl, where|D′| ≥ 2, Bu = ∪B∈D′B, then there exists a level l′ < l, with

a division Dl′ , where Bu ∈ Dl′ and −→q l
Bu

= −→q l′
Bu

.
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Table 1. Example of LDS (# of tasks is 3)

level division quality (q1, q2, q3)
1 {(t1, t2, t3)} (2, 2, 2)
2 {(t1, t2, t3)} (2, 2, 1)
3 {(t1, t2, t3)} (2, 1, 2)
4 {(t1, t2)} (2, 2, 2)
5 {(t1, t2)} (2, 1, 2)
6 {(t2, t3)} (2, 2, 2)
7 {(t1, t3)} (2, 2, 2)
8 {(t1, t3)} (2, 1, 2)
9 {(t1), (t2), (t3)} (2, 2, 2)

Table 1 shows an example of leveled division sets, where the number of tasks is 3 and
the quality qi is 1 or 2.

For a division Dl = {Bl,1, Bl,2, . . .} and one feasible allocation of tasks
−→
B =

(Br, B1, B2, ..., Bn), we say
−→
B is allowed under Dl if the following conditions are

satisfied.

1. Tasks that belong to the same bundle in a division must be allocated to the same
bidder. Also, if two tasks belong to different bundles in the division, they must
be allocated to different bidders, except for the case where they are allocated to
the reference bidder, i.e., if Bl,k ∩ Bi �= ∅ for i �= r, then Bl,k = Bi. Also, if
Bl,k ∩Br �= ∅, then Bl,k ⊆ Br.

2. If a task does not belong to any set in the division, it must be allocated to the
reference bidder r, i.e., ∀tk, if ∀Bl,k ∈ Dl, tk /∈ Bl,k holds, then tk ∈ Br.

Also, we define allowed allocations in level l (denoted as SBl) as a set of allocations
that are allowed under Dl.

To execute the LDS protocol, the auctioneer must pre-define the leveled division set.
Each bidder i declares his type θ̃i, which can be different from his true type θi.

To search the level in which tasks should be allocated, the auctioneer calls the pro-
cedure LDS(1). LDS(l) is a recursive procedure defined as follows.

Definition 4. Procedure LDS(l)

Step 1: If there exists exactly one bidder x ∈ N whose costs satisfy the following
condition: ∃Bx ∈ Dl, where c(θ̃x, Bx,−→q l

Bx
) ≤∑

tk∈Bx
cr,tk,ql

k
,

then compare the results obtained by the procedure VCG(l), defined below, and by
LDS(l + 1) and then choose the one that gives the larger utility for bidder x.
In this case, we say bidder x is a pivotal bidder. When choosing the result of LDS(l
+ 1), we don’t assign any task, nor transfer money, to normal bidders other than x,
although the tasks assigned to bidder x and his payment are calculated as if tasks
were allocated to the other bidders. The tasks that are not assigned to bidder x are
assigned to the reference bidder.

1 We assume that B∈D B ⊆ T holds, but B∈T B is not necessarily equal to T .
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Step 2: If there are at least two bidders x1, x2 ∈ N, x1 �= x2 whose costs satisfy
the following condition: ∃Bx1 ∈ Dl, ∃Bx2 ∈ Dl, where c( ˜θx1 , Bx1 ,

−→q l
Bx1

) ≤∑
tk∈Bx1

cr,tk,ql
k
, c( ˜θx2 , Bx2 ,

−→q l,Bx2
) ≤∑

tk∈Bx2
cr,tk,ql

k
,

then apply the procedure VCG(l).
Step 3: Otherwise: call LDS(l + 1), or terminate if l = max level.

Procedure VCG(l) is defined as follows.

Definition 5. Procedure VCG(l)

VCG(l): Choose an allocation
−→
B

∗ ∈ SBl such that it maximizes V (−→q l) −∑
j∈N c(θ̃j , Bj ,−→q l

Bj
). The payment to bidder x (where x �= r) is calculated as

px = [V (−→q l)−
∑
j �=x

c(θ̃j , B
∗
j ,
−→q l

Bj
)]−

[V (−→q l)−
∑
j �=x

c(θ̃j , B
∼x,∗
j ,−→q l

B∼x
j

)]

−→
B

∼x,∗
is an allocation in SBl that maximizes social surplus when excluding x.

Theorem 3. The LDS protocol satisfies IR for both the buyer and sellers.

We omit the detailed proof due to space constraints. It is basically obvious since the
LDS uses the result of VCG(l), i.e., the modified VCG protocol that satisfies IR.

The following theorem holds.

Theorem 4. The LDS protocol is false-name-proof.

Proof: Assume that the result of level l is used, bidder i uses two identifiers i′ and
i′′, and each bidder is allocated Bi′ at quality ql

Bi′ and Bi′′ at ql
Bi′′ , respectively. As

shown by Lemma 1, the payment to i′ is less than (or equal to)
∑

tk∈Bi′ cr,tk,ql
k
, and

the payment to i′′ is less than (or equal to)
∑

tk∈Bi′′ cr,tk,ql
k
.

On the other hand, by the condition of Leveled Division Set, Bi′ ∪ Bi′′ exists in
the smaller level l′ < l, and ql

Bi′ = ql′
Bi′ and ql

Bi′′ = ql′
Bi′′ hold. Therefore, if bidder i

declares the cost of performing tasks Bi′ ∪Bi′′ at qualities ql
Bi′ and ql

Bi′′ as slightly less
than

∑
tk∈Bi′∪Bi′′ cr,tk,ql′

k
, then i becomes a pivotal bidder at level l′ and the payment

to i by VCG(l′) is equal to
∑

tk∈Bi′∪Bi′′ cr,tk,ql′
k

. Since allocated tasks and qualities are
the same and the payment is greater (or the same), i’s utility without false-name bids is
greater than (or the same as) that with false-name bids. By a similar argument, we can
show that a bidder cannot increase his utility by using more than two identifiers.

Next, we show that declaring his true type is a dominant strategy assuming that each
bidder uses a single identifier. If applied level l does not change, then clearly, declaring
his true type is a dominant strategy since the result of the VCG(l) is used. On the other
hand, applied level l can change to l′ only if (1) bidder i becomes a pivotal bidder at
l′ < l by under-declaring his costs, or (2) bidder i, who is a pivotal bidder if he declares
his true type becomes a non pivotal bidder at l′ > l by over-declaring his costs. In case
(1), bidder i cannot perform any bundle of tasks B ∈ Dl′ at quality ql′

B with a cost less
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than
∑

tk∈B cr,tk,ql′
k

. Since his payment is equal to
∑

tk∈B cr,tk,ql′
k

, his utility cannot

be positive. In case (2), if bidder i prefers the result of level l′, he can choose it when he
declares his true type since he is a pivotal bidder. Therefore, his utility does not change.

From the above arguments, the LDS protocol is false-name-proof. �

8 Conclusions

In this paper, we developed new strategy/false-name proof protocols that can be used for
combinatorial multi-attribute procurement auctions. First, we showed a single sufficient
condition (concavity of a surplus function) where the VCG protocol becomes IR for the
buyer and false-name-proof. Next, we presented a modification of the VCG protocol
that is IR even when the concavity condition cannot be satisfied. The key idea of this
protocol is the introduction of a reference bidder. By assuming that the buyer knows the
upper-bound of the costs of the reference bidder, we can successfully limit the payments
in the VCG protocol and guarantee the IR for the buyer. Furthermore, we developed a
new false-name-proof protocol that is based on the LDS protocol.

Although there are many situations in which the existence of a reference bidder is
quite reasonable, the assumption that the buyer’s utility is non-negative for all possible
quality profiles if the reference bidder performs all of the tasks might be too restrictive.
We hope to develop protocols that can work under weaker assumptions. Also, we intend
to experimentally evaluate the efficiencies of the VCG protocol and the LDS protocol.
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Abstract. Zero-knowledge (ZK) plays a central role in the field of mod-
ern cryptography and is a very powerful tool for constructing various cryp-
tographic protocols, especially cryptographic protocols in E-commerce.
Unfortunately, most ZK protocols are for general NP languages with go-
ing through general NP-reductions, and thus cannot be directly employed
in practice. On the other hand, a large number of protocols, named Σ-
protocols, are developed in industry and in the field of applied cryptogra-
phy for specific number-theoretic languages (e.g. DLP and RSA), which
preserves the ZK property only with respect to honest verifiers (i.e., they
are not real ZK) but are highly practical. In this work, we show a generic
yet practical transformation from Σ-protocols to practical (real) ZK ar-
guments without general NP-reductions under either the DLP or RSA
assumptions.

1 Introduction

Zero-knowledge (ZK) protocols are remarkable since they allow a prover to vali-
date theorems to a verifier without giving away any other knowledge (computa-
tional advantage). This notion was suggested in [5] and its generality was demon-
strated in [4]. Since their introduction, zero-knowledge proofs have proven to be
very powerful as a building block in the construction of cryptographic protocols,
especially cryptographic protocols in E-commerce like identification schemes,
electronic money and payment systems, and electronic voting and bidding, et al.

Unfortunately, most ZK protocols are feasible solutions for general NP lan-
guages with going through general NP-reductions, and thus cannot be directly
employed in practice, although ZK protocols for general languages (i.e., NP)
show important plausibility since many important statements are in NP . On
the other hand, a large number of protocols, named Σ-protocols, are developed
in industry and in the field of applied cryptography for specific number-theoretic
languages (e.g. DLP and RSA), which preserves the ZK property only with re-
spect to honest verifiers (i.e., they are not real ZK) but are highly practical.
Thus, it’s naturally desirable to bridge the gap between theory and practice
in the field of ZK by developing a generic yet practical transformation from
Σ-protocols to (real) ZK protocols without general NP-reductions.

X. Deng and Y. Ye (Eds.): WINE 2005, LNCS 3828, pp. 288–298, 2005.
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In this work, we show how to transform any Σ-protocols into zero-knowledge
arguments without going through general NP-reductions under either the DLP
or RSA assumptions. The transformation also can be easily extended to be
applicable to any public-coin HVZK protocols. Our transformation only incurs
additional constant rounds (specifically, 3 rounds). In particular, if the starting
Σ-protocols are practical then the transformed protocols are also practical. To
this end, we investigate and employ, in a novel way, the DLP and RSA based
trapdoor commitment schemes [1, 9], with the OR-technique and the Naor-Yung
key pair trick that are originally introduced in the public-key encryption PKE
setting [8].

1.1 Related Works

Recently, Micciancio and Petrank presented a transformation for achieving ZK
proofs from HVZK protocols without general NP-reductions under the deci-
sional Diffie-Hellman (DDH) assumption [7]. In comparison, our transformation
is for ZK arguments and under either DLP (that is weaker than DDH) or RSA
assumptions. We note that the additional round-complexity incurred by both
the Micciancio-Petrank transformation and our transformation is the same (i.e.
3 rounds).

2 Preliminaries

In this section, we quickly recall basic definitions and major tools used in this
work.

We use standard notations and conventions below for writing probabilistic
algorithms, experiments and interactive protocols. If A is a probabilistic algo-
rithm, then A(x1, x2, · · · ; r) is the result of running A on inputs x1, x2, · · · and
coins r. We let y ← A(x1, x2, · · · ) denote the experiment of picking r at ran-
dom and letting y be A(x1, x2, · · · ; r). If S is a finite set then x ← S is the
operation of picking an element uniformly from S. If α is neither an algorithm
nor a set then x ← α is a simple assignment statement. By [R1; · · · ;Rn : v]
we denote the set of values of v that a random variable can assume, due to the
distribution determined by the sequence of random processes R1, R2, · · · , Rn.
By Pr[R1; · · · ;Rn : E] we denote the probability of event E, after the ordered
execution of random processes R1, · · · , Rn.

Definition 1 (interactive argument system). A pair of probabilistic
polynomial-time interactive machines, 〈P, V 〉, is called an interactive argument
system for a language L if the following conditions hold:

– Completeness. For every x ∈ L, there exists a string w such that for every
string z, Pr[〈P (w), V (z)〉(x) = 1] = 1.

– Computational soundness. For every polynomial-time interactive machine
P ∗, and for all sufficiently large n’s and every x /∈ L of length n and every
w and z, Pr[〈P ∗(w), V (z)〉(x) = 1] is negligible in n. An interactive protocol
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is called a proof for L, if the soundness condition holds against any (even
power-unbounded) P ∗ (rather than only PPT P ∗).

An interactive system is called a public-coin system if at each round the pre-
scribed verifier can only toss coins and send their outcome (random challenge)
to the prover.

Definition 2 ((black-box) zero-knowledge). Let 〈P, V 〉 be an interactive
system for a language L ∈ NP, and let RL be the fixed NP witness relation
for L. That is, x ∈ L if there exists a w such that (x, w) ∈ RL. We denote
by view

P (w)
V ∗ (x) a random variable describing the transcript of all messages ex-

changed between a (possibly malicious) PPT verifier V ∗ and the honest prover
P in an execution of the protocol on common input x, when P has auxiliary
input w. Then we say that 〈P, V 〉 is (black-box) zero-knowledge if there exists
a probabilistic (expected) polynomial-time oracle machine S, such that for ev-
ery probabilistic polynomial-time interactive machine V ∗ and for every x ∈ L,
the following two probability distributions are computationally indistinguishable:
{viewP (w)

V ∗ (x)}x∈L and {SV ∗
(x)}x∈L. Machine S is called a black-box simulator

for < P, V >.

2.1 Σ-Protocols and ΣOR-Protocols

Σ-protocols have been proved to be a very powerful cryptographic tool and are
widely used in numerous important cryptographic applications including digital
signatures, efficient electronic payment systems, electronic voting systems, et al.
We remark that a very large number of Σ-protocols have been developed in the
literature, mainly in the field of applied cryptography and in industry.

Definition 3 (Σ-protocol [2]). A 3-round public-coin protocol 〈P, V 〉 is said
to be a Σ-protocol for a relation R if the following hold:

– Completeness. If P , V follow the protocol, the verifier always accepts.
– Special soundness. From any common input x of length n and any pair of

accepting conversations on input x, (a, e, z) and (a, e′, z′) where e �= e′, one
can efficiently computes w such that (x,w) ∈ R. Here a, e, z stand for the
first, the second and the third message respectively, and e is assumed to be
a random string (i.e. the random challenge from V ) of length k (that is
polynomially related to n) selected uniformly at random in {0, 1}k.

– Perfect SHVZK (Special honest verifier zero-knowledge). There exists a prob-
abilistic polynomial-time (PPT) simulator S, which on input x (where there
exists a w such that (x,w) ∈ R) and a random challenge string ê, outputs
an accepting conversation of the form (â, ê, ẑ), with the same probability dis-
tribution as the real conversation (a, e, z) between the honest P (w), V on
input x.

Σ-Protocol for DLP [10]. The following is a Σ-protocol < P, V > proposed by
Schnorr [10] for proving the knowledge of discrete logarithm, w, for a common
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input of the form (p, q, g, h) such that h = gw mod p, where on a security
parameter n, p is a uniformly selected n-bit prime such that q = (p − 1)/2 is
also a prime, g is an element in Z∗

p of order q. It is also actually the first efficient
Σ-protocol proposed in the literature.

– P chooses r at random in Zq and sends a = gr mod p to V .
– V chooses a challenge e at random in Z2k and sends it to P . Here, k is fixed

such that 2k < q.
– P sends z = r + ew mod q to V , who checks that gz = ahe mod p, that p, q

are prime and that g, h have order q, and accepts iff this is the case.

Σ-Protocol for RSA [6]. Let n be an RSA modulus and q be a prime. Assume
we are given some element y ∈ Z∗

n, and P knows an element w such that wq = y
mod n. The following protocol is a Σ-protocol for proving the knowledge of q-th
roots modulo n.

– P chooses r at random in Z∗
n and sends a = rq mod n to V .

– V chooses a challenge e at random in Z2k and sends it to P . Here, k is fixed
such that 2k < q.

– P sends z = rwe mod n to V , who checks that zq = aye mod n, that q is
a prime, that gcd(a, n) = gcd(y, n) = 1, and accepts iff this is the case.

The OR-proof of Σ-protocols [3]. One basic construction with Σ-protocols
allows a prover to show that given two inputs x0, x1, it knows a w such that
either (x0, w) ∈ R0 or (x1, w) ∈ R1, but without revealing which is the case.
Specifically, given two Σ-protocols 〈Pb, Vb〉 for Rb, b ∈ {0, 1}, with random chal-
lenges of, without loss of generality, the same length k, consider the following
protocol 〈P, V 〉, which we call ΣOR. The common input of 〈P, V 〉 is (x0, x1) and
P has a private input w such that (xb, w) ∈ Rb.

– P computes the first message ab in 〈Pb, Vb〉, using xb, w as private inputs. P
chooses e1−b at random, runs the SHVZK simulator of 〈P1−b, V1−b〉 on input
(x1−b, e1−b), and let (a1−b, e1−b, z1−b) be the output. P finally sends a0, a1
to V .

– V chooses a random k-bit string s and sends it to P .
– P sets eb = s ⊕ e1−b and computes the answer zb to challenge eb using

(xb, ab, eb, w) as input. He sends (e0, z0, e1, z1) to V .
– V checks that s = e0 ⊕ e1 and that conversations (a0, e0, zo), (a1, e1, z1) are

accepting conversations with respect to inputs x0, x1, respectively.

Theorem 1. [3] The protocol ΣOR above is a Σ-protocol for ROR, where ROR =
{((x0, x1), w)|(x0, w) ∈ R0 or (x1, w) ∈ R1}. Moreover, for any malicious veri-
fier V ∗, the probability distribution of conversations between P and V ∗, where w
is such that (xb, w) ∈ Rb, is independent of b. That is, ΣOR is perfectly witness
indistinguishable.
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The perfect SHVZK simulator of ΣOR [3]. For a ΣOR-protocol of above
form, denote by SOR the perfect SHVZK simulator of it and denote by Sb the
perfect SHVZK simulator of the protocol 〈Pb, Vb〉 for b ∈ {0, 1}. Then on com-
mon input (x0, x1) and a random string ê of length k, SOR((x0, x1), ê) works as
follows: It firstly chooses a random k-bit string ê0, computes ê1 = ê ⊕ ê0, then
SOR runs Sb(xb, êb) to get a simulated transcript (âb, êb, ẑb) for b ∈ {0, 1}, finally
SOR outputs ((â0, â1), ê, (ê0, ẑ0, ê1, ẑ1)).

2.2 Σ-Provable Trapdoor Commitments

We recall some perfectly-hiding trapdoor commitment schemes and clarify some
additional properties about them which are critical for our purpose.

Definition 4 (perfectly-hiding trapdoor (string) commitments TC).
A (normal) trapdoor commitment scheme (TC) is a quintuple of probabilistic
polynomial-time (PPT) algorithms TCGen, TCCom, TCVer, TCKeyVer and
TCFake, such that

– Completeness. ∀n, ∀v of length k (where k = k(n) for some polynomial k(·)),
Pr[(TCPK, TCSK) R← TCGen(1n); (c, d) R← TCCom(1n, 1k, TCPK, v) :
TCKeyVer(1n, TCPK) = TCVer(1n, 1k, TCPK, c, v, d) = 1] = 1.

– Computational Binding. For all sufficiently large n’s and for any PPT ad-
versary A, the following probability is negligible in n (where k = k(n) for
some polynomial k(·)):
Pr[(TCPK, TCSK) R← TCGen(1n); (c, v1, v2, d1, d2)

R← A(1n, 1k, TCPK) :
TCVer(1n, 1k, TCPK, c, v1, d1) = TCVer(1n, 1k, TCPK, c, v2, d2) = 1

∧
|v1| = |v2| = k

∧
v1 �= v2].

– Perfect Hiding. ∀ TCPK such that TCKeyVer(TCPK, 1n) = 1 and ∀ v1, v2
of equal length k, the following two probability distributions are identical:
[(c1, d1)

R← TCCom(1n, 1k, TCPK, v1) : c1] and
[(c2, d2)

R← TCCom(1n, 1k, TCPK, v2) : c2].
– Perfect Trapdoorness. ∀ (TCPK, TCSK) ∈ {TCGen(1n)}, ∃v1, ∀v2 such

that v1 and v2 are of equal length k, the following two probability distributions
are identical:
[(c1, d1)

R← TCCom(1n, 1k, TCPK, v1);
d′2

R← TCFake(1n, 1k, TCPK, TCSK, c1, v1, d1, v2) : (c1, d′2)] and
[(c2, d2)

R← TCCom(1n, 1k, TCPK, v2) : (c2, d2)].
Furthermore, from any (c, v1, d1, v2, d2), where |v1| = |v2| = k, such that
TCVer(1n, 1k, TCPK, c, v1, d1) = TCVer(1n, 1k, TCPK, c, v2, d2) = 1, the
TCSK can be efficiently extracted.

As shown inDefinition 4, known trapdoor commitment schemeswork in two rounds
as follows: In the first round, the commitment receiver generates and sends the
TCPK to the commitment sender. In the second round, on TCPK and the value
v (of length k) to be committed, the sender computes (c, d)← TCCom(TCPK, v)
and sends c as the commitment, while keeping the value v and the decommitment
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information d in private. The trapdoor is the corresponding TCSK with which
one can equivocate the commitment at its wish. But, for our purpose, we need TC
schemes that satisfy the following additional requirements:

1. Public-key Σ-provability. On common input TCPK and private input
TCSK, one can prove, by Σ-protocols, the knowledge of TCSK.

2. Commitment Σ-provability. On common inputs (1n, 1k, TCPK, c, v) and pri-
vate input d, where (c, d) R← TCCom(1n, 1k, TCPK, v), one can prove, by
Σ-protocols, the knowledge of d such that TCVer(1n, 1k, TCPK, c, v, d) = 1.

We call a trapdoor commitment scheme satisfying the above two additional
properties a Σ-provable trapdoor commitment scheme. We note both the DLP-
based [1] and the RSA-based [9] trapdoor (string) commitment schemes are Σ-
provable trapdoor commitment schemes with perfect hiding and trapdoorness
properties.

Consider the DLP-based perfectly-hiding trapdoor commitment scheme [1]:
On a security parameter n, the receiver selects uniformly an n-bit prime p so that
q = (p−1)/2 is a prime, an element g of order q in Z∗

p. Then the receiver uniformly
selects w in Zq and sets h = gw mod p. The receiver sets TCPK = (p, q, g, h)
and keeps w as TCSK in secret. To commit a value v in Zq, the sender first
checks that: p, q are primes, p = 2q + 1 and g, h are elements of order q in
Z∗

p (this in particular guarantees the existence of w). If the above checking is
failed, then the sender halts announcing that the receiver is cheating. Otherwise
(i.e., the above testing is successful), then the sender uniformly selects d ∈ Zq

(the decommitment information), and sends c = gdhv mod p as its commit-
ment. The public-key Σ-provability is direct from the above Σ-protocol for DLP
[10]. Commitment Σ-provability follows from the fact that given (c, v), proving
the knowledge of the decommitment information d is equivalent to proving the
knowledge of the discrete-logarithm of c/hv with g as the base.

Now, consider the RSA-based perfectly-hiding trapdoor commitment scheme
[9]: Let n be a composite number and q > n be a prime number, the receiver
randomly chooses w from Z∗

n and computes y = wq mod n. The TCPK is set to
be (n, q, y) and TCSK = w. To commit a value v ∈ Zq, the sender firstly checks
that: n is a composite number, q > n is a prime number and y is in Z∗

n (this
in particular guarantees the existence of w). If the above checking is successful,
then the sender randomly chooses d ∈ Z∗

n and computes c = yvdq as its commit-
ment. The public-key Σ-provability is direct from the above Σ-protocol for RSA
[6]. Commitment Σ-provability also follows from the Σ-protocol for RSA [6], by
observing that given (c, v) proving the knowledge of the decommitment informa-
tion d is equivalent to proving the knowledge of the q-th root of c/yv modulo n.

3 The Transformation from Σ-Protocols to Practical ZK
Arguments

For any language L that admits a Σ-protocol, we present for the same language
a 6-round black-box zero-knowledge argument. Let 〈PL, VL〉 be a Σ-protocol
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for a language L and denote by (aL, eL, zL) the messages exchanged between
honest PL and honest VL on a common input x ∈ L ∩ {0, 1}n, where eL is a
k-bit string chosen uniformly at random from {0, 1}k. Below, we deliver some
high-level overview about the transformation.

In the transformation, on the top of running the starting Σ-protocol 〈PL, VL〉,
each verifier generates and sends a pair of public-keys, (TCPK0, TCPK1), for
a Σ-provable trapdoor commitment scheme. Then, the verifier V proves to the
prover P that it knows one secret-key of either TCPK0 or TCPK1 by executing
the ΣOR-protocol (guaranteed by the public-key Σ-provability of the underly-
ing Σ-provable trapdoor commitment scheme). After that, the main-body of
the transformed protocol is the Σ-protocol 〈PL, VL〉, but with a coin-tossing
mechanism that determines the random challenge in 〈PL, VL〉. The underlying
coin-tossing mechanism has the following properties: if one knows one secret-key
of either TCPK0 or TCPK1, then it can set the outcomes (i.e. the random chal-
lenge) at its wish (this is to facilitate ZK simulation); On the contrary, if one
does not know any secret-key w.r.t. (TCPK0, TCPK1), then it cannot convince
the honest verifier a false statement (this assures the soundness property). The
transformed protocol 〈P, V 〉 is depicted in Figure 1 (page 295).

The transformation depicted in Figure-1 works starting from any Σ-protocols,
but we remark that it can be easily extended to be applicable to any public-coin
HVZK protocols. For the additional round-complexity incurred by the transfor-
mation in comparison with the original protocol 〈PL, VL〉, it’s easy to check that
the number of the incurred additional rounds is that of the first three stages that
can be combined into 3. Specifically, Stage-2 and Stage-3 can be combined into
Stage-1.

Theorem 2. Assuming (perfectly-hiding) Σ-provable trapdoor commitment
schemes, the transformed protocol 〈P, V 〉 is a black-box ZK argument for L.

Proof (sketch). Black-box zero-knowledge. For any PPT adversary V ∗, on

input x ∈ L the ZK simulator S works as follows by running V ∗ as a subroutine
and playing the role of the honest prover.

For the key-pair (TCPK0, TCPK1) sent by V ∗ at the beginning of Stage-
1, on which the ΣOR-protocol of Stage-1 is executed. If V ∗ cannot successfully
finish the ΣOR-protocol in Stage-1, then S aborts (just as the honest prover does
in real interactions) and outputs the transcript up to now.

In case V ∗ successfully finishes the ΣOR-protocol on (TCPK0, TCPK1) in
Stage-1, we denote by aOR, eOR, zOR, the first-round message, the second-round
message, and the third round message of the ΣOR-protocol of Stage-1 respec-
tively, where eOR is the random challenge (of length k) sent by S (emulating the
action of the honest prover in the second-round of the ΣOR-protocol of Stage-1).
Then, S keeps doing the following trials until extracting the secret-key of either
TCPK0 or TCPK1: S rewinds V ∗ to the state that it just sent the aOR, runs
V ∗ further from this point by sending it a new random challenge e′OR, runs V ∗

further and look forward to receiving back again a valid third-round message
z′OR. Note that according to the special soundness of Σ-protocols (recall that
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Common input. An element x ∈ L ∩ {0, 1}n.
P private input. An NP-witness w for x ∈ L.
Stage-1. On a security parameter n, the verifier V generates (TCPK0, TCSK0)

R←
TCGen(1n, r0), (TCPK1, TCSK1)

R← TCGen(1n, r1) for a Σ-provable trapdoor
commitment scheme, where r0 and r1 are two independent random strings used
by TCGen. The verifier V sends (TCPK0, TCPK1) and proves to the prover P
that: it knows either TCSK0 or TCSK1 by running the ΣOR-protocol guaranteed
by the public-key Σ-provability property of the underlying Σ-provable trapdoor
commitment scheme. The witness used by V in this stage is TCSKb for a randomly
chosen bit b from {0, 1}.

Stage-2. The prover P selects uniformly at random two independent random strings
r
(0)
P

R← {0, 1}n and r
(1)
P

R← {0, 1}n, computes α0 = TCCom(TCPK0, r
(0)
P ) and

α1 = TCCom(TCPK1, r
(1)
P ) using the underlying Σ-provable trapdoor commit-

ment scheme. Finally, the prover sends (α0, α1) to the verifier.
Stage-3. The verifier V uniformly selects rV

R← {0, 1}n and sends rV to P .
Stage 4. Stage 4 includes the following three steps:

Stage 4.1. Running the SHVZK simulator SOR (of the ΣOR protocol guaran-
teed by the commitment Σ-provability property of the underlying Σ-provable
trapdoor commitment) on common input (α0, α1, rV ) and a random challenge
ê of length k, the prover obtains a transcript (â, ê, ẑ). (Informally, here the
prover uses the simulator SOR to “pretend” that one of (α0, α1) commits to
rV ). Then P runs PL(x,w) to compute aL, and sends (â, aL) to V .

Stage 4.2. The verifier sends back P a random value e′
L of length k.

Stage 4.3. The prover computes eL = ê ⊕ e′
L and zL = PL(x,w, aL, eL). P then

sends (ê, ẑ, zL) to the verifier.
Verifier’s decision The verifier accepts if and only if (â, ê, ẑ) is an accepting con-

versation on (α0, α1, rV ) for showing that one of (α0, α1) commits to rV ∗ and
(aL, eL = ê ⊕ e′

L, zL) is an accepting conversation for showing x ∈ L.

Fig. 1. The transformed protocol 〈P, V 〉 from 〈PL, VL〉

ΣOR is itself a Σ-protocol), from two successful conversations with respect to
the same first-round message (i.e. aOR) but for two different challenges (i.e. eOR

and e′OR), S can successfully extract the secret-key of either TCPK0 or TCPK1.
Also, note that S works in this (secret-key extraction) stage within time inversely
proportional to the probability that V ∗ successfully finishes Phase-1, thus this
(secret-key extraction) stage in simulation will be done in expected polynomial-
time.

After successfully extracting the secret-key of either TCPK0 or TCPK1,
denoted by TCSKb for b = 0 or 1, S goes into next stages as follows:

In Stage-2, S works just as the honest prover does and we denote by (α0, α1)
the message sent by S in Stage 2 (that commit to two independent random
values, r

(0)
P and r

(1)
P , respectively); In Stage-3, V ∗ sends a string, denoted by

rV ∗ , to S; In Stage 4, S firstly runs the SHVZK simulator, SL, of the Σ-protocol
〈PL, VL〉 to get a simulated transcript (âL, êL, ẑL) (for showing x ∈ L). Then,
on common input (α0, α1, rV ∗) and with TCSKb as the witness, S computes
out the first-round message, denoted by a, of the ΣOR-protocol (guaranteed by
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the commitment Σ-provability property of the underlying Σ-provable trapdoor
commitment scheme). Then, S sends (a, âL) to V ∗ as the Stage-4.1 message.
After receiving back a random value e′L from V ∗ in Stage 4.2, S sets e = êL⊕e′L,
computes z on (α0, α1, rV ∗ , a, e) by using TCSKb as the trapdoor, and finally
sends (e, z, ẑL) to V ∗ in Stage 4.3.

Below, we show that the output of S is indistinguishable from the view of V ∗

in real interactions. The differences between simulated transcript and the real
interaction transcript lie in that of Stage-4.

– In real interactions, the transcript of Stage-4 is: {(â, aL), e′L, (ê, ẑ, zL)}, where
(â, ê, ẑ) is a simulated conversation on (α0, α1, rV ∗) for showing that one of
(α0, α1) commits to rV ∗ , and (aL, eL = ê⊕ e′L, zL) is a real conversation for
showing x ∈ L.

– In the ZK simulation, the transcript of Stage-4 is: {(a, âL), e′L, (e, z, ẑL)},
where (a, e = êL ⊕ e′L, z) is a real conversation on (α0, α1, rV ∗) for showing
that one of (α0, α1) commits to rV ∗ , and (âL, êL = e⊕ e′L, ẑL) is a simulated
conversation for showing x ∈ L.

Note that in real interaction transcript, ê is a truly random string, and â per-
fectly hides ê that is guaranteed by the perfect SHVZK property of Σ-protocols
(specifically, simulated transcript (â, ê, ẑ) of a Σ-protocol is identical to real in-
teraction transcript (a, e, z), but in real interactions e is independent of a). Thus
V ∗ cannot choose e′L dependently on ê, which means that eL = ê⊕ e′L is a truly
random string. Similarly, in the simulated transcript, êL is a truly random string
and âL perfectly hides êL, which means that e = êL ⊕ e′L is also a truly ran-
dom string. Then, the indistinguishability between real interaction transcript
and simulated transcript outputted by S is directly from the perfect SHVZK
property of Σ-protocols (note that ΣOR is itself a Σ-protocol), which says that
the distribution of real interaction transcript of a Σ-protocol is identical to that
of simulated transcript outputted by the SHVZK simulator.

Computational soundness. We first note that a computational power un-
bounded prover can easily convince the verifier of a false statement since it can
extract the secret-keys if its computational power is unbounded. Hence the pro-
tocol 〈P, V 〉 depicted in Figure 1 constitutes an argument system rather than a
proof system.

We now proceed to prove that the protocol 〈P, V 〉 satisfies computational
soundness. Specifically, suppose a PPT adversary P ∗ can convince the honest
verifier V of a false statement x �∈ L with non-negligible probability p, then
we will construct an algorithm E that takes TCPK as input and outputs the
corresponding TCSK with probability p4

4 in polynomial-time, which breaks the
one-wayness of TCPK (i.e. violating the computational-binding property of the
underlying Σ-provable trapdoor commitment scheme).

On common input TCPK, the algorithm E firstly runs TCGen (of the
underlying Σ-provable trapdoor commitment) to get: (TCPK ′, TCSK ′) R←−
TCGen(1n). Then, E randomly selects a bit b

R←− {0, 1}, sets TCPKb be
TCPK ′, TCSKb be TCSK ′ and TCPK1−b be TCPK. E sends (TCPK0,
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TCPK1) to P ∗ at the beginning of Stage-1, and proves to P ∗ that it knows
the secret-key of either TCPK0 or TCPK1, by executing the ΣOR-protocol on
(TCPK0, TCPK1) with TCSKb = TCSK ′ as its witness. After receiving the
Stage-2 message, denoted by (α0, α1), from P ∗, E does the following:

– k := 1.
– While k ≤ 2 do:

• Uniformly selects rV
R←− {0, 1}n and sends rV to P ∗ as the Stage-3

message.
• Acts accordingly further until receiving the last Stage 4.3 message from

P ∗. We denote by (â, aL) the Stage 4.1 message from P ∗.
• After receiving the Stage 4.3 message from P ∗, E rewinds P ∗ to the point

that P ∗ just sent Stage 4.1 message and sends back a new random Stage
4.2 message to P ∗. Such a rewinding is called the knowledge rewinding.

• Runs P ∗ further from the above knowledge rewinding point until receiv-
ing back again a Stage-4.3 message.

• k := k + 1. This means that E will rewind P ∗ to the point that P ∗ just
sent the Stage-2 message (α0, α1) and send back a new random Stage-3
message, denoted by r′V . Such a rewinding is called the major rewinding.

According to the above description of E, conditioned on P ∗ always succeeds in
completing its interactions with E, then for the knowledge-rewindings both in
the interactions prior to the major rewinding and in the interactions posterior
to the major rewinding, there are two cases to be considered:

1. E gets two different accepting conversations of the Σ-protocol 〈PL, VL〉 on
input x with respect to the same Stage 4.1 message (specifically, the same
aL message). According to the special soundness property of Σ-protocols,
this means a witness for xi ∈ L can be efficiently extracted.

2. E gets two different accepting conversations of the ΣOR on input (α0, α1, rV )
with respect to the same Stage 4.1 message (specifically, the same message
â). According to the special soundness property of Σ-protocol, this means
that a decommitment information d can be efficiently extracted such that
TCVer(TCPKσ, ασ,rV , d) = 1 for σ = 0 or 1.

Firstly, we note that since we assume x �∈ L the first case above will not ap-
pear. For the second case above, since b is chosen randomly (by E) in {0, 1},
and the ΣOR-protocol executed in Stage-1 is perfectly witness indistinguishable,
conditioned on x �∈ L and P ∗ always succeeds in completing its interactions
with E, the probability of σ = 1 − b in both the interactions prior to the ma-
jor rewinding and the interactions posterior to the major rewinding is 1

4 . Note
that TCPK1−b = TCPK, and from two valid different decommitments (i.e. rV

and r′V ) of the same Stage-2 message (specifically, the same ασ = α1−b) the
corresponding secret-key TCSK can be efficiently extracted.

Since P ∗ cannot distinguish whether it is interacting with the honest verifier
or E, then with the same non-negligible probability p P ∗ convinces E of a
false statement x �∈ L. We conclude that with probability p4

4 , E can extract
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the secret-key of TCPK = TCPK1−b, i.e. TCSK1−b, in polynomial-time. This
violates the one-wayness of TCPK (i.e. the computational binding property of
the underlying Σ-provable trapdoor commitment scheme).
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Abstract. A Bayesian communication in the p-belief system is presented
which leads to a Nash equilibrium of a strategic form game through mes-
sages as a Bayesian updating process. In the communication process each
player predicts the other players’ actions under his/her private informa-
tion with probability at least his/her belief. The players communicate pri-
vately their conjectures through message according to the communication
graph, where each player receiving the message learns and revises his/her
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1 Introduction

This article relates equilibria and distributed knowledge. In game theoretical
situations among a group of players, the concept of mixed strategy Nash equi-
librium has become central. Yet little is known the process by which players
learn if they do. This article will give a protocol run by the mutual learning of
their beliefs of players’ actions, and it highlights an epistemic aspect of Bayesian
updating process leading to a mixed strategy Nash equilibrium for a strategic
form game.

As for as J.F. Nash [7]’s fundamental notion of strategic equilibrium is con-
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mixed strategy Nash equilibrium: They show that the common-knowledge of the
predictions of the players having the partition information (that is, equivalently,
the S5-knowledge model) yields a Nash equilibrium of a game. However it is
not clear just what learning process leads to the equilibrium. The present article
aims to fill this gap from epistemic point of view.

Our real concern is with what Bayesian learning process leads to a mixed
strategy Nash equilibrium of a finite strategic form game with emphasis on
the epistemic point of view. We focus on the Bayesian belief revision through
communication among group of players. We show that

Main theorem. Suppose that the players in a strategic form game have the
p-belief system with a common prior distribution. In a communication process
of the game according to a protocol with revisions of their beliefs about the other
players’ actions, the profile of their future predictions induces a mixed strategy
Nash equilibrium of the game in the long run.

Let us consider the following protocol: The players start with the same prior
distribution on a state-space. In addition they have private information given
by a partition of the state space. Beliefs of players are posterior probabilities: A
player p-believes ( simply, believes) an event with 0 < p ≤ 1 if the posterior prob-
ability of the event given his/her information is at least p. Each player predicts
the other players’ actions as his/her belief of the actions. He/she communicates
privately their beliefs about the other players’ actions through messages, and
the receivers update their belief according to the messages. Precisely, the play-
ers are assumed to be rational and maximizing their expected utility according
their beliefs at every stage. Each player communicates privately his/her belief
about the others’ actions as messages according to a protocol,1 and the receivers
update their private information and revise their belief.

The main theorem says that the players’ predictions regarding the future beliefs
converge in the long run, which lead to a mixed strategy Nash equilibrium of a
game. The emphasis is on the two points: First that each player’s prediction is not
required to be common-knowledge among all players, and secondly that eachplayer
send to the another player not the exact information about his/her belief about the
actions for the other players but the approximate information about the the other
players’ actions with probability at lest his/her belief of the others’ actions.

This paper organized as follows: In section 2 we give the formal model of the
Bayesian communication on a game. Section 3 states explicitly our theorem and
gives a sketch of the proof. In final section 4 we conclude some remarks. We
are planning to present a small example to illustrate the theorem in our lecture
presentation in the conference WINE 2005.

2 The Model

Let Ω be a non-empty finite set called a state-space, N a set of finitely many
players {1, 2, . . . n} at least two (n ≥ 2), and let 2Ω be the family of all subsets
1 When a player communicates with another, the other players are not informed about

the contents of the message.
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of Ω. Each member of 2Ω is called an event and each element of Ω called a
state. Let μ be a probability measure on Ω which is common for all players.
For simplicity it is assumed that (Ω,μ) is a finite probability space with μ full
support.2

2.1 p-Belief System3

Let p be a real number with 0 < p ≤ 1. The p-belief system associated with the
partition information structure (Πi)i∈N is the tuple 〈N,Ω, μ, (Πi)i∈N ,
(Bi(∗, p))i∈N 〉 consisting of the following structures and interpretations: (Ω,μ)
is a finite probability space, and i’s p-belief operator Bi(∗; p) is the opera-
tor on 2Ω such that Bi(E, p) is the set of states of Ω in which i p-believes
that E has occurred with probability at least p ; that is, Bi(E; p) := {ω ∈
Ω | μ(E |Πi(ω)) ≥ p }.
Remark 1. When p = 1 the 1-belief operator Bi(∗; 1) becomes knowledge
operator.

2.2 Game on p-Belief System4

By a game G we mean a finite strategic form game 〈N, (Ai)i∈N , (gi)i∈N 〉 with the
following structure and interpretations:N is a finite set of players {1, 2, . . . , i, . . . n}
with n ≥ 2, Ai is a finite set of i’s actions (or i’s pure strategies) and gi is an i’s
payoff function of A into IR, where A denotes the product A1×A2×· · ·×An, A−i

the product A1 ×A2 × · · · ×Ai−1 ×Ai+1 × · · · ×An. We denote by g the n-tuple
(g1, g2, . . . gn) and by a−i the (n− 1)-tuple (a1, . . . , ai−1, ai+1, . . . , an) for a of A.
Furthermore we denote a−I = (ai)i∈N\I for each I ⊂ N .

A probability distribution φi on A−i is said to be i’s overall conjecture (or
simply i’s conjecture). For each player j other than i, this induces the marginal
distribution on j’s actions; we call it i’s individual conjecture about j (or simply
i’s conjecture about j.) Functions on Ω are viewed like random variables in the
probability space (Ω,μ). If x is a such function and x is a value of it, we denote
by [x = x] (or simply by [x]) the set {ω ∈ Ω|x(ω) = x}.

The information structure (Πi) with a common prior μ yields the distribution
on A× Ω defined by qi(a, ω) = μ([a = a]|Πi(ω)); and the i’s overall conjecture
defined by the marginal distribution qi(a−i, ω) = μ([a−i = a−i]|Πi(ω)) which
is viewed as a random variable of φi. We denote by [qi = φi] the intersection⋂

a−i∈A−i
[qi(a−i) = φi(a−i)] and denote by [φ] the intersection

⋂
i∈N [qi = φi].

Let gi be a random variable of i’s payoff function gi and ai a random variable of
an i’s action ai. Where we assume that Πi(ω) ⊆ [ai] := [ai = ai] for all ω ∈ [ai]
and for every ai of Ai. i’s action ai is said to be actual at a state ω if ω ∈ [ai = ai];
and the profile aI is said to be actually played at ω if ω ∈ [aI = aI ] :=

⋂
i∈I [ai =

ai] for I ⊂ N . The pay off functions g = (g1, g2, . . . , gn) is said to be actually

2 That is; μ(ω) �= 0 for every ω ∈ Ω.
3 Monderer and Samet [6].
4 Aumann and Brandenburger [1].
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played at a state ω if ω ∈ [g = g] :=
⋂

i∈N [gi = gi]. Let Exp denote the
expectation defined by Exp(gi(bi,a−i);ω) :=

∑
a−i∈A−i

gi(bi, a−i) qi(a−i, ω).

A player i is said to be rational at ω if each i’s actual action ai maximizes
the expectation of his actually played pay off function gi at ω when the other
players actions are distributed according to his conjecture qi(· ;ω). Formally,
letting gi = gi(ω) and ai = ai(ω), Exp(gi(ai,a−i);ω) ≥ Exp(gi(bi,a−i);ω) for
every bi in Ai. Let Ri denote the set of all of the states at which i is rational.

2.3 Protocol 5

We assume that the players communicate by sending messages. Let T be the time
horizontal line {0, 1, 2, · · · t, · · ·}. A protocol is a mapping Pr : T → N ×N, t !→
(s(t), r(t)) such that s(t) �= r(t). Here t stands for time and s(t) and r(t) are,
respectively, the sender and the receiver of the communication which takes place
at time t. We consider the protocol as the directed graph whose vertices are the
set of all players N and such that there is an edge (or an arc) from i to j if and
only if there are infinitely many t such that s(t) = i and r(t) = j.

A protocol is said to be fair if the graph is strongly-connected; in words,
every player in this protocol communicates directly or indirectly with every
other player infinitely often. It is said to contain a cycle if there are players
i1, i2, . . . , ik with k ≥ 3 such that for all m < k, im communicates directly with
im+1, and such that ik communicates directly with i1. The communications is
assumed to proceed in rounds6

2.4 Communication on p-Belief System

A Bayesian belief communication process π(G) with revisions of players’ conjec-
tures (φt

i)(i,t)∈N×T according to a protocol for a game G is a tuple

π(G) = 〈Pr, (Πt
i )i∈N , (Bt

i )i∈N , (φt
i)(i,t)∈N×T 〉

with the following structures: the players have a common prior μ on Ω, the
protocol Pr among N , Pr(t) = (s(t), r(t)), is fair and it satisfies the conditions
that r(t) = s(t+ 1) for every t and that the communications proceed in rounds.
The revised information structure Πt

i at time t is the mapping of Ω into 2Ω for
player i. If i = s(t) is a sender at t, the message sent by i to j = r(t) is M t

i . An
n-tuple (φt

i)i∈N is a revision process of individual conjectures. These structures
are inductively defined as follows:

– Set Π0
i (ω) = Πi(ω).

– Assume that Πt
i is defined. It yields the distribution qt

i(a, ω) = μ([a =
a]|Πt

i (ω)). Whence

5 C.f.: Parikh and Krasucki [8].
6 There exists a time m such that for all t, Pr(t) = Pr(t + m). The period of the

protocol is the minimal number of all m such that for every t, Pr(t + m) = Pr(t).
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• Rt
i denotes the set of all the state ω at which i is rational according to

his conjecture qt
i(· ;ω); that is, each i’s actual action ai maximizes the

expectation of his pay off function gi being actually played at ω when the
other players actions are distributed according to his conjecture qt

i(· ;ω)
at time t.7

• The message M t
i : Ω → 2Ω sent by the sender i at time t is defined by

M t
i (ω) =

⋂
a−i∈A−i

Bt
i([a−i];qt

i(a−i, ω)),

where Bt
i : 2Ω → 2Ω is defined by

Bt
i (E; p) = {ω ∈ Ω | μ(E |Πt

i (ω)) ≥ p }.

Then:
– The revised partition Πt+1

i at time t + 1 is defined as follows:
• Πt+1

i (ω) = Πt
i (ω) ∩M t

s(t)(ω) if i = r(t);

• Πt+1
i (ω) = Πt

i (ω) otherwise,
– The revision process (φt

i)(i,t)∈N×T of conjectures is inductively defined as
follows:
• Let ω0 ∈ Ω, and set φ0

s(0)(a−s(0)) := q0
s(0)(a−s(0), ω0)

• Take ω1 ∈ M0
s(0)(ω0) ∩Br(0)([gs(0)] ∩R0

s(0); p),
8 and set φ1

s(1)(a−s(1)) :=
q1

s(1)(a−s(1), ω1)

• Take ωt+1∈M t
s(t)(ωt)∩Br(t)([gs(t)]∩Rt

s(t); p), and set φt+1
s(t+1)(a−s(t+1)) :=

qt+1
i (a−s(t+1), ωt+1).

The specification is that a sender s(t) at time t informs the receiver r(t) his/her
individual conjecture about the other players’ actions with a probability greater
than his/her belief. The receiver revises her/his information structure under the
information. She/he predicts the other players action at the state where the
player p-believes that the sender s(t) is rational, and she/he informs her/his the
predictions to the other player r(t + 1).

We denote by ∞ a sufficient large τ such that for all ω ∈ Ω, qτ
i (· ;ω) =

qτ+1
i (· ;ω) = qτ+2

i (· ;ω) = · · ·. Hence we can write qτ
i by q∞

i and φτ
i by φ∞

i .

Remark 2. The Bayesian belief communication is a modification of the commu-
nication model introduced by Ishikawa [3].

7 Formally, letting gi = gi(ω), ai = ai(ω), the expectation at time t, Expt, is de-
fined by Expt(gi(ai,a−i); ω) :=

a−i∈A−i

gi(ai, a−i) qt
i(a−i, ω). An player i is

said to be rational according to his conjecture qt
i(· , ω) at ω if for all bi in Ai,

Expt(gi(ai,a−i); ω) ≥ Expt(gi(bi,a−i); ω).
8 We denote [gi] := [gi = gi].
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3 The Result

We can now state the main theorem:

Theorem 1. Suppose that the players in a strategic form game G have the p-
belief system with μ a common prior. In the Bayesian belief communication
process π(G) according to a protocol among all players in the game with revisions
of their conjectures (φt

i)(i,t)∈N×T there exists a time ∞ such that for each t ≥ ∞,
the n-tuple (φt

i)i∈N induces a mixed strategy Nash equilibrium of the game.

The proof is based on the below proposition:

Proposition 1. Suppose that the players in a strategic form game have the
p-belief system with μ a common prior. In the Bayesian belief communication
process π(G) in a game G with revisions of their conjectures, if the protocol
has no cycle then both the conjectures q∞

i and q∞
j on A × Ω must coincide;

that is, q∞
i (a;ω∞) = q∞

j (a;ω∞+t) for (i, j) = (s(∞), s(∞ + t)) and for any
t = 1, 2, 3, · · ·.
Proof. Let us first consider the case that (i, j) = (s(∞), r(∞)). In view of the
construction of {Πt

i }t∈T we can observe that

Π∞
j (ξ) ⊆W∞

i (ω) for all ξ ∈ W∞
i (ω). (1)

It immediately follows that W∞
i (ω) is decomposed into a disjoint union of com-

ponents Π∞
j (ξ) for ξ ∈ Π∞

i (ω);

W∞
i (ω) =

⋃
k=1,2,...,m

Π∞
j (ξk) where ξk ∈ W∞

i (ω). (2)

It can be observed that

μ([a = a]| W∞
i (ω)) =

m∑
k=1

λkμ([a = a]| Π∞
j (ξk)) (3)

for some λk > 0 with
∑m

k=1 λk = 1.9 Since Πi(ω) ⊆ [ai] for all ω ∈ [ai], we
can observe that q∞

i (a−i;ω) = q∞
i (a;ω). On noting that W∞

i (ω) is decomposed
into a disjoint union of components Π∞

i (ξ) for ξ ∈ Π∞
i (ω), we can obtain

q∞
i (a;ω) = μ([a = a]| W∞

i (ω)) = μ([a = a]| Π∞
i (ξk)) for any ξk ∈ W∞

i (ω). It
follows by (3) that, for each ω ∈ Ω there exists a state ξω ∈ Π∞

i (ω) such that
q∞

i (a;ω) ≤ q∞
j (a; ξω) for (i, j) = (s(∞), t(∞)).

On continuing this process according to the fair protocol, the below facts can
be plainly verified: For each ω ∈ Ω and for sufficient large τ ≥ 1,

1. For any t ≥ 1, q∞
s(∞)(a;ω) ≤ q∞

s(∞+t)(a; ξt) for some ξt ∈ Ω; and
2. q∞

i (a;ω) ≤ q∞
i (a; ξ) ≤ q∞

i (a; ζ) ≤ · · · for some ξ, ζ, · · · ∈ Ω.

Since Ω is finite it can be obtained that q∞
i (a;ω∞) = q∞

j (a;ω∞+t) for (i, j) =
(s(∞), s(∞+ t)) for every a, in completing the proof.
9 This property is called the convexity for the conditional probability μ(X|∗) in Parikh

and Krasucki [8].
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Proof of Theorem 1: We denote by Γ (i) the set of all the players who directly
receive the message from i on N ; i.e., Γ (i) = { j ∈ N | (i, j) = Pr(t) for some t ∈
T }. Let Fi denote [φ∞

i ] :=
⋂

a−i∈Ai
[q∞

i (a−i; ∗) = φ∞
i (a−i)]. It is noted that

Fi ∩ Fj �= ∅ for each i ∈ N , j ∈ Γ (i).
We observe the first point that for each i ∈ N , j ∈ Γ (i) and for every a ∈ A,

μ([a−j = a−j ] |Fi∩Fj) = φ∞
j (a−j). Then summing over a−i, we can observe that

μ([ai = ai] |Fi ∩ Fj) = φ∞
j (ai) for any a ∈ A. In view of Proposition 1 it can

be observed that φ∞
j (ai) = φ∞

k (ai) for each j, k, �= i; i.e., φ∞
j (ai) is independent

of the choices of every j ∈ N other than i. We set the probability distribution
σi on Ai by σi(ai) := φ∞

j (ai), and set the profile σ = (σi).
We observe the second point that for every a ∈ ∏

i∈N Supp(σi), φ∞
i (a−i) =

σ1(a1) · · ·σi−1(ai−1)σi+1(ai+1) · · ·σn(an) : In fact, viewing the definition of σi

we shall show that φ∞
i (a−i) =

∏
k∈N\{i} φ

∞
i (ak). To verify this it suffices to

show that for every k = 1, 2, · · · , n, φ∞
i (a−i) = φ∞

i (a−Ik
)
∏

k∈Ik\{i} φ
∞
i (ak) : We

prove it by induction on k. For k = 1 the result is immediate. Suppose it is true
for k ≥ 1. On noting the protocol is fair, we can take the sequence of sets of
players {Ik}1≤k≤n with the following properties:
(a) I1 = {i} ⊂ I2 ⊂ · · · ⊂ Ik ⊂ Ik+1 ⊂ · · · ⊂ Im = N :
(b) For every k ∈ N there is a player ik+1 ∈

⋃
j∈Ik

Γ (j) with Ik+1 \ Ik = {ik+1}.
We let take j ∈ Ik such that ik+1 ∈ Γ (j). Set Hik+1 := [aik+1 = aik+1 ] ∩ Fj ∩
Fik+1 . It can be verified that μ([a−j−ik+1 = a−j−ik+1 ] |Hik+1) = φ∞

−j−ik+1
(a−j).

Dividing μ(Fj ∩ Fik+1) yields that

μ([a−j = a−j ] |Fj ∩ Fik+1) = φ∞
ik+1

(a−j)μ([aik+1 = aik+1 ] |Fj ∩ Fik+1).

Thus φ∞
j (a−j) = φ∞

ik+1
(a−j−ik+1 )φ

t
j(aik+1); then summing over aIk

we obtain
φ∞

j (a−Ik
) = φ∞

ik+1
(a−Ik−ik+1)φ

∞
j (aik+1). It immediately follows from Proposi-

tion 1 that φ∞
i (a−Ik

) = φ∞
i (a−Ik−ik+1)φ

∞
i (aik+1), as required.

Furthermore we can observe that all the other players i than j agree on the
same conjecture σj(aj) = φ∞

i (aj) about j. We conclude that each action ai

appearing with positive probability in σi maximizes gi against the product of
the distributions σl with l �= i. This implies that the profile σ = (σi)i∈N is a
mixed strategy Nash equilibrium of G, in completing the proof. ��

4 Concluding Remarks

We have observed that in a communication process with revisions of players’
beliefs about the other actions, their predictions induces a mixed strategy Nash
equilibrium of the game in the long run. Matsuhisa [4] established the same as-
sertion in the S4-knowledge model. Furthermore Matsuhisa [5] showed a similar
result for ε-mixed strategy Nash equilibrium of a strategic form game in the
S4-knowledge model, which gives an epistemic aspect in Theorem of E. Kalai
and E. Lehrer [2]. This article highlights the Bayesian belief communication
with missing some information, and shows that the convergence to an exact
Nash equilibrium is guaranteed even in such the communication on approximate
information.
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Abstract. This paper investigated a new framework for the competitive
analysis of the Bahncard problem. In contrast to the earlier approach we
introduce the interest rate i and the risk tolerance t into the model, in
which the traveller can develop the optimal trading strategies based on
his risk preference. Set α = 1

1+i
. We prove that the Bahncard problem

with the interest rate is 1 + (1 − β)αm∗+1 -competitive, where m∗ is the
critical point. Then we further design a t-tolerance strategy and present

a surprisingly flexible competitive ratio of 1+ (1−β)αm∗

tr∗−(1−βαm∗ )
, where r∗ is

the optimal competitive ratio for the Bahncard problem with the interest
rate and β is the percentage of discount.

1 Introduction

An extensive study of the online problems began in the 1980s in the seminal
work of Sleator and Tarjan [9] on list accessing and paging algorithms. Within
the theoretical computer science community, the competitive ratio has become
a standard approach for the analysis of the online problems. Nevertheless, one
argument against the use of this approach is that the online players are in-
herently risk-averse as they are optimized with respect to the worst-case event
sequences. A number of approaches have been developed in an attempt to rem-
edy this situation. Raghavan [3] proposed a competitive strategy against the
statistical adversary whose request sequence was required to satisfy certain dis-
tributional requirements. Al-Binali [1] analyzed a financial game using the com-
petitive analysis framework to include a flexible risk management mechanism.
Our risk-reward competitive analysis allows the online players to benefit from
their own capability in correctly forecasting the coming request sequences and to
control their risk of performing to select a set of near optimal algorithms. Such
risk algorithm can be favorable for the online players who may prefer somewhat
inferior but guaranteed performance to better average performance.

In this paper we study the Bahncard problem originally proposed by Fleis-
cher [2]. Let BP (C, β, T ) denote this problem in which a Bahncard costs C,
� This research is supported by NSF of China under Grants 10371094 and 70471035.

X. Deng and Y. Ye (Eds.): WINE 2005, LNCS 3828, pp. 307–314, 2005.
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reduces any regular ticket price p to βp, and is valid for time T . For example,
BP (240DM, 1

2 , 1 year) means that if the traveller spends 240DM for a Bah-
ncard, he is entitled to a discount of 50% price reduction on nearly all train
tickets for one year. Fleischer presented a (2− β)-competitive solution using the
traditional deterministic online algorithm for BP (C, β, T ). However, the key fac-
tors such as the net present value and the risk are not considered in [2]. In fact,
accounting for the market interest rate i and controlling risk tolerance t are the
essential features of any financial decision-making. We introduce the nominal
interest rate in the market into the model and improve the traditional compet-
itive analysis which is risk averse by allowing a traveller to provide and benefit
from a forecast with respect to the optimal offline algorithm should his forecast
be correct. Although these are only one step toward a more realistic solution of
the problem, the introduction of these parameters considerably complicates the
analysis.

This paper is organized as follows. Section 2 outlines the traditional com-
petitive analysis of the Bahncard problem with the interest rate denoted by
BP (C, β, T, i). One interesting feature is that the introduction of the interest
rate diminishes the uncertainty involved in decision making. For all such sensi-
ble value of i > 0, we prove that optimal deterministic competitive ratio is 1+(1−
β)αm∗+1 (m∗ is the critical point), which is strictly improved with the interest
rate. In section 3 we present such a framework that generalizes competitive anal-
ysis and allows for flexible risk management. The framework extends traditional
competitive analysis by introducing the risk and the capability. The online trav-
eller often owns such capability that can make a correct forecast about the future
requirements. Therefore, for BP (C, β, T, i), the traveller can estimate his own
investing capability to choose a maximum acceptable risk level t and a set of fore-
casts F , and then develop a t-tolerance strategy that can maximize the reward
should his forecast be correct. Then the t-tolerance strategy is 1+ (1−β)αm∗

tr∗−(1−βαm∗) -
comepetitive. Substituting α = 1 and t = 1 into the above formula, we obtain
the (2 − β)−competitive ratio which is the best attainable result presented by
Fleischer. Finally, conclusions and open questions are reported in section 4.

2 The Bahncard Problem with Interest Rate

When considering alternative financial decisions an agent must consider their
net present value. Thus the market interest rate is an essential feature of any
reasonable financial model. In this section while accounting for the interest rate,
we determine the optimal strategies of the online Bahncard problem, using the
following notation:

i The nominal interest rate in the market.
BP (C, β, T, i). The Bahncard problem with the interest rate where a

Bahncard costs C > 0, reduces any ticket price p to βp, and is valid
for time T .

δ = δ1, δ2, . . . , δn. A sequence of travel requests for n travelling periods.
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δj(tj , pj) The travel request where tj is the travel time and pj is the
regular ticket price.

α = 1/(1 + i). The present discount value to unit of money.
tk The time of purchasing a Bahncard.
ε The current ticket price at the time of purchasing a Bahncard.
C∗ = C/(1− β). The break-even value whether to buy a Bahncard.
pI(δ) = Σj:tj∈Ipjα

j . The present cost of all travel requests in the time
interval I. If pI(δ) ≤ C∗ , the time interval I is called the cheap
interval, otherwise it is called the expensive interval.

2.1 The Lower Bound

In this section we show a lower bound on the deterministic competitive ratio for
BP (C, β, T, i). It is assumed that p1 < (C · i)/(1−β). Because the regular ticket
price p1 at the beginning time t1 must be less than the present discount value
of the critical cost. Otherwise, the online traveller can attain a competitive ratio
of 1 by simply purchasing a Bahncard at the first request.

Our argument here follows from the lower bound proof for BP (C, β, T, i).
Regardless of what strategy the online player is followed, the adversary can
construct a sequence of the travel requests consisting of the rules:

1. The travel requests are arbitrarily dense, so that all requests are in intervals
of length T .

2. If the online traveller does not buy a Bahncard, the adversary continues the
game.

3. Once the online traveller buys a Bahncard, the adversary will stop showing
requests.

The Critical Point for BP (C, β, T, i). Set αj = 1/(1 + i)j , where j =
1, . . . , n. For m ≤ n the present discount value of the critical cost is

m∑
j=1

pjα
j − β

m∑
j=1

pjα
j = C .

In other words, the offline traveller has known the future travel sequence, so
he can achieve the optimal break-even point m∗ in advance(For simplicity we
assume that m∗ is an integer.), which is the root of the above equation. Then

we can achieve the present value of the critical cost
m∗∑
j=1

pjα
j = C

1−β . Therefore

for any n travel periods the optimal offline cost COPT (δ) is presented by

• for n ≤ m∗, let
n−1∑
j=1

pjα
j + εαn be the optimal cost.

• for n > m∗, let C + β
n−1∑
j=1

pjα
j + βεαn be the optimal cost.

Theorem 1. Any deterministic algorithm for BP (C, β, T, i) is at least 1 + (1−
β)αm∗+1-competitive.
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Proof. For n ≤ m∗ consider the online algorithm A. Let CA(δ) be the total cost
incurred by the algorithm A that buys ticket at the regular price for the n− 1
periods and then purchases a Bahncard. Thus A pays

CA(δ) =
n−1∑
j=1

pjα
j + (C + βε)αn.

It is clear that optimal choice of the offline travller against A would not buy
a Bahncard. Then the competitive ratio is

r1
A =

n−1∑
j=1

pjα
j + (C + βε)αn

n−1∑
j=1

pjαj + εαn

=
(
n−1∑
j=1

pjα
j)/αn + (C + βε)

(
n−1∑
j=1

pjαj)/αn + ε

.

Note that r1
A has the monotonous decreasing character. Therefore, the online

player will take the maximum possible at
n−1∑
j=1

pjα
j = C∗ − αnε. Hence, the

competitive ratio is

r1
A ≥ 1 + (1− β)αm∗+1 − ε(1− β)2αm∗+1

C
.

Let ε = 0, and then we obtain the lower bound

r1
A ≥ 1 + (1− β)αm∗+1 .

Next consider the online algorithm A with n > m∗. Then for this case we
obtain

r2
A =

n−1∑
j=1

pjα
j + (C + βε)αn

C + β
n−1∑
j=1

pjαj + βεαn

.

Note that r2
A has the monotonous increasing character. When

n−1∑
j=1

pjα
j = C∗ −

αnε, we also can achieve the same lower bound r2
A ≥ 1 + (1 − β)αm∗+1. ��

2.2 The Upper Bound

We are interested in the interval of length T . Let S = p(t−T,t](δ) be the sum
of all regular requests in (t − T, t]. In this section we do not want the current
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request at time t to be included in the summation when computing S. Then we
speak of the S−cost. Therefore the SUM strategy is pessimistic about future in
the sense that it always buys at the latest possible time when S− ≥ C∗.

Theorem 2. SUM is 1 + (1− β)αm∗+1− competitive for BP (C, β, T, i).

Proof. During the cheap interval I, never buying a Bahncard is the optimal
strategy. If I is an expensive time interval of length at most T then OPT has at
least one cheap request in I. Let CSUM and COPT denote the online traveller’s
and the offline one’s cost during I, respectively. We divide I into three subphases
I1, I2, I3(some of which can be empty); in I1 and I3 the online traveller has a
valid Bahncard, whereas it must pay regular prices in I2. For j ∈ 1, 2, 3, let
sj = pI(δ). Then

rSUM =
CαI1+I2+1 + s2 + β(s1 + s3)

C + β(s1 + s2 + s3)

If s1 = s3 = 0, then we can achieve the following inequality

rSUM ≤
CαI1+I2+1 +

I1+I2∑
j=I1

pjα
j

C + β
I1+I2∑
j=I1

pjαj

.

If the above quotient takes its minimum value at s2 = C∗(not including the
current request), we can attain a better competitive ratio

rSUM ≤ 1 + (1 − β)αm∗+1 .

��
Observing the function of 1 + 1−β

(1+i)m∗+1 , we have the following property: for
i > 0 and 0 < β < 1, the optimal competitive ratio is strictly decreasing with i
and β. If α = 1 (neglect the net present value), then the ratio is 2−β presented
by Fleischer.

3 The BP (C, β, T, i) In a Risk-Reward Framework

3.1 A Risk-Reward Framework

The basic definition of the risk-reward framwork is described as follows: when an
online traveller is risk-averse, he will use the traditional online algorithm A and
achieve the optimal competitive ratio. If the online traveller is a risk-seeker, our
risk-reward framework allows him to provide and benefit from such capability
that can correctly forecast the future, and then beat the optimal competitive
ratio obtained by the classical competitive analysis.

First, the definition of the competitive ratio is presented as follows. For a
request sequence δ〈δ1, δ2, . . . , δn〉 ∈ Rn, the total cost of the online algorithm A
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is denoted by CA(δ), and the optimal offline cost on δ is defined as COPT (δ) =
min(costA(δ)). An algorithm is r− competitive if there exists a constant α such
that

CA(δ) ≤ rA COPT (δ) + α .

The optimal competitive ratio for the same problem is

r∗ = inf(rA) = inf
CA(δ)

COPT (δ)
.

Second, we define the risk of an online algorithm to be the ratio between the
different algorithms. That is, the online traveller could prefer to expose the risk,
with respect to the maximum opportunity cost that the algorithm A may incur
over the optimal online algorithm. Therefore we define the risk of the algorithm
A to be rA/r

∗ . Let t be the risk tolerance. The set of all algorithms that respect
the traveller’s risk tolerance can be denoted by

It = {A | rA ≤ tr∗ t ≥ 1 } .
Then we describe the reward function R on the basis of the risk preference

over the optimal online algorithm. Facing with the coming request δ, the online
traveller with the capability could always make a correct forecast δ̄, denoted
by F (δ̄) ∈ δ (F (δ̄) �∈ δ implies the false forecast). Hence, if there is F (δ̄) ∈
δ, the online traveller could achieve the better competitive ratio r̂∗ by a risk
algorithm A:

r̂∗ = infF (δ̄)∈δ(rA) = infF (δ̄)∈δ

CA(δ̄)
COPT (δ̄)

.

Comparing r̂∗ with r∗, we use the improvement of this risk algorithm A over
the optimal online algorithm to measure the reward function R:

R = supA∈It{r∗/r̂∗} .
Generally speaking, the bound of R can be presented as R ∈ [ 1, r∗]. For the

upper bound when t = 1, ∃A, such that r̂∗ ≥ 1 =⇒ ∃A, such that R ≤ r∗.
For the lower bound, note that for all online algorithms the restricted ratio will
always be r ≤ r∗, and then r̂∗ ≤ r∗ =⇒ R ≥ 1 .

3.2 The T-Tolerance Strategy

We analyze BP (C, β, T, i) by the t-tolerance strategy based on the two possible
forecasts of n ≤ m∗ and n > m∗.

For the case of n ≤ m∗, BP (C, β, T, i) has the optimal competitive ratio such
that r̂∗ = 1. It is because that both the offline and online travellers will never
purchase any Bahncards in this situation.

The t-tolerance strategy for n > m∗ in two stages. In first stage the algorithm
is under the threat that forecast is incorrect, and chooses a threshold to ensure
a competitive ratio of rA ≤ tr∗. The second stage begins when the forecast
comes true, the algorithm chooses a threshold as small as possible subject to the
stage 1.
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Theorem 3. For BP (C, β, T, i), the t-tolerance strategy is 1 + (1−β)αm∗

tr∗−(1−βαm∗) -
competitive.

Proof. For n > m∗, there are two cases.
Case 1:

∑
1≤j≤n−1 pjα

j ≤ C
(1−β) − εαn.

According to the preceding risk definition rA ≤ tr∗, we obtain

rA =

n−1∑
j=1

pjα
j + (C + βε)αn

n−1∑
j=1

pjαj + εαn

≤ [1 + (1− β)αm∗+1]t.
The function of rA has the monotonous decreasing character with the total cost
of ticket price. Then, the total cost of ticket price Σpi satisfies∑

1≤j≤n−1

pj ≥ Cαn + βεαn − εtr∗αn

tr∗ − 1
.

Case 2:
∑

1≤j≤n−1 pjα
j > C

(1−β) − εαn.

According to the preceding risk definition rA ≤ tr∗, we obtain

rA =

n−1∑
j=1

pjα
j + (C + βε)αn

C + β
n−1∑
j=1

pjαj + βεαn

≤ [1 + (1− β)αm∗+1]t.
Set ε = 0. If r∗ < (1/tβ), then we have the following inequation:∑

1≤j≤n−1

pj ≤ tCr∗ − Cαn

1− tβr∗

where r∗ = 1 + (1− β)αm∗+1.
For the online traveller, should the forecast n > m∗ be correct, he wants to

minimize rA subject to rA ≤ tr∗. Since we know the function of rA in case 2
is monotonically increasing in

∑
pi. rA is minimized when

∑
pi is the smallest.

Therefore substituting
∑

pi = Cαn+βεαn−εtr∗αn

tr∗−1 into the equation rA of case 2,
we obtain the restricted optimal competitive ratio

r̂∗ = 1 +
(1− β)αm∗

tr∗ − (1 − βαm∗)
��

Corollary 1. If the forecast n > m∗ is correct, the reward of the t-tolerance
strategy for BP (C, β, T, i) is R −→ 2− β.

Proof. R = r∗
r̂∗ ≈ 2− β as t −→ ∞ and i −→ 0. ��
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4 Conclusion

In this paper, the interest rate and the risk tolerance are introduced into the
online Bahncard problem to make our model can be adopted to reality even fur-
ther. Compared with the results of Fleischer’s in [2], a more flexible competitive
ratio can be achieved. However, there are some interesting problems as follows.

� In this paper, we assume that β is a constant. But the percentage discount
β often takes on the different values at some stage which make the competitive
analysis more complex.
� For the t-tolerance strategy, the risk tolerance t can be in the form of interval
number, better simulating the behavior preference, such as t ∈ [a, b ].
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Abstract. Reserve price auctions are one of hot research topics in the
traditional auction theory. Here we study the starting price in an online
auction, counterpart of the public reserve price in a traditional auction.
By considering three features of online auctions, the stochastic entry of
bidders (subject to Poisson process), the insertion fee proportional to
the starting price, and time discount, we have analyzed the properties of
extremum points of the starting price for maximizing seller’s expected
revenue, and found that, under certain conditions, the optimal starting
price should be at the lowest allowable level, which is contrary to results
from the classic auction theory and finds its optimality in reality. We
have also developed a general extended model of multistage auction and
carried out analysis on its properties. At last, some directions for further
research are also put forward.

1 Introduction

It’s well known that in an endogenous entry auction, the optimal auction should
be zero reserve combined with optimal entry fee or optimal reserve combined
with zero entry fee. That is they are alternative. In online auctions such as eBay
auctions, seller can’t charge entry fee from potential bidders, so they have to set
optimal reserve to maximize their expected revenue.

In an online auction, seller can set some parameters to feature her auction.
She may activate the Buy-It-Now option, choose among different durations and
payment methods, initiate the starting price at high level or low level and set
hidden reserve price and so on. The most important consideration of a seller
in online auctions is how to set the starting price and hidden reserve price[1].
Because the hidden reserve price is seldom used by sellers in online auction[7][12],
the starting price plays an important role on affecting the result of an auction.
Lower starting price can attract more bidders while having risk in a the higher
possibility of receiving lower final price thus lower expected revenue. On the other
hand, if the starting price is too high, the item will not be auctioned off at all.
� Supported by NSFC and SRG: 7001719 of City University of Hong Kong.

X. Deng and Y. Ye (Eds.): WINE 2005, LNCS 3828, pp. 315–324, 2005.
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How to trade-off? Is there any optimal starting price for maximizing the seller’s
ex ante expected revenue? Do sellers in online auction have some rationalities
in setting their starting price optimally? The starting price, an alternative of
public reserve price in traditional auction theory, is thus our main attention in
this paper.

As it is well known, the online auction market is different from that of the
traditional auction. Some features have changed the seller’s expected revenue.
The first one is the stochastic entry of bidders, which results in uncertainty
in the number of participants in an online auction. While in the traditional
auction theory, the number of bidders is critical to determine the seller’s expected
revenue. The second one is that in online auctions such as eBay auctions, a seller
needs to pay the insertion fee (roughly proportionally to the starting price) to
initiate her auction. This will affect the seller’s decision making on how high
the starting price should be. The last one is about the depreciation of item’s
valuation due to the duration of an online auction. In the case of products with
a rapid depreciation like consumer electronics, computer equipment and fragile
or perishable goods like flower and food, long auctions can reduce the value of
the product and reduce the seller’s revenue [10]. That is, the time discount factor
is also needed to be considered when formulating the seller’s expected revenue.

We intend to formulate the seller’s expected revenue by considering above
more realistic conditions, so as to analyze the optimal starting price policy the
seller should adopt with the objective of maximizing her expected revenue. In
addition, noting that in practice, online auction markets give sellers opportuni-
ties of re-auctioning their items with very cheap costs, we’ll extend our model
to a multistage auction and call for further research. It should be noted that
all the discussions in this paper is under the IPV (Independent Private Value)
assumption.

This paper is organized as follows. We give out the basic model and discuss
several basic properties of extremum points of starting price for maximizing the
seller’s expected revenue in section 2. Subsequently in section 3, we analyze the
optimality of the starting price in online auctions. The extended model for a
multistage auction is suggested in section 4, and section 5 concludes the paper
and puts forward several directions for further research.

2 Basic Model

We consider a risk-neutral seller who chooses to auction one item on an eBay-like
online auction site. She doesn’t set any hidden reserve price, and initiates her
auction by paying an insertion fees proportional to the starting price r, which
is prescribed by her. we assume this insertion fee rate is c0, the intrinsic value
of the item to the seller is vs with vs ≥ 0, and the number of bidders is fixed
at n. Suppose that bidders have independent private values (assessed at the
end of the auction) to the item being auctioned, and the common cumulative
distribution function (c.d.f.) of a bidder’s valuation is F (v), v ∈ [v, v], which is
twice differentiable. The probability density function (p.d.f.) is f(v).
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Because online auctions, such as eBay auctions, are essentially second-price
auctions in which the bidders’ equilibrium bidding behaviors are the same with
or without ambiguity about the number of bidders [6], we can use the similar
method of [11] to construct the seller’s expected revenue providing there are
fixed n bidders participate:

E(πs, n) = vsF
n(r) + n

∫ v̄

r

(vF ′(v) + F (v) − 1)Fn−1(v)dv − c0r. (1)

The expressions for E(πs, n) is composed of three parts. The first is that when
no bid surpasses the starting price, i.e. the highest valuation of bidders is less
than the starting price, in which case the item doesn’t sell at the auction. The
auction revenue increasing from this outcome is vs and occurs with probability
Fn(r). The second is that the highest bid is at least equal to the starting price,
so the item sells in the auction. This outcome’s contribution to E(πs, n) is

n

∫ v̄

r

(vF ′(v) + F (v)− 1)Fn−1(v)dv

(from Prop.1 of [11]). At last, the seller pays the insertion fee p0 = c0r definitely
to initiate her auction.

In online auctions, bidders can place their bids at any point in the duration.
We assume that the bid or bidder arrivals follow a Poisson process, i.e. the
probability of n bidders participating in the auction is:

pn =
λe−λ

n!
, n = 0, 1, 2, · · · (2)

where λ > 0 is the average number of bidders during the duration of auction.
As discussed above, we consider the effect of duration on item’s valuation

and denote the time discount factor as δ ∈ [0, 1). Therefore, the seller can only
receive vs

1+δ by retaining the item in case of the failed auction.
By further considering the above two assumptions resulting from the charac-

teristics of online auctions, the seller’s expected revenue should be:

E(πs) =
∞∑

n=0

pn[n
∫ v̄

r

(vF ′(v) + F (v)− 1)Fn−1(v)dv +
vs

1 + δ
Fn(r)]− c0r. (3)

To get the extremum point of r for the seller, consider the first-order necessary
optimality condition for E(πs), i.e.:

∂E(πs)
∂r

=
∞

n=0

pn[n(1 − rf(r) − F (r))F n−1(r) +
nvs

1 + δ
F n−1(r)f(r)]|r=r∗ − c0 = 0.

Combined with equation (2), solving and simplifying it gives:

r∗ =
1− F (r∗)− c0

λ eλ(1−F (r∗))

f(r∗)
+

vs

1 + δ
. (4)

Following We’ll discuss the properties of the extremum point r∗.
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Lemma 1. Denote

H(v) = f2(v)(2 − c0e
λ(1−F (v))) + f

′
(v)(1 − F (v) − c0

λ
eλ(1−F (v))),

and

M(v) = v − 1− F (v) − c0
λ eλ(1−F (v))

f(v)
, v ∈ (v, v),

if H(v) ≥ 0, then M(v) increases in v.

Proof. Taking the derivative of M(v) w.r.t. v gives

dM(v)
dv

= 1− f2(v)[c0eλ(1−F (v)) − 1]− f
′
(v)[1 − F (v)− c0

λ eλ(1−F (v))]
f2(v)

=
H(v)
f2(v)

,

that is dM(v)
dv ≥ 0 ⇔ H(v) ≥ 0. ��

Proposition 1. The extremum point r∗ for E(πs) may be unique, non-unique
or non-existent at all.

Proof. By definition, H(v) can be negative or positive. From Lemma 1, dM(v)
dv

has the same signal as that of H(v). So M(v) may be non-monotone in [v, v].
On the other hand, from Equation (4), the extremum point r∗ should satisfy:
M(r∗) = vs

1+δ . So, r∗ may be unique, non-unique or non-existent at all. ��
Consider the boundary points of the interval of r. Because at r = v, no bidders
will participate, the expected revenue can’t be maximized at r = v.

Proposition 2. Fixing λ, δ, vs and c0, the expected revenue E(πs) can achieve
its global maximum at either r∗ or r = v, where r∗ meets the Equation (4).

Theorem 1. If H(v) ≥ 0, v ∈ [v, v], then the expected revenue E(πs) can
achieve its global maximum at r∗, which is determined in Equation (4).

Proof. From equation (4), we have M(r∗) = vs

1+δ . Because H(v) ≥ 0, from

Lemma 1, we know M(v) = v − 1−F (v)− c0
λ eλ(1−F (v))

f(v) is increasing in v. Thus for
v < r < r∗, M(r) ≤ vs

1+δ , i.e. 1− rf(r)−F (r) ≥ − vs

1+δf(r)+ c0
λ eλ(1−F (r)). Thus,

∂E(πs)
∂r ≥ 0, for v < r < r∗. Similarly, ∂E(πs)

∂r ≤ 0, for r∗ < r < v. Therefore,
E(πs) can achieve its maximum at r∗. ��
Remark 1. Theorem 1 has indicated that if the parameter combinations of c0,
λ and F (·) make H(v) satisfy the strong condition H(v) ≥ 0 within the whole
interval [v, v], then the extremum point r∗ is unique. Furthermore, the seller’s
expected revenue can achieve global maximum at it.

Because the insertion fee rate c0 is fixed at each auction site, following we’ll only
discuss the relations between r∗ and λ, δ. Denote

K(r∗, λ, δ) = r∗ − 1− F (r∗)− c0
λ eλ(1−F (r∗))

f(r∗)
− vs

1 + δ
= 0.
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Then

dr∗

dλ
= −

∂K
∂r∗
∂K
∂λ

= −
dM
dr∗

c0eλ(1−F (r∗))

f(r∗)λ2 [λ(1 − F (r∗))− 1]
.

Similarly,

dr∗

dδ
= −

∂K
∂r∗
∂K
∂δ

= −
dM
dr∗
vs

(1+δ)2
.

Intuitively, the higher the discount factor δ is, the lower the starting price
should be, i.e. dr∗

dδ should be less than zero, which requires dM
dr∗ ≥ 0. On the

other hand, because r∗ can’t be too high generally, λ(1 − F (r∗)) − 1 ≥ 0 is
easy to be held. Thus, generally, dr∗

dλ ≤ 0. That is when the average number
of bidders λ reach a certain level (satisfying λ(1 − F (r∗)) − 1 ≥ 0), the larger
expected number of bidders on average, the lower the optimal starting price
should be. This is consistent with the intuition. The more the bidders, the higher
probability the bidders with higher valuation will arrive, resulting in more furious
competition among higher valuator, lower starting price can play an important
role in attracting these high level bidders.

3 Optimal Starting Price

In the traditional auction theory (e.g., [5][9][11]), the optimal starting price r∗

maximizing the seller’s expected revenue should satisfy: r∗ = vs+ 1−F (r∗)
f(r∗) , which

implies r∗ > vs, so there is a positive probability the seller refuses the entry of
bidders with valuations exceeding the valuation to the seller. However, in online
auction market, there are nontrivial percentage of sellers set the starting price at
the lowest allowable level. An obvious discrepancy between theory and practice
motivates us to explore the possibility of setting the starting price equal to the
lowest allowable level other than above the true value to the seller. We open up
our study by an example as follows.

Example 1. Suppose the valuations of bidders are distributed uniformly on unit
interval, i.e. F (v) = v, where v ∈ [0, 1], the discount factor δ = 0.05, insertion
fee rate c0 = 0.03, and true value to the seller vs = 0.2. We derive the condition
under which should seller start the auction from the lowest price, zero. Given the
above assumption, and from Equation (4), the extremum points should satisfy:

0.691− r∗ =
0.015
λ

eλ(1−r∗). (5)

It’s easy to verify that the right hand side of Equation (5) is increasing in λ
and the left hand side is less than 0.691. So there exists λ∗, when λ ≥ λ∗, no r∗

satisfies Equation (5). That is, the maximum of the expected revenue is achieved
at the starting price r = 0. For this example, the optimal starting price should
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Fig. 1. The expected revenue varied with starting price, (a)λ = 11, (b)λ = 6

be zero for all λ ≥ 11. Figure 1(a) gives the expected revenue varied with the
starting price from 0 to 1.

While, if the average number of bidders λ is less than 11, say at 6, then there
exist two extremum points, one is the global minimum r∗1 = 0.1284 and the other
is the global maximum r∗2 = 0.5603, which are plotted in Figure 1(b).

The implication behind example 1 is very intuitive. In fact, it originates from
the following theorem.

Theorem 2. For fixed c0, F (v), v ∈ [v, v], δ and vs, there exists such threshold
λ∗ that:
(1)for λ < λ∗, there exist one or two extremum points for E(πs);
(2)for λ ≥ λ∗, the maximum of E(πs) is achieved by letting starting price equal
to the lowest allowable level v.

Proof. Define T (v, λ) = − c0
λ eλ(1−F (v))+[1−F (v)−f(v)(v− vs

1+δ )], from Equation
(4) we know that the extremum point of E(πs) must be the root of T (v, λ) = 0,
for fixed λ. On the other hand, according to L’Hospital’s Rule,

lim
λ→∞

−c0
λ
eλ(1−F (v)) = lim

λ→∞
−c0(1 − F (v))eλ(1−F (v)) = −∞;

on the other hand, for fixed c0, F (v), v ∈ [v, v], δ and vs, 1−F (v)−f(v)(v− vs

1+δ )
must be bounded. So there must exist a threshold λ∗, for all λ > λ∗, T (v, λ) < 0,
which induces that T (v, λ) = 0 has no root. That is no available extremum
point determined by equation (4). Because we have excluded the possibility of
maximum point at r = v, it is clear immediately that the expected revenue for
seller must achieve its maximum at the lowest starting price v. This has proved
the second claim.

Similarly, we can easily verify that

lim
λ→0

−c0
λ
eλ(1−F (v)) = −∞

and note ∂T (v,λ)
∂λ = − c0

λ2 e
λ(1−F (v))[λ(1−F (v))− 1]. So T (v, λ) is increasing with

λ when λ(1−F (v)) ≤ 1 and decreasing with λ when λ(1−F (v)) > 1. Combined
with the fact that

lim
λ→0

T (v, λ) < 0, lim
λ→∞

T (v, λ) < 0,
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if T (v, λ) crosses the axis from below once, it must cross the axis again from
above; if it just reaches the axis and decreases subsequently, unique root is
found.

At last, we’ll indicate that, for λ < λ∗, there always exist at least one solution
for extremum condition (4). We rearrange it and find that r∗ must satisfy:

eλ(1−F (v)) =
λ

c0
[1− F (v)− f(v)(v − vs

1 + δ
)]. (6)

For fixed v, denote the left hand side of (6) is A(λ) and the right hand side
is B(λ). For certain λ∗, when λ < λ∗, there exists v ∈ [v, v] that brings A(λ)
crosses B(λ) one or two times. That is the first claim of Theorem 2 comes into
exist. ��
Remark 2. The implication behind Theorem 2 is that the average number of
bidders λ is the critical determinant of optimal starting price. There exists a
threshold λ∗, when λ > λ∗, the optimal starting price should be at the lowest
allowable level. This enlightens the seller to pay more attention on attracting the
participants into her auction, so as to achieve the maximal expected revenue at
the lowest starting price. However, for those less popular items or short auctions,
the optimal starting price should be other than the lowest one.

4 Model Extension

Now we consider the possibility of re-auction. In reality, some sellers prefer higher
final price to higher probability of auctioning off the item. Then they usually
choose very high starting price regardless of possibility of attracting no bidders
at all. Were the item not auctioned off, the seller will re-auction it just after
the end of current auction with same or lower starting price, by paying another
insertion fee. This process will continue until the item is auctioned off or the
seller decides to never auction it again. We describe this auction process as a
multistage auction. Suppose the seller’s belief of the longest stage is m, the c.d.f.
of valuations in each auction is Fi(v), v ∈ [vi, vi], i = 1, 2, · · ·,m, then the seller’s
problem should be:

max
ri,i∈{1,2,···m}

E(π1) (7)

s.t.

E(π1) = ∞
n=0 pn[n v1

r1
(vF ′

1(v) + F1(v) − 1)F n−1
1 (v)dv + E(π2)

1+δ
F n

1 (r1)] − c0r1

E(π2) = ∞
n=0 pn[n v2

r2
(vF ′

2(v) + F2(v) − 1)F n−1
2 (v)dv + E(π3)

1+δ
F n

2 (r2)] − c0r2

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
E(πm) = ∞

n=0 pn[n vm

rm
(vF ′

m(v) + Fm(v) − 1)F n−1
m (v)dv + vs

1+δ
F n

m(rm)] − c0rm.

That is the seller should choose a series of optimal starting price r∗i , i ∈
{1, 2, · · ·m} for each stage of auction so as to maximize the total expected rev-
enue E(π1).

How to solve problem (7) is still a challenge. While, from some simple analyses
and numerical study can we get some properties of this extended model.
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Proposition 3. The optimal starting price of current stage, 1) isn’t affected by
that of any previous stage, and 2) affects the previous optimal starting price.

Remark 3. This property is very straightforward: the effect of the optimal start-
ing price of current stage on that of previous stage is through its effect on current
optimal expected revenue because of the expected revenues’ recursion in prob-
lem (7). This proposition enlightens the seller to determine the optimal starting
price series r∗i backward.

Theorem 3. If H(v) (defined in Lemma 1) is larger than zero and assume
Fi(v) = Fj(v) = F (v), v ∈ [v, v], then the optimal starting price series r∗i will be
non-increasing in i, i ∈ {1, 2, · · ·m}.

Proof. According to previous analysis, the extremum point r∗i in each stage
should satisfy:

M(r∗i ) =

{
vs

1+δ , i = m,
E(πi+1)

1+δ , otherwise.

Lemma 1 has shown that if H(v) is lager than zero, then M(v) is increasing in
v. Obviously, E(πm) ≥ vs, which results to r∗m−1 ≥ r∗m. Noting further that the
model also needs E(π1) ≥ E(π2) ≥ · · · ≥ E(πm), for otherwise, the maximum
of E(π1) can’t be achieved (the auction may be continued infinitely). So we get
r∗1 ≥ r∗2 ≥ · · · ≥ r∗m. ��

Remark 4. The result in Theorem 3 may be intuitive. When the seller anticipates
multi-stage of auction, she may set a very high starting price at the first stage
to look for the higher valuator. If she successes, she can get a higher revenue;
otherwise, she can set a lower starting price in the next stage of auction so as
to improve the probability of auctioning off the item. Once she decides the last
opportunity of re-auction (i.e. the stage m), she can set the optimal starting
price according to the discussion in section 3.

Example 2. Recall Example 1 in section 3, and assume m = 4. Considering dif-
ferent level of λ, the optimal starting price and corresponding expected revenue
for each stage are shown in table 1.

Table 1. Optimal starting price and resulted expected revenue for each stage

Stage λ = 4 λ = 6 λ = 11
i r∗

i E(π∗
i ) r∗

i E(π∗
i ) r∗

i E(π∗
i )

4 0.574685 0.581486 0.560260 0.678683 0.000000 0.818205
3 0.767389 0.681668 0.815625 0.757464 0.884778 0.845557
2 0.816800 0.723277 0.854720 0.785441 0.898481 0.853474
1 0.837226 0.743121 0.868517 0.797060 0.902428 0.855996

Increasing rate 45.68% 27.80% 55.02% 17.44% – 4.62%



Optimal Starting Price in Online Auctions 323

From table 1 we can find that:

(1) Both the optimal starting price and corresponding expected revenue are
decreasing in the stage of auction regardless of average number of arrived
bidders. That is, when there is anticipation of re-auction, to maximize her
expected revenue, the seller should set decreasing optimal starting prices,
from higher to lower. In practical online auction market, there is a kind of
seller characterized by following behavior: setting very high starting price
when she auctioned her item first time. Fortunately enough, she can get
excessive profit; if the item is not auctioned off in the first stage, she can
re-auction it with a little lower starting price just after the end of the first
stage. This process continues until she sets a suddenly lower starting price
to maximize the expected revenue of last stage.

(2) The expected revenue is also increasing in the average number of bidders un-
der each stage. This is consistent with the intuition and previous study[8].
This finding implies that attracting bidders as many as possible to partici-
pate the auction is the main source of revenue for the seller.

(3) The multi-stage auction can provide the seller more expected revenue than
just one-shot auction. The difference is just E(π1) − E(πm). As in table
1, all these difference is positive. However, the effect may be weakened as
the average number of arrived bidders λ increases. As in this example, the
increasing rate of expected revenue is the highest 27.80% at λ = 4, then
decreases to 17.44% at λ = 6, finally to the lowest level of only 4.62%
at λ = 11.

(4) The increasing rate of optimal starting price is increasing in λ.

If we consider the “damaged good effect” of re-auction: the bidders generally
regard the re-auctioned items to be damaged and lower their offers[2], then they
will value the item decreasingly as the stages go on. Consequently, Fi(v) should
first order stochastic dominate Fj(v), for every i < j. i.e. Fi(v) < Fj(v), for every
i < j. Under this circumstance, it is further difficult to extract the analytical
solution to problem (7).

5 Conclusion Remark

How to set appropriate starting price may be the most important problem for
sellers in online auctions. In this paper, we make some efforts on this topic. By
considering three features of online auctions—the stochastic entry of bidders
(subject to Poisson process), the insertion fee proportional to the starting price,
and time discount, we have investigated the properties of extremum points of
the starting price for maximizing seller’s expected revenue. Through some exam-
ples and analyses, we found that under certain conditions, the optimal starting
price should be at the lowest allowable level, which is contrary to results from
the classic auction theory and finds its optimality in reality. We have also devel-
oped a general extended model of multistage auction, given out analysis on its
properties, and call for further research on its analytical solution.
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It should be noted that setting the starting price at the lowest allowable level
may be served as a kind of fraud. Kauffman and Wood[4] illustrated the preva-
lence of reserve price shilling, which is motivated by the avoidance of auction
site’s insertion fees. By setting a low starting price, and then secretly bidding
that amount up by pretending to be a bidder, sellers can save money when selling
items in online auction. This behavior should be investigated in further research.

The objectives of sellers in online auctions may not always be maximizing
their expected revenue. For firm who is trying to dump its excess inventory,
seller who clear her attic full of used tools, furniture, toys etc., the goal of using
online auction is just to sell out the items as soon as possible. Many firms have
found that online auctions are also a tool for managing inventory and marketing
new products [3][10]. Under all above circumstances, the sellers are more inclined
to let bidders compete with each other and determine the final price themselves
without imposing any reserve. That is starting the auction from the lowest level
finds its optimality in reality. So empirical study should proceed to investigate
whether items with above characteristics are more likely be auctioned with the
lowest allowable starting price in online auction sites.
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Abstract. Driven by the analysis of existing prepaid charging solutions with
their limitations, a novel approach of prepaid charging for Internet Protocol (IP)
services based on time intervals has been developed. This approach combines key
advantages of hot billing with a tariff flexibility and the guarantee of minimal
fraud for providers. The technical effort of real-time charging is reduced to a min-
imum and ensures economic efficiency as well as scalability in large-scale envi-
ronments for providers who achieve a better customer binding in prepaid cases. 

1 Introduction

As soon  as  commercial  services  are offered  in  an Internet Protocol (IP)-based  net-
work, the service delivery has to be charged for. After the tariff scheme for the specific
service has been determined, two charging options—pre- or postpaid—can be applied.
The postpaid option, which makes the customer pay after his service usage, is very
widespread throughout the whole telecommunication market. But especially in the mo-
bile telecommunication market, the prepaid model has proven to be successful. How-
ever, as the use of high-value IP services, e.g., Voice-over-IP (VoIP) or streaming serv-
ices, does show a significant increase in use, a prepaid option for such services is re-
quired, thus, ensuring an optimal economic and technical efficiency. 

During many  years, the role of charging for telecommunication services has  been
studied thoroughly [8, 23], where charging is defined as a process that is applied by
service providers and network operators on the usage of services. In contrast to telecom-
munication systems and their standards, charging in IP networks is very often referred
to as pricing and the two terms are used interchangeably. An overview of pricing in IP
networks is given in [14, 15]. It is a noticeable development that the two worlds of tel-
ecommunication systems and IP networks will merge together into a so-called all-IP
network [10, 22]. From a charging perspective, this merging means to combine the most
sophisticated features and functionalities from both systems. 

To  distinguish charging  from other processes connected with, [17] defines a layered
model, where charging is positioned on top of metering and accounting, but below bill-
ing. Charging maps accounting data into monetary units by applying a tariff, i.e. eval-
uating a tariff function. Billing defines the collection of charging records and the deliv-
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ery of a bill to the user. Orthogonal to this layered model different charging options,
namely prepaid and postpaid, have to be distinguished. Within the prepaid approach,
the customer is buying a certain amount of credits—typically represented in monetary
units—prior the service usage. These credits are kept at the provider’s side and are re-
ferred to as the customer’s balance [20]. With the prepaid charging option, the custom-
er’s balance needs to be checked periodically in real-time during service consumption.
To reduce the real-time credit-checking effort, this paper introduces a novel concept for
prepaid charging. Instead of monitoring a set of different variables, it defines a time in-
terval, wherein the customer can use prepaid services without being able to spend more
than given limit of monetary units. The technical overhead imposed due to the real-time
charging and the risk of fraud are both minimized. 

The remainder of the paper is organized as follows. Sect. 2 shows existing solutions
and Sect. 3 lists the requirements. In Sect. 4 service and tariff modelling builds the basis
for Sect. 5, which develops the mathematical background of time intervals. In Sect. 6
the approach is evaluated and finally, Sect. 7 draws conclusions.

2 Existing Solutions

In mobile telecommunication networks prepaid systems are well established and they
can be categorized into four groups as shown in [20]: (1) Service Node, (2) Intelligent
Network (IN), (3) Handset-Based (SIM card-based), and (4) the concept of Hot Billing.
These prepaid systems present in today’s 3G networks—UMTS [5] and CDMA2000
[1, 2]—are well suited to handle classical circuit-switched services and basic packet-
switched services. The evolution of today’s 3G networks is towards an all-IP architec-
ture [3, 4]. In IP-networks prepaid charging is addressed by the two IETF working
groups, AAA [6] and RADEXT [7]. The former extends the diameter base protocol [9]
with the so-called Credit-Control Application (CCA) [16]. The extensions made by the
latter [21] focus on prepaid charging only, while CCA can also be used for postpaid
charging. Apart from the differences in the protocol messages, the two extensions han-
dle prepaid charging quite similarly and interoperability between them is provided, too.

Besides the differences in network architecture and technology, the basic  operation
of prepaid charging is as follows. First, the user’s balance is checked whether sufficient
credits are left when he is requesting a prepaid service. Then, an initial amount of credits
is reserved prior to service usage and if they are not used up entirely, restored to the us-
er’s balance after the service usage. Depending on the amount of reserved credits, the
customer can use the whole or only a part of the service, which makes it necessary to
re-check and re-request credits during service consumption in real-time to prevent over-
use of credits. From an operator’s point of view, this real-time processing of credit
(re-)checks is a considerable cost factor, because it consumes many resources in its net-
work. To reduce the direct costs of prepaid services, the number of credit checks is min-
imized according to a statistical model for the customer’s service usage. However, if the
statistical model fails, the customer’s balance can become negative due to overuse of
credits, i.e. the operator loses revenue. Eqn. (1) shows the total costs for a service Ctot
as the sum of expected costs for credit checks E[Cc] and the expected revenue loss
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E[Rl]. The dilemma is that minimizing E[Cc] increases E[Rl], as the analysis for the
voice call service in service node prepaid systems shows, [12].

Another concept to reduce the costs of real-time  charging, is a hybrid approach—
i.e. between pre- and postpaid—the so-called hot billing [20]. In hot billing, charging
data records (CDR) are only processed after service usage and not during service con-
sumption. But there are still signalling costs that occur when processing CDR’s, i.e.
there is a similar term of expected costs as E[Cc] in Eqn. (1). The number of CDR’s
generated can be decreased by increasing the number of completed calls being accumu-
lated in one CDR. However, reducing the number of CDR’s increases the expected rev-
enue loss. And again, a trade off has to be found between saving costs and a raised risk
of revenue loss, as an analysis for the voice call service shows in [11]. 

Some operators stated to have revenue loss up to 20%, because finding an  optimal
solution to Eqn. (1) is not a trivial task. Besides this, existing solutions solve Eqn. (1)
only for single services with simple tariff functions. But one of the major requirement
imposed on future prepaid systems, is that they are able to cope with a multi-service en-
vironment. And in such a competitive environment it’s also essential that providers can
make use of more flexible tariffs. This means that more complex non-linear tariffs func-
tions depending on several parameters will become important, e.g., a combined abc-tar-
iff as introduced by [18]. Thus, prepaid charging in the multi-service environment of an
all-IP network architecture requires further studies. 

The newly  developed prepaid charging approach based on time intervals and pre-
sented in this paper represents an elegant solution to Eqn. (1) combined with very low
technical overhead: First, it minimizes both the costs for credit checks and the risk of
potential revenue loss. Second, the introduced tariff modelling allows for nearly arbi-
trary complex tariff functions. And third, to be prepared for multi-service environments,
the concept of service bundles is introduced, thus allowing for a step away from a sim-
ple single service solution. 

3 Assumptions and Requirements

The core assumption is that an all-IP network architecture supporting QoS is in place,
such as the upcoming releases of 3G networks, [3, 4] or as being developed within the
Daidalos project [13]. The concept of these all-IP architectures is similar, i.e. separate
IP multimedia domains are interconnected and operate independently on IP. Fig. 1
shows the Daidalos all-IP architecture from provider A’s perspective, where domain A
is the home and domain B the foreign domain for its customers. Therefore, the A4C sys-
tems (Authorization, Authentication, Accounting, Auditing, and Charging) are named
accordingly, i.e. A4C.h and A4C.f. A4C systems are based on the IETF AAA Architec-
ture, [6] with extensions for auditing and charging. Between provider A and B a busi-
ness-to-business relation builds the basis for roaming of customers between them. 

(1)Ctot = E[Cc] + E[Rl]

Prepaid charging is implemented with the Diameter Credit  Control  Application,
whereas the Accounting Gateway (AG) is acting as the client and the A4C as the server.
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Fig. 1. Daidalos all-IP architecture with two providers with their domains and access networks

4 Services and Tariff Model

Within the all-IP architecture any kind of QoS-enabled services based on IP are sup-
ported, reaching from network up to application services. The former consist of IP with
QoS and are used as the transport services for the latter. Application services are cate-
gorized into session- and event-based groups, like sending messages. Session-based
services have session setup-, communication-, and session release-phases. To identify
a service unambiguously and to associate accounting data with it, each service is asso-
ciated with a unique service ID, denoted as si. 

4.1 Service Bundeling

The multi-service environment of an all-IP architecture introduces a new problem for
prepaid charging, because the credits in monetary units represent a singular value,

A4C.f

MT

MMSPP ER

CMS

A4C.h

ER

ER

MMSPP

CMS

MT

ANQosB

ER

ER

AG

ANQosB

AG

AR

AR

Domain B

Domain A,
AN 2

Domain A, 
AN 1

During any service consumption, the Central Monitoring System (CMS) is constantly
collecting metering information and forwards them to the AG. The process of charging,
i.e. the mapping of accounting data into monetary units, is done within the A4C. All
services offered in the Daidalos architecture are based on IP with QoS, where best-ef-
fort traffic is treated as a service with low QoS. To be able to support prepaid charging
based on time intervals, the accounting system in this architecture has to meet the fol-
lowing requirements: (1) on the transport level, accounting must provide for detailed in-
formation on all QoS parameters of the traffic class used by the service, (2) on the ap-
plication layer, high level service usage data must be accounted for, e.g., the number of
messages sent, (3) the ability to support inter- and intra-domain mobility is needed, and
(4) a correlation of accounting data/events per session/customer has to be performed. 
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which has to be shared among all the services. Using n services in parallel means that
up to n distributed processes are accessing and modifying the credits independently. If
a providers has a big customer basis, then the load imposed on the centralized A4C
component increases dramatically. To overcome this scalability problem for such a
multi-service environment, so-called service bundles are introduced. A service bundle
consists of I services s1, s2, …, sI with prepaid charging option, which can all be used
in parallel. Instead of performing credit checking of the services independently, it will
be done on a per bundle basis. Therefore, each bundle is associated with a time interval,
which is the only parameter to be monitored per bundle. This service bundle concept is
comparable with the credit-and resource-pools from diameter CCA and the radius ex-
tensions for prepaid respectively. However, the basis for these approaches are simple
linear tariff functions depending on one variable, cf. [19] for a thorough analysis. 

4.2 Tariff Modelling

With every service si a tariff function fi(.) depending on one or more variables is asso-
ciated. If m denotes the total number of different variables per bundle for all services,
then the fi(.) are defined in the following way, 

The input to (2) is accounting data representing the amount of resources  that have
been consumed by using service si and the output is the charge to be paid. Vector x is
partitioned in such way that every tariff function fi(.) uses a different subset of x as its
input. For the ongoing sections, fi(.) must meet the following mathematical properties:
(1) fi(.) is represented by a smooth or piecewise smooth functions and (2) fi(.) is mo-
notonically increasing. With the definition of (2) and its properties, providers have all
the flexibility they need to define user incentive tariffs while maximising their revenue. 

5 Time Intervals

So far, the I tariff functions fi(.) from a bundle depend on m different variables as shown
in (2). Existing prepaid solutions would now use an independent real-time monitoring
for those m variables. However, the approach in this paper defines consecutive time in-
tervals, wherein the customer can use prepaid services without being able to spend more
than given limit of monetary units. Therefore, instead of monitoring m variables, only
the length of the time intervals has to be observed. To define and apply time intervals,
the tariff functions have first to be transformed into time-based functions.

For given specific service si from the bundle, a subset of all m variables is used as an
input while the rest of the variables belongs to other services. Since those other varia-

(2)fi(x) x ∈ R
m fi : R

m
� R

5.1   Transformation into Time-Based Tariff Functions  

bles are not needed by si, they can be set to zero. Now, whenever the absolute value of
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x increases, it can only be due to resource consumption by this service si. Instead of
looking at fi(x) in an (up to) m-dimensional space, one can study the behavior of fi(x) in
the time domain: The time is divided into discrete time intervals, wherein the behavior
of (2) is studied, cf. (3). 

With the borders of the time intervals, values of x are assigned as shown in (4).  At
the beginning of the interval xj represents the amount of resources that have been con-
sumed so far—i.e. up to the current time interval—by service si. If xj > 0, then fi(xj) is
the charge, which has already been subtracted from the customer’s credit.

If service si is not used within a time interval, then the charge to  be paid  at tj+1 is
zero. Due to the mathematical properties of fi(.), any usage of service si within the in-
terval (3) must lead to resource consumption and hence the charge to be paid at tj+1 is
the Δ between fi(xj) and fi(xj+1). The upper bound of Δ is represented by Δmax which is
the maximum of resources that could be consumed by service si in the given interval. If
the resource consumptions are maximal, then also the charge is maximal, cf. (5).

The charge to be paid at tj+1 is given by (6). Although xj and fi(xj) are known  from
the last interval, ci(.) cannot be evaluated before tj+1, since xj+1 is still unknown.

The maximum charge to be paid for resource consumptions of service si in  the time
interval (3) is defined as cmxi(.), cf.(7).

To be able to calculate cmxi(.) before tj+1, Δmax has to be represented by  functions
depending on time only. To achieve this, every variable xk of Δmax is being substituted
by functions depending on time only. This yields to Δmax(t), where t ∈ [0, tj+1 – tj].
Therefore, for a given length of the time interval, the maximal consumable resources by
si can now be calculated and hence the maximum charge to be paid, cf. (8). 

The maximum charge to be paid in the time interval (3) is given  by cmxi(Δmax) cor-
responding to cmi(t), which depends on t only. The process of substitutions is repeated
for all services si in the bundle, yielding to CM(t), cf. (9). 

(3)

(4)

(5)

(6)

(7)

(8)

[tj , tj+1] ∀j ∈ N : tj < tj+1

tj � xj , tj+1 � xj+1 xj , xj+1 ∈ R
m

fi(xj + Δmax) > fi(xj + Δ) ∀Δ ∈ ]0, Δmax[

ci(xj , xj+1) = fi(xj+1)− fi(xj) ci : R
m

� R

cmxi(Δmax) = fi

(
xj + Δmax

)− fi(xj) ≥ ci(xj , xj+1) cmxi : R
m

� R

cmxi (Δmax) =̂ cmi(t) = fi

(
xj + Δmax (t)

)− fi(xj) cmi : R � R

≥ ci(xj , xj+1)
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For a given amount of c credits from customers’ balance, the charging  system will
calculate a time interval t, such that (9) is exactly equal to c. I.e., the left hand side of
(9) is given and the length of the time interval will be calculated. This time interval t is
the shortest possible interval, wherein the customer can use up c credits.

5.2 Applying Time Intervals

The formal definition of time intervals per service bundle from (9) constitutes the core
part of the Time Interval Calculation Algorithm (TICA). Its major principle is outlined
here, while the full details may be obtained from [19]. TICA takes the resource con-
sumption from a current interval—xu—as an input and calculates based on remaining
credits the upcoming length of the time interval for this service bundle. However, before
TICA can be applied, two important constants have to be defined. 

The maximal time it takes to perform the credit (re-)check is tc and tmin is  the min-
imal length of a time interval that the AG is able to support. If the time interval calcu-
lated by TICA is too short (no credits left), the AG is the first part of a Policy Enforce-
ment Point (PEP). If a “not enough credits” message arrives at the AG from the charg-
ing system, some or all services are removed from the list of services allowed for this
customer. Depending on the type of service, this updated list is communicated from the
AG to the ANQoS-Brokers or to the MMSPP, cf. Fig. 1. These two systems constitute
the second part of the PEP, i.e. they are responsible for disconnecting the customer. 

In Fig. 2, TICA is applied to the calculation of three consecutive  time  intervals—
labelled as t1, t2, and t3. The message sequence chart starts when a user requests a pre-
paid service. This request is forwarded to the AG, which contacts the A4C.h to check
user’s credits, cf. step (1) in Fig. 2. On the basis of remaining credits in monetary units
(hatched rectangle), the charging system calculates t1* by applying TICA, cf. step (2).
The area of the stretched hatched rectangle is the same as the one shown at step (1)—
i.e. within t1* at most these credits can be used up and no overuse is possible. After t1*
has been calculated, tc is subtracted and the result is checked against tmin, cf. step (2).
In the example, t1 is greater then tmin and, hence, the calculated interval is valid and is
communicated back to the AG. At this point, the AG starts to monitor t1 and the cus-
tomer can start using services. Within the time of t1, accounting data is accumulated in
the AG, (shaded rectangle). After t1 is reached, the AG forwards accounting data xu to
the charging system, combined with a request for a new time interval (user continues
using services). 

During the time needed to perform credit checking in  the charging system tc, service
consumption can continue and, hence, more accounting data is accumulated at the AG.
This accounting data is forwarded to the A4C.h at the end of the next interval, i.e. t2. At
step (3), the charging system will rate for the actual resource consumption within t1, i.e.
the used resources xu. The resulting charge is subtracted from initial credits (rectangle
with a light-gray background). Remaining credits are used for the calculation of the sec-

(9)CM(t) =
I∑

i=1

cmi(t) ≥
I∑

i=1

ci(xj , xj+1) CM : R � R
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Fig. 2. Example application of TICA with message flows shown between AG and A4C.h

6 Evaluation

To evaluate TICA, a real-world scenario for a provider A offering multimedia IP serv-
ices on the Daidalos architecture has been defined: (s1) Live-streaming TV, (s2) Video
Call, (s3) VoIP, and (s4) Messaging. Each service uses its own level of QoS and it is
assumed that sufficient network resources (QoS) are available always to use any com-
bination of s1 to s4. Provider A offers all these services with the prepaid charging option
and user-incentive tariff functions in order to compete in a multi-provider environment.
Therefore, tariffs are rather complex functions depending on several variables—total-
ling in 7 different variables here. Tariff functions are represented as (6), are transformed
into (8), and finally into (9), cf. [19] for detailed formulas addressing s1 to s4.

For a different amount of initial credits, consecutive  time intervals have been cal-
culated until all credits were exhausted. For typical prepaid card values between 20 € to
50 €, Fig. 3 illustrates that the first time interval shows a length between approximately
10 and 20 minutes. Smaller initial amount of credits yield in shorter time intervals and,
therefore, generate credit re-checks at a higher rate. During any running time interval,
only its length has to be monitored by provider A. However, the scenario showed that
for services s2 and s4, two additional variables are needed to be observed, too. In the
current implementation, only the expiry of the time interval triggered a credit re-check.
Therefore, only a small additional load was imposed on the AG.

The  following  simulations formed the proof of those theoretical mathematical prop-
erties of (9), i.e. it’s impossible for provider A to lose revenue due to overuse of credits.
This is in contrast to existing service node and hot billing prepaid solutions, where the
credit checking frequency is reduced at the expense of an increased risk for revenue
loss. Thus, TICA is advantageous and ensures a providers economic efficiency. Even if
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ond valid time interval, t2 in step (4). After t2 is reached, the AG will again ask for a
renewal of the time interval, step (5). At step (6), TICA returns an invalid—i.e. too
short—interval. Therefore, A4C.h sends a “stop” message to the AG, which will lead
to a termination of all running services of this user. Finally, the accumulated accounting
data from the last tc is sent to A4C.h. 
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7 Conclusions and Further Work

An analysis of existing prepaid systems for IP-based networks has shown that no suit-
able solution exists to solve efficiency matters in an integrated manner. Therefore, the
concept of time interval-based prepaid charging for service bundles has been intro-
duced. Orthogonal to this simplification of the charging, the tariff modelling introduced
allows for the definition of flexible and user-incentive tariff schemes. To calculate time
intervals for each bundle, tariff functions have to be transformed into time-based func-
tions by applying the TICA algorithm. Finally, the TICA algorithm has been evaluated
in different scenarios for the Daidalos all-IP architecture. The approach derived within
this paper is economically and technically reliable, flexible, and scalable, since the
overall development considered those characteristics. Reliability is achieved through
formal properties, where it was shown that is impossible to overuse reserved credits.
Flexibility is given by supporting any kind of services based on IP and by allowing ar-
bitrary tariff functions. Scalability is improved compared to existing alarm-based pre-
paid systems by reducing the overhead of real-time monitoring. Further work will ex-

.

Fig. 3. Length of the first time interval as 
a function of the initially available credits

Fig. 4. Number of credit check for the serv-
ice node prepaid approach

was only possible with the service node prepaid approach based on [12], cf. Fig. 4. For
those simulations, one set consisting of five consecutive time intervals was selected.
The set contains time intervals with low (3), medium (1, 4), and high (2, 5) service con-
sumptions. In the service node approach, user’s credits are checked every I €, here
reaching from 0.50 € to 0.05 €. Note that TICA uses always exactly one credit check
per interval, independent of the actual service consumption. Therefore, this leads to a
plane with height z = 1 (not shown). Fig. 4 shows that for time intervals with low service
consumption, the service node approach performs good (3) and reasonable for medium
service usage (1, 4). For time intervals with a high service consumption (2, 5) the
number of credit checks starts to increase around 0.20 €. For different scenarios of [12],
the optimal credit checking frequency for the service node approach, was between
0.16 € and 0.05 €, thus, the time interval approach is more efficient in technical terms. 

only the number of credit checks is compared, TICA performs much better than existing
approaches. Due to the different concept of prepaid in hot billing, a direct comparison

 Time Interval-Based Prepaid Charging of QoS-Enabled IP Services 333 



tend the service bundle concept to support a dynamic adding and removing of services
to and from the bundle. Calculating the upper bound of resource consumptions will be
investigated further by incorporating sophisticated traffic modeling. 
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Abstract. In this study, a hybrid intelligent data mining methodology, genetic 
algorithm based support vector machine (GASVM) model, is proposed to ex-
plore stock market tendency. In this hybrid data mining approach, GA is used 
for variable selection in order to reduce the model complexity of SVM and im-
prove the speed of SVM, and then the SVM is used to identify stock market 
movement direction based on the historical data. To evaluate the forecasting 
ability of GASVM, we compare its performance with that of conventional 
methods (e.g., statistical models and time series models) and neural network 
models. The empirical results reveal that GASVM outperforms other forecast-
ing models, implying that the proposed approach is a promising alternative to 
stock market tendency exploration. 

1   Introduction 

Mining stock market tendency is regarded as a challenging task due to its high volatil-
ity and noisy environment. There have many studies using artificial neural networks 
(ANNs) in this area. The early days of these studies focused on application of ANNs 
to stock market prediction, such as [1-3]. Recent research tends to hybridize several 
artificial intelligence (AI) techniques [4]. Some researchers tend to include novel 
factors in the learning process. Kohara et al. [5] incorporated prior knowledge to im-
prove the performance of stock market prediction. Tsaih et al. [6] integrated the rule-
based technique and ANN to predict the direction of the S&P 500 stock index futures 
on daily basis. Similarly, Quah and Srinivasan [7] proposed an ANN stock selection 
system to select stocks that are top performers from the market and to avoid selecting 
under performers. They concluded that the portfolio of the proposed model outper-
formed the portfolios of the benchmark model in terms of compounded actual returns 
overtime. Kim and Han [8] proposed a genetic algorithms approach to feature discre-
tization and the determination of connection weights for ANN to predict the stock 
price index. They suggested that their approach reduced the dimensionality of the 
feature space and enhanced the prediction performance.  
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Although a large number of successful applications have shown that ANN can be a 
very useful tool for stock market modeling and forecasting [9], some of these studies, 
however, showed that ANN had some limitations in learning the patterns because 
stock market data has high volatility and noise. ANN often exhibits inconsistent re-
sults on noisy data [10]. Furthermore, ANN also suffers from difficulty in trapping 
into local minima, overfitting and selecting relevant input variables [11]. 

In order to overcome the above main limitations of ANN, a novel intelligent learn-
ing algorithm, genetic algorithm-based support vector machine (GASVM) approach, 
is proposed in this study. First of all, the SVM, a novel intelligent algorithm devel-
oped by Vapnik and his colleagues [12] is used to avoid local minima and overfitting 
of traditional neural network models. Actually, many traditional neural network mod-
els had implemented the empirical risk minimization (ERM) principle; SVM imple-
ments the structural risk minimization (SRM) principle. The former seeks to minimize 
the mis-classification error or deviation from correct solution of the training data but 
the latter searches to minimize an upper bound of generalization error. In addition, the 
solution of SVM may be global optimum while other neural network models may 
tend to fall into a local optimal solution. Thus, overfitting is unlikely to occur with 
SVM [12]. Subsequently, to select relevant variable and reduce the complexity of 
SVM, a genetic algorithm is used. Therefore the proposed GASVM approach has two 
distinct advantages. One is that the computations of GASVM are reduced by the de-
crease of model inputs and running speed will be accelerated. Another is that 
GASVM can avoid some defects of neural network models, such as local minima and 
overfitting. 

Although the proposed GASVM has the above advantages, there are few studies 
for the application of SVM in mining stock market tendency. Kim [13] applied SVM 
to predict the direction of changes of Korea composite stock price index. Recently, 
Huang et al. [14] examined the predictability of stock index with SVM. They showed 
that SVM outperformed the BP networks on the criteria of hit ratios. However, in the 
existing literature, no studies mentioned the related input variables selection. Our 
approach fills up the gap in the literature.  

The main motivation of this study is to propose a new data mining approach for 
exploring stock market tendency and to test the predictability of the proposed 
GASVM model by comparing it with conventional models and neural network mod-
els. The rest of the study is organized as follows. The next section will describe the 
proposed GASVM model building process in detail. In Section 3, we give an experi-
ment scheme and Empirical results and analysis are reported in this section. The con-
cluding remarks are given in Section 4. 

2   Model Building Process 

In this section, the GASVM model building process is presented in detail. First of all, 
a basic theory of the SVM in classification is described. Then the genetic algorithm 
for variable selection will be proposed to reduce the model complexity of SVM. 
Based on the genetic algorithm and SVM, a GASVM model is built finally. 
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2.1   The Basic Theory of SVM 

The SVM used here is the support vector classification (SVC) proposed by Vapnik 
[12]. The basic idea of SVM is to use linear model to implement nonlinear class 
boundaries through some nonlinear mapping the input vector into the high-
dimensional feature space. A linear model constructed in the new space can represent 
a nonlinear decision boundary in the original space. In the new space, an optimal 
separating hyperplane is constructed. Thus SVM is known as the algorithm that finds 
a special kind of linear model, the maximum margin hyperplane. The maximum mar-
gin hyperplane gives the maximum separation between the decision classes. The 
training examples that are closest to the maximum margin hyperplane are called sup-
port vectors. All other training examples are irrelevant for defining the binary class 
boundaries. 

For the linearly separable case, a hyperplane separating the binary decision classes 
in the three-attribute case can be represented as the following equation: 

3322110 xwxwxwwy +++=  (1) 

Where y is the outcome, xi are the attribute values, and there are four weights wi to be 
learned by the learning algorithm. In Equation (1), the weights wi are parameters that 
determine the hyperplane. The maximum margin hyperplane can be represented as the 
following equation in terms of the support vectors: 

⋅+= xx )( iyby iiα  (2) 

Where yi is the class value of training example x(i), represents the dot products. The 
vector x represents a test example and the vectors x(i) are the support vectors. In this 
equation, b and i are parameters that determine the hyperplane. From the implemen-
tation point of view, finding the support vectors and determining the parameters b and 

i are equivalent to solving a linearly constrained quadratic programming. 
 

As mentioned above, SVM constructs linear model to implement nonlinear class 
boundaries through the transforming the inputs into the high-dimensional feature 
space. For the nonlinearly separable case, a high-dimensional version of Equation (2) 
is represented as follows: 

⋅+= ))(( xx iKyby iiα  (3) 

The function ))(( xx ⋅iK  is defined as the kernel function. There are some different 

kernels for generating the inner products to construct machines with different types of 
nonlinear decision surfaces in the input space. Choosing among different kernels the 
model that minimizes the estimate, one chooses the best model. Com Common exam-
ples of the kernel function are the polynomial kernel dxyyxK )1(),( +=  and the 

Gaussian radial basis function ( )22 2/)(exp),( σyxyxK −−=  where d is the 

degree of the polynomial kernel and  is the bandwidth of the Gaussian radial basis 
function kernel [13]. The construction and selection of kernel function is important to 
SVM, but in practice the kernel function is often given directly. 
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For the separable case, there is a lower bound 0 on the coefficient i in Equation 
(3). For the non-separable case, SVM can be generalized by placing an upper bound C 
on the coefficient i in addition to the lower bound [4]. 

2.2   Feature Vector Selection with Genetic Algorithm for SVM Modeling 

In this study, we use genetic algorithm (GA) to extract feature vector of model inputs 
for SVM modeling. To date, GA has become a popular optimization method as they 
often succeed in finding the best optimum in contrast to most common optimization 
algorithms. Genetic algorithm imitates the natural selection process in biological 
evolution with selection, mating reproduction and mutation, and the sequence of the 
different operations of a genetic algorithm is shown in the left part of Fig. 1. The 
parameters to be optimized are represented by a chromosome whereby each parameter 
is encoded in a binary string called gene. Thus, a chromosome consists of as many 
genes as parameters to be optimized. Interested readers can be referred to [15-16] for 
more details. In the following GA for feature variable selection is discussed. 

 

Fig. 1. The variable selection with the genetic algorithm for SVM 

First of all, a population, which consists of a given number of chromosomes, is ini-
tially created by randomly assigning “1” and “0” to all genes. In the case of variable 
selection, a gene contains only a single bit string for the presence and absence of a 
variable. The top right part of Fig. 1 shows a population of four chromosomes for a 
three-variable selection problem. In this study, the initial population of the GA is 
randomly generated except of one chromosome, which was set to use all variables. 

SVM 
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The binary string of the chromosomes has the same size as variables to select from 
whereby the presence of a variable is coded as “1” and the absence of a variable as 
“0”. Consequently, the binary string of a gene consists of only one single bit. The 
subsequent work is to evaluate the chromosomes generated by previous operation by 
a so-called fitness function, while the design of the fitness function is a crucial point 
in using GA, which determines what a GA should optimize. Here the goal is to find a 
small subset of variables from many candidate variables. In this study, the SVM is 
used for modeling the relationship between the input variables and the responses. 
Thus, the evaluation of the fitness starts with the encoding of the chromosomes into 
SVM model whereby “1” indicates that a specific variable is used and “0” that a vari-
able is not used by the SVM model. Then the SVM models are trained with a training 
data set and after that, a testing data set is predicted. Finally, the fitness is calculated 
by a so-called fitness function f. For a prediction/classification problem, for example, 
our fitness function for the GA variable selections can use the following form: 

)/1(7.03.0 totvtestingtraining nnRMSERMSEf −−+= α  (4) 

where nv is the number of variables used by the SVM models, ntot is the total number 
of variables and RMSE is the root mean square error, which is defined in Equation (5) 
with N as total number of samples predicted, yt as the actual value and tŷ  as the 

predicted value: 

( )= −= N

t tt yy
N

RMSE
1

2ˆ
1  (5) 

From Equation (4), we find that the fitness function can be broken up into three 
parts. The first two parts correspond to the accuracy of the SVM models. Thereby 
RMSEtraining is based on the prediction of the training data used to build the SVM 
models, whereas RMSEtesting is based on the prediction of separate testing data not 
used for training the SVM models. It was demonstrated in [17] that using the same 
data for the variable selection and for the model calibration introduces a bias. Thus, 
variables are selected based on data poorly representing the true relationship. On the 
other hand, it was also shown that a variable selection based on a small data set is 
unlikely to find an optimal subset of variables [17]. Therefore, a ratio of 3:7 between 
the influence of training and testing data was chosen. Although being partly arbitrary 
this ratio should give as little influence to the training data as to bias the feature selec-
tion yet taking the samples of the larger training set partly into account. The third part 
of the fitness function rewards small models using only few variables by an amount 
proportional to the parameter a. The choice of a will influence the number of vari-
ables used by the evolved SVM. A high value of results in only few variables selected 
for each GA whereas a small value of a results in more variables being selected. In 
sum, the advantage of this fitness function is that it takes into account not only the 
testing error of test data but also partially the training error and primarily the number 
of variables used to build the corresponding SVM models. 

After evolving the fitness of the population, the best chromosomes with the highest 
fitness value are selected by means of the roulette wheel. Thereby, the chromosomes 
are allocated space on a roulette wheel proportional to their fitness and thus the fittest 
chromosomes are more likely selected. In the following mating step, offspring  
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chromosomes are created by a crossover technique. A so-called one-point crossover 
technique is employed, which randomly selects a crossover point within the chromo-
some. Then two parent chromosomes are interchanged at this point to produce two 
new offspring. After that, the chromosomes are mutated with a probability of 0.005 
per gene by randomly changing genes from “0” to “1” and vice versa. The mutation 
prevents the GA from converging too quickly in a small area of the search space. 
Finally, the final generation will be judged. If yes, then the optimized subsets are 
selected. If no, then the evaluation and reproduction steps are repeated until a certain 
number of generations, until a defined fitness or until a convergence criterion of the 
population are reached. In the ideal case, all chromosomes of the last generation have 
the same genes representing the optimal solution. 

2.3   GA-Based SVM Model in Data Mining 

Generally, SVM cannot reduce the input information. When the input space dimen-
sion is rather large, the process of solving SVM problem will require too much time. 
It is therefore necessary for SVM to preprocess the input feature vectors. In this study, 
the genetic algorithm is used to preprocess the input feature vectors. Then the proc-
essed feature vectors are sent to SVM model for learning and training. Thus, a novel 
forecasting approach, GA-based SVM (GASVM) model integrating GA and SVM, is 
formulated for data mining, as illustrated in Fig. 2. 

 

Fig. 2. The main process of GASVM for data mining 

As can be seen from Fig.2, the GASVM data mining model comprises three phases: 
data preparation, input variable selection, and SVM learning and mining. Generally, 
for a specific problem, the first step is to collect and prepare some input data (initial 
data set) in terms of factor analysis. The second step is to select some typical feature 
variables using GA method mentioned previously, and a reduced data set can be ob-
tained. The final step is to train SVM model for mining purpose and to output the 
mining results accordingly. 

3   Empirical Study 

3.1   Research Data 

The research data used in this study is technical indicators and the direction of change 
in the daily S&P500 stock price index. Since we attempt to mine the stock index 
movement tendency, technical indicators are used as input variables. This study se-
lects 18 technical indicators to make up the initial attributes, as determined by the 
review of domain experts and prior research [13]. The descriptions of initially se-
lected attributes are presented in Table 1. 
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Table 1. Initially selected feature indicators and their formulas 

Feature indicators Formulas 
Price (P) xt, (t = 1, 2, …, n) 
Stochastic oscillator (SO) ( ) ( )( ))()()( mxmxmxx lhlt −−  

Moving stochastic oscillator 
(MSO) 

( )
+−= −

t

mti itSO
m 1

1  

Slow stochastic oscillator 
(SSO) 

( )
+−= −

t

mti itMSO
m 1

1  

Rate of change (ROC) xt/xt-m 
Momentum (M) xt-xt-m 

Moving average (MA) +−=

t

mti ix
m 1

1  

Moving variance (MV) +−=
−t

mti ti xx
m 1

2)(
1  

Moving variance ratio 
(MVR) 

22
mtt MVMV −  

Exponential moving aver-
age (EMA) 

( ) mtt xaxa −×−+× 1  

Moving average conver-
gence & divergence 
(MACD) 

+−=+−=
− t

mti

t

mti
iEMAiEMA

1 401 20 )()(  

Accumulation/ distribution 
oscillator (ADO) 

( ) ( )( ))()()( mxmxxmx lhtl −−  

Disparity5 (D5) 5/ MAxt  

Disparity10 (D10) 10/ MAx t
 

Price oscillator (OSCP) ( ) 5105 / MAMAMA −  

Commodity channel index 
(CCI) 
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t

imti it +−=
= , mSMMD

t

imti tit +−=
−= . 

Relative strength index 
(RSI) RS+
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Linear regression line 
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In order to evaluate the forecasting ability of the proposed GASVM model, we 
compare its performance with those of conventional methods, such as statistical and 
time series model, and neural network model, as well as individual SVM model with-
out GA preprocessing. Typically, we select random walk (RW) model, auto-
regressive integrated moving average (ARIMA) model, individual back-propagation 
neural network (BPNN) model and individual SVM model as the benchmarks. 

For RW and ARIMA models, only the foreign exchange series P (i.e., price) is 
used. Each of the RW and ARIMA models is estimated and validated by in-sample 
data. The model estimation selection process is then followed by using an empirical 
evaluation, e.g., RMSE, which is based on the out-of-sample data. 



 Mining Stock Market Tendency Using GA-Based Support Vector Machines 343 

 

For individual BPNN model, the BPNN has 18 input nodes because 18 input vari-
ables are employed. By trial and error, we select 36 hidden nodes. Training epochs are 
5000. The learning rate is 0.25 and the momentum term is 0.30. The hidden nodes use 
sigmoid transfer function and the output node uses the linear transfer function.  

Similarly, individual SVM model has also 18 input variables, the Gaussian radial 
basis function are used as the kernel function of SVM. In SVM model, there are two 
parameters, i.e., upper bound C and kernel parameter , to tune. By trial and error, the 
kernel parameter  is 10 and the upper bound C is 70. 

For GASVM model, the GA is firstly used as preprocessor for input variable selec-
tion. Then the reduced variables are sent to the SVM model for learning and forecast-
ing. In this study, eleven variables, i.e., price (P), stochastic oscillator (SO), rate of 
change (ROC), moving average (MA), moving variance ratio (MVR), moving aver-
age convergence & divergence (MACD), disparity5 (D5), price oscillator (OSCP), 
commodity channel index (CCI), relative strength index (RSI) and linear regression 
line (LRL), are retained by GA-based variable selection. Accordingly, some other 
parameters settings are similar to the individual SVM model. 

This study is to mine and explore the tendency of stock price index. They are cate-
gorized as “0” and “1” in the research data. “0” means that the next day’s index is 
lower than today’s index, and “1” means that the next day’s index is higher than to-
day’s index. The entire data set covers the period from January 1 2000 to December 
31 2004. The data sets are divided into two periods: the first period covers from Janu-
ary 1 2000 to December 31 2003 while the second period is from January 1 2004 to 
December 31 2004. The first period, which is assigned to in-sample estimation, is 
used to network learning and training. The second period is reserved for out-of-
sample evaluation.  

3.2   Experiment Results 

Each of the models described in the last section is estimated and validated by in-
sample data. The model estimation selection process is then followed by an empirical 
evaluation based on the out-of-sample data. At this stage, the relative performance of 
the models is measured by hit ratio. Table 2 reports the experimental results.  

From Table 2, the differences between the different models are very significant. 
For example, for the GBP test case, the Dstat for the RW model is only 51.06%, for the 
ARIMA model it is 56.13%, and for the BPNN model Dstat is only 69.78%; while for 
the proposed GASVM forecasting model, Dstat reaches 84.57%, which is higher than 
the individual SVM, implying that the GA-based variable selection has a significant 
impact on SVM forecasting. 

In addition, in the experiments, we also find that the GASVM computing is faster 
then BPNN and SVM. The main reason is that the GA-based variable selection pro-
cedure reduces the model input space and thus saves the training time and speeds the 
SVM learning. Therefore, the proposed GASVM model can have some comparative 
advantages relative to individual SVM and BPNN. First of all, there is less parameter 
to tune for GASVM than for BPNN. Second, the GASVM can overcome some short-
comings of BPNN, such as overfitting and local minima. Third, the input space of the 
GASVM is smaller, and the learning speed of GASVM is faster than the individual 
SVM model. 
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Table 2. The prediction performance comparison of various models 

Mining models Hit ratios (%) 
RW 51.06 
ARIMA 56.13 
BPNN 69.78 
SVM 78.65 
GASVM 84.57 

4   Conclusions 

This study proposes using a GA-based SVM data mining model that combines the 
genetic algorithm and support vector machine to predict stock market tendency. In 
terms of the empirical results, we find that across different forecasting models for the 
test cases of S&P 500 on the basis of same criteria, the proposed GASVM model 
performs the best. In the proposed GASVM model test cases, the Dstat is the highest, 
indicating that the nonlinear ensemble forecasting model can be used as a viable al-
ternative solution for mining stock market tendency. 
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Abstract. The Common Electronic Purse Specifications (CEPS) define
requirements for all components needed by an organization to implement
a globally interoperable electronic purse program. In this paper we de-
scribe how we model purchase transaction protcol in CEPS using formal
specification language. We define and verify the money accountability
property of the CEPS, and we address its violation scenario in the pres-
ence of communication network failures. Using model checking technique
we find that transaction record stored in the trusted-third party plays a
essential role in satisfying the accountability property.

Keywords: Formal specification and verification, security, e-commerce
protocol, CEPS, model checking, money accountability, Casper, FDR.

1 Introduction

The use of smart cards as electronic purses and smart credit card/debit cards is
increasing the market potentiality of electronic commerce. The technology for se-
cure and stable electronic payment cards is being driven by big companies. Visa,
Proton and a number of European financial institutions have collaborated to cre-
ate the Common Electronic Purse Specifications (CEPS)[1], with the purpose of
having some degree of international interoperability in all national purse schemes.

One of the most important requirements in electronic commerce protocols
is to ensure the accountability on electronic transactions. Money accountability
means that money is neither created nor destroyed in the process of an electronic
transaction between customer and merchant. For example, a customer loads
an e-money on smart card from the bank, and attempts to use the coin to
pay a merchant. Unfortunately, communication networks fails in the transit of
e-money from the customer to the merchant. In this situation, the consumer
cannot be convinced that the e-money has been spent correctly. This is a critical
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issues for money accountability, because the customer and the merchant can
be susceptible to dispute between transacting parties. In other words, without
adequate accountability assurance in CEPS, there would be no means to settle
legal disputes against fraudulent individuals.

In this paper we address the accountability problem in the CEPS, and we
verify it with model checking technique. First, we model accountability property
and CEPS process in CSP (Communicating Sequential Processes) process alge-
bra language, respectively. Second, the property model is expressed as SPEC,
and the CEPS is modelled as SYSTEM. Lastly, we use the FDR (Failure Diver-
gence Refinement) model checking tool. If SYSTEM is a refinement of SPEC,
the set of behaviors generated by SYSTEM is a subset of those generated by
SPEC. It means that the CEPS satisfies the accountability property.

The remainder of this paper is organized as follows. Section 2 describes some
related work. Section 3 gives a brief overview of the CEPS. Section 4 briefly
describes model checking technique, and describes how the CEPS and the ac-
countability property can be modelled and verified using CSP and FDR. Finally,
section 5 concludes this paper.

2 Related Work

There has been many research in using model checking to verify the security
aspects of protocols. However, relatively little research has been carried out on
formal analysis of accountability in e-commerce protocols.

Il-Gon Kim et al.[5] used the FDR model checker to verify the secrecy and
authentication properties of a m-commerce protocol.

Heintze et al.[3] researched on non-security properties such as money atomicity
and goods atomicity of two e-commerce protocols(NetBill[2] and Digicash[4]).

IndrakshiRay et al.[7] proposedmechanisms that desirable properties addressed
in [3] are still preserved in a fair-exchange protocol despite network failures.

Jan Jürjens et al.[6] investigated the security aspect of the CEPS using AUT-
OFOCUS tool. The author modelled CEPS with several diagrams which sup-
ported by the AUTOFOCUS tool. Then he added intruder model in order to
intercept messages and learn secrets in the messages. Finally, the author used
the AUTOFOCUS connection to the model checker SMV.

In this paper we specify the behaviour of the CEPS purchase transaction pro-
tocol in presence of network failures, using model checking technique proposed
in [3][7]. We focus on verifying the accountability property in the CEPS, not in
the viewpoint of security properties such as confidentiality and authentication.
So far, there is no research to specify and verify the accountability of the CEPS
using model checking. In this regard our work is different from the work of Jan
Jürjens et al.

3 CEPS

In this section we give a brief overview of the Common Electronic Purse Speci-
fication and describe its purchase transaction protocol.
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The Common Electronic Purse Specification (CEPS) was proposed by Visa,
Proton and a number of European financial institutions, in order to have a
common standard for all national purse schemes. Currently, stored value smart
cards(called “electronic purses”) have been proposed to allow an electronic purse
application which conforms to CEPS. It is designed as a standard for 72 different
e-purse systems worldwide to work together.

Herein we address the central function of CEPS, the purchase transaction,
which allows the cardholder to use e-money on a smart card to pay for goods.
In this paper we assume that the communicating participants in the purchase
transaction protocol should consist of three part; customer’s smart card, PSAM
in the merchant’s POS (Point Of Sale) device, and bank. The POS device em-
beds Purchase Security Application Module (PSAM), which is used to store and
process data transferred from cardholders. The bank plays a role of checking the
validity of customer’s card and account.

3.1 Purchase Transaction Protocol

The PSAM starts the protocol (see Fig.1) after the smart card(CARD) is in-
serted into the POS device, by sending a debit request to the card. The debit
request message contains an e-money amount for a deal. In this paper we focus
on addressing the accountability property, not security properties. For the de-
tailed notation and meaning of each data and key used in messages, the reader
can see [1]. At step 2, the CARD responds with the message containing e-money
singed by the customer. The message of purchase response includes the e-money
amount signed by the customer. Then the PSAM forwards the customer’s elec-
tronic payment order (EPO) to the BANK. At step 4, the BANK checks the
validity of this EPO and sends to the PSAM a receipt of the fund transfer.
Finally, if the electronic transaction between the CARD and the PSAM has
completed successfully, then the PSAM sends ‘transaction completed’ message
to the CARD.

1. PSAM → CARD : debit request
2. CARD → PSAM : purchase response
3. PSAM → BANK : endorsed signed EPO
4. BANK → PSAM : signed receipt
5. PSAM → CARD : transaction completed

Fig. 1. Purchase transaction protocol of the CEPS

4 CSP Specification and FDR Model Checking of the
Purchase Transaction Protocol

In this section we describe how we model and verify the purchase transaction
protocol and the accountability property using CSP/FDR.

We use CSP process algebra language to encode communicating channel and
each participant. A CSP process denotes a set of sequences of events, where
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an event represents a finite state transition. A CSP process may be composed
of component processes which require synchronization on some events. In this
paper we encode communicating channel, the customer, the merchant, and the
bank processes in CSP.

In FDR model checking tool, the refinement model is described as a process,
say SYSTEM, and the property model is specified as another process, say SPEC.
If SYSTEM is a refinement of SPEC, it means that the set of the possible behav-
iors of SYSTEM is a subset of the set of possible behaviors of SPEC. This rela-
tionship is written SPEC # SYSTEM in FDR. If SYSTEM is not a refinement of
SPEC, the FDR tool generates a counter-example that describes under what sce-
nario the property is violated. In the following subsections, SYSTEM represents
the purchase transaction protocol and SPEC means the accountability property.

4.1 Communication Environment Process

We model asynchronous communication channel which proposed in [3][7], instead
of using synchronous channel, because the asynchronous communication is useful
to consider a network failure in the CSP model.

Fig.2 shows logical communication channel in the purchase transaction proto-
col. For example, the customer uses two communication processes(COMMcp and
COMMcb) in order to communicate with the merchant and the bank, respec-
tively. For example, the process COMMcp reads a data from channel coutp(which
is connected to the channel coutp in the CARD) and writes the data to channel
pinc and the process COMMpc reads a data from channel poutc and writes it to
channel cinm. In a failure network, the transaction data between the customer
and the merchant may be lost. To reflect on this unreliable communication chan-
nels, we model that COMMcp and COMMpc could lose sending or receiving data
non-deterministically.

COMMcp
coutp pinc

COMMcb
coutb binc

COMMpb
poutb binp

COMMpc
poutc cinp

COMMbc
boutc cinb

COMMbp
boutp pinb

CARD

cinp coutp

PSAM

pinc  poutc

BANK

binp boutp

 poutbpinbcinb coutb binc boutc

Communication Networks

Fig. 2. Logical communication channel in purchase communication protocol
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4.2 The CARD Process

We model the CARD process could load e-money from the BANK process if the
customer’s account holds enough balance. Then the CARD waits for the debit
request(DebitA or DebitB) from the PSAM. If the CARD receives DebitA or
DebitB correctly, it sends electronic payment order(epo TokenA orepo TokenB)
to the PSAM. In the model we allow the CARD to send two different electronic
payment orders for one purchase transaction, because this will be considered
evidence to detect fradulent double deposit of the merchant. Because the CEPS
provides on-line and off-line communication between the CARD and the PSAM,
the following scenarios could be possible. As the customer’s response to the debit
request is in transit, the communication network fails. Thus the customer is left
in an uncertain situation whether the e-money has been spent correctly or not.
This is a critical issue for money accountability, because the merchant could be
accused of double deposit. To confirm the accountability, we allow the customer
to go to the bank and wait for the arbitration decision based on the transaction
record. To reflect on this scenario, we model that the card process sends second

CARD = STOP |~| LOAD_CARD
LOAD_CARD = coutb!loadtoken ->

cinb?x ->
if x==token then loaded_token -> (USE_TOKEN [] KEEP_TOKEN)
else STOP

USE_TOKEN = cinp?x -> DEBIT_CARD(x)
KEEP_TOKEN = cKeepsToken -> STOP

DEBIT_CARD(x) = if (x==DebitA) then
(coutp!epo_TokenA -> EPO_TOKEN_SENT)
else if (x==DebitB) then
(coutp!epo_TokenB -> EPO_TOKEN_SENT)
else RETURN_TOKEN

RETURN_TOKEN = coutb!paymentAlready ->
cinb?x ->
(if (x==refundSlip) then REFUND_RECEIVED
else if (x==depositSlip) then epo_tokenSpent -> ARBITRATION
else ERROR_DEBIT)

REFUND_RECEIVED = STOP
EPO_TOKEN_SENT = (cinp?y ->

(if (y==ok) then epo_tokenSpent -> (END |~| USE_TOKEN)
else if (y==no) then STOP
else RETURN_TOKEN))

[] USE_TOKEN
[] (timeoutEvent -> RETURN_TOKEN)

Fig. 3. The CARD process
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EPO(epo TokenB) again, if the response from the merchant is not received in a
specified time after sending first EPO(epo TokenA) to the merchant.

The CARD process’s main behaviours could be summarized as follows:

– use token(USE TOKEN ) : the customer may use a token for purchasing a
good

– load token(LOAD CARD) : the customer may load a token from the bank
– token holding(KEEP TOKEN ) : the customer may keep a token for future

use, not spending it to purchase goods
– token return(RETURN TOKEN ) : the consumer may return token to the

bank for refund, in case of incorrect transaction.

4.3 The PSAM Process

The PSAM process starts with sending the debit request message(DebitA or Deb-
itB) to the CARD; the SEND DEBIT A and SEDN DEBIT B states represent
this step. Then the PSAM waits for the response(epo TokenA or epo TokenB)

PSAM = STOP |~| REPEATED_DEBIT_REQUEST(none)

REPEATED_DEBIT_REQUEST(previousDebitRequest) =
if (previousDebitRequest == none) then (SEND_DEBIT_A [] SEND_DEBIT_B)
else if (previousDebitRequest == DebitA) then SEND_DEBIT_B
else SEND_DEBIT_A

SEND_DEBIT_A = (poutc!DebitA -> WAIT_FOR_RESPONSE(epo_TokenA))
SEND_DEBIT_B = (poutc!DebitB -> WAIT_FOR_RESPONSE(epo_TokenB))

WAIT_FOR_RESPONSE(epo_Token) = pinc?x ->
if (x==epo_Token) then (mGets_epoToken->FORWARD_EPO_TO_BANK(epo_Token))
else poutc!bad_epoToken -> NO_TRANSACTION

NO_TRANSACTION = STOP
FORWARD_EPO_TO_BANK(epo_Token)=poutb!epo_Token -> WAIT_FOR_BANK(epo_Token)

WAIT_FOR_BANK(epo_Token) =
(pinb?x -> (if x==depositSlip then M_MAY_BE_FRAUD(epo_Token)

else if x==refundSlip then (mGetsRefundSlip -> STOP)
else if x==alreadyDeposited then FRAUD_DISCOVERED
else if x==badBalance then poutc!no -> STOP
else STOP))

FRAUD_DISCOVERED = STOP
M_MAY_BE_FRAUD(epo_Token) = END |~| FORWARD_EPO_TO_BANK(epo_Token)|~|

REPEATED_DEBIT_REQUEST(epo_Token) |~|
poutc!ok -> STOP

Fig. 4. The PSAM process
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from the CARD. After receiving the EPO (Electronic Payment Order) token, the
PSAM sends it to the BANK in order to check the validity and the balance of the
cardholder. If the payment token from the customer has been settled successfully,
the merchant will get a deposit slip; denoted by depositSlip. When a merchant
attempts to deposit a coin twice, the PSAM process receives alreadyDeposited
data from the bank.

Herein the M MAY BE FRAUD state is used to trace the fraud when a mer-
chant attempts to deposit a coin twice for one purchase transaction.

4.4 The Bank Process

The most important function in the BANK process plays a role in recording logs
about an electronic transaction in order to guarantee the accountability. If the
BANK decides that an EPO token of the customer is valid, then it debits the

BANK = binc?x -> (if (x==loadtoken) then
(debitC -> boutc!token -> RECORD_LOG(0,0,0))
else STOP)

RECORD_LOG(Flag, A, B) =
binc?x -> (if (x==paymentAlready) then

(if (Flag==0) then
(creditC -> boutc!refundSlip -> RECORD_LOG(1,0,0))

else if (A==1 or B==1) then
(arbitration -> boutc!depositSlip -> RECORD_LOG(Flag, A, B))
else RECORD_LOG(Flag, A, B))
else RECORD_LOG(Flag, A, B))

[] binp?x ->(if (x==epo_TokenA) then
(if (Flag==0) then

(creditM -> boutp!depositSlip -> RECORD_LOG(1,1, B))
else if (B==0 and A==1) then

(boutp!alreadyDeposited -> mFraud -> RECORD_LOG(Flag, A, B))
else if (B==1 and A==1) then

(creditM -> boutp!depositSlip -> RECORD_LOG(Flag, A, B))
else if (A==1 and B==1) then STOP
else (arbitration -> boutp!refundSlip -> RECORD_LOG(Flag,A, B)))

else if (x==epo_TokenB) then
if (Flag==0) then

(creditM -> boutp!depositSlip -> RECORD_LOG(1,A,1))
else if (A==0 and B==1) then

(boutp!alreadyDeposited -> mFraud -> RECORD_LOG(Flag, A, B))
else if (A==1 and B==0) then

(creditM -> boutp!depositSlip -> RECORD_LOG(Flag, A, B))
else if (A==1 and B==1) then STOP
else arbitration -> boutp!refundSlip -> RECORD_LOG(Flag, A, B)

else RECORD_LOG(Flag, A, B))

Fig. 5. The BANK process
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balance of the card and credits the account of the merchant(denoted by events
debitC and creditM ). In addition, the BANK process can settle out arbitration
state caused by fraud of a customer or a merchant. For example, after a mer-
chant gets a deposit slip by finishing a successful transaction with a customer,
he/she may try to deposit an e-money twice. In this situation, the BANK pro-
cess warns that the merchant has already deposited and it may be fraud by the
merchant(shown by boutp!alreadyDeposited and mFraud events).

4.5 Failure Analysis of Money Accountability Property

Accountability is one of the most critical requirements to electronic commerce
protocols and it can be divided into two categories; money accountability and
goods accountability.

Money accountability property means that money is neither created nor de-
stroyed in the steps of an electronic commerce transaction[3]. Goods account-
ability property represents that a merchant receives payment if and only if the
customer receives the goods[3].

In this paper, we do not deal with failure analysis of goods accountability
property because goods delivery is not included in the CEPS. Money account-
ability in the CEPS could be considered in the viewpoint of a customer and
a merchant. Customer’s money accountability property may be defined as the
following trace specification.

SPECc = STOP |~| (loaded_token ->
((epo_tokenSpent -> STOP) |~|
(cKeepsToken -> STOP) |~|
(creditC -> STOP)))

Customer’s money accountability written in CSP means that once e-money
is loaded into a smart card, the customer may choose keep it for future use,
spend it for purchasing goods, or return it for refund. After using FDR tool, we
found that customer’s money accountability property is satisfied in the spite of
unreliable communication networks and merchant’s fraudulent behaviour.

SPECm = STOP |~| (mGets_epoToken ->
((creditM -> STOP) |~|
(mGetsRefundSlip -> STOP)

Merchant’s money accountability described in CSP represents that once e-
money is transferred into the PSAM, the merchant’s account balance may be
incremented and the merchant may get a refund slip for incorrect transaction.
When we run FDR tool, it shows the following counterexample which repre-
sents that merchant’s money accountability property(SPECm process) may be
violated due to a merchant fraud.
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coutb.loadtoken, binc.loadtoken, debitC, boutc.token, cinb.token,
loaded_token, poutc.DebitB, cinp.DebitB, coutp.epo_TokenB,
pinc.epo_TokenB, mGets_epoToken, poutb.epo_TokenB, binp.epo_TokenB,
creditM, boutp.depositSlip, pinb.depositSlip, poutc.DebitA,
cinp.DebitA, coutp.epo_TokenA, pinc.epo_TokenA, mGets_epoToken,
boutp.alreadyDeposited, mFraud

This sequence of CSP events may show the scenario where a merchant at-
tempts to deposit an e-money twice for a deal with a customer. After the cus-
tomer sends an e-money for a good price to the merchant(shown by
coutp.epo TokenB event), communication network fails between the customer
and the merchant. The merchant finishes a transaction with a bank and the
account balance of the merchant is incremented(poutb.epo TokenB, creditM, and
pinb.depositSlip). Then the customer sends another e-money again
(coutp.epo TokenA) to the merchant because the customer can’t confirm the
transaction result due to the network failure. At this moment a malicious mer-
chant attempts to use the customer’s e-money again by sending it to the bank.

However, the merchant’s fraud behaviour can be detected by the transaction
record in the bank. Therefore, above counterexample doesn’t mean a violation
of the merchant’s money accountability property. When we modify the SPECm
process to contain at least one fraud event mFraud, we confirm that the CEPS
model satisfies the merchant accountability property. This result means that the
merchant fraud may happen in the e-commerce transaction based on the CEPS,
by tampering of a POS device and man-in-the-middle attack. However the risk
of the merchant accountability violation against the merchant fraud could be
solved through comparing the signed transaction log information stored in the
card and the bank.

5 Conclusion

In this paper we analyzed the money accountability properties of the Common
Electronic Purse Specification (CEPS) using model checking approach. We have
also shown how model checking using CSP and FDR can be used to describe
e-commerce transaction in the CEPS including communication failure networks
and detect the violation scenario of the accountability properties.

In our modelling of the CEPS we have abstracted away the purchase trans-
action of the CEPS by focusing on the non-security aspect. We have found that
the risk of customer security against the merchant may bring about the cause
to violate the money accountability. In addition, we have also identified that
the transaction record in the trusted-third party such as the bank could provide
the most effective solution to guarantee the accountability in the e-commerce
protocol.

In the future we plan to analyze accountability properties of the Load Security
Application Module (LSAM) which plays a role in loading e-money into the
card.
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Abstract. With the increasing interest and emphasis on customer demands in  
e-commerce, customer classification is in a crucial position for the development 
of e-commerce in response to the growing complexity in Internet commerce lo-
gistical markets. As such, it is highly desired to have a systematic system for 
extracting customer features effectively, and subsequently, analyzing customer 
orientations quantitatively. This paper presents a new approach that employs a 
modified fuzzy neural network based on adaptive resonance theory to group us-
ers dynamically based on their Web access patterns. Such a customer clustering 
method should be performed prior to Internet bookstores as the basis to provide 
personalized service. The experimental results of this clustering technique show 
the promise of our system. 

1   Introduction 

In the recent years, the on-going advance of Internet and Web technologies has pro-
moted the development of electronic commerce. Enterprises have been developing 
new business portals and providing large amount of product information in order to 
expand their markets and create more business opportunities. In addition to providing 
a new channel, e-commerce (EC) has the potential of serving customer better if it can 
take good advantage of information technology and develop EC-specific marketing 
strategy. Ec, not just the purchase of goods and services over the Internet, is a broad 
term. It encompasses all electronically conducted business activities, operations, and 
transaction processing. With the development of the Inter and EC, companies have 
changed the way they connect to and deal with their customers and partners. Busi-
nesses hence could overcome the space and time barriers and are now capable of 
serving customers electronically and intelligently. New enterprises should manage a 
particular customer’s Web experiences by customer personalization and retain the 
communication or interaction with the customer. Such understanding of customers 
can be applied to transform customer information into quality services or products.  

In the approach, we presents a framework that dynamically groups users according 
to their Web access and transactional data, which consist of the customers’ behavior 
on web site, for instance, the purchase records, the purchase date, amount paid, etc. 
The proposed system is developed on the basis of a modified fuzzy ART neural net-
work, and involves two sequential modules including: (1) trace customers’ behavior 
on web site and generate customer profiles,  (2) classify customers according cus-
tomer profile using neural network.  In second module, we employ a modified fuzzy 
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ART, that is a kind of adaptive resonance theory neural network, for the following 
reasons. Similar to other neural network strategies, it can plastically adapt to such 
complex (often uncertain or inconsistent) and correlated (non-linear and not isolated) 
situations in market analysis rather than those linear functions such as K-means clus-
tering model. And some of the methods like self-organizing map algorithm is suitable 
for detailed classification, rather than preliminary clustering, such as customer analy-
sis. And some self-organizing map algorithms need to specify the expected number of 
clusters in advance, which may affect the clustering results due to subjective parame-
ter setting.  

The remainder of the paper is organized as follows. Section 2 presents the relate 
work. In Section 3, the framework to automatically extract user preference and rec-
ommend personalized information is expatiated in detail. Section 4 presents three 
classifier used in our experiments briefly. Implementation issues and the results of 
empirical studies are presented in Section 5. Finally, the conclusion can be found in 
Section 6. 

2   A Customer Cluster Framework 

In this section, an on-line customer cluster framework is presented, which is per-
formed prior to an Internet bookstore in our experiment. The main idea is that cus-
tomer preference could be extracted by observing customer behavior, including the 
transaction records, the transaction time and the products pages customer browsed. 
Then the result of first module is organized in a hierachical structure and utilized to 
generate customer profile respectively. Finally customer profile could be grouped into 
different teams using modified fuzzy ART neural network. The framework includes 
three modules: customer behavior recording, customer profile generating and cus-
tomer grouping. 

2.1   Customer Behavior Recording 

Most personalization systems gather customer preference through asking visitors a 
series of questions or needing visitors rating those browsed web pages. Although 
relevance feedback obtained directly from customers may make sense, it is trouble-
some to customers and seldom done. And since customer interests often change 
likely, it is important to adjust the user preference profile incrementally. Although 
relevance feedback is effective, customers are overloaded. In the paper, we present a 
customer behavior recording module to collect the training data without user interven-
tion through tracking the customers behavior on a e-commerce web site. In the paper, 
the customer behavior is divided two types: transaction record and customer opera-
tion. The transaction record includes the type and number of products customer pur-
chased.  The customer operation on product pages or images includes the browsing 
time, the view frequency, saving, booking, clicking hyperlinks, scrolling and so on. 

According to some relate works, visiting duration of a product pages or images is a 
good candidate to measure the preference. Hence, in our work, each product page or 
image, whose visiting time is longer than a preset threshold (e.g. 30 seconds), is ana-
lyzed and rated. Periodically (e.g. every day), the module analyzes the activities of the 
previous period, whose algorithm is shown as follows: 
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BEGIN 
For each product category P

i
 a customer browsed 

{ if (P
i
 doesn’t exist in customer log file)  

       {favorite(P
i
)=0;} 

for each (transaction record on P
i
)  

{favorite(P
i
)= favorite(P

i
)+transaction-number*0.03;} 

While (browsing time of product page or image belonging to 
P
i
) > threshold 

{ switch (happened operation) 
{case (saving, booking operation happened):  

 favorite(P
i
)= favorite(P

i
)+0.02;break; 

default: favorite(P
i
)= favorite(P

i
)+0.01;break;}  

} 
} 
updating favorite(P

i
) in Customer Log file; 

END 

where the function favorite(Pi) measures the favorite degree of a certain product cate-
gory in e-commerce web site, and the record in customer log file is shown as follows: 
product-id, category, favorite. The category element is the category path of a re-
source, what is a path from the root to the assigned category according the hierarchi-
cal structure of Internet bookstore. For example, in a Internet bookstore, “JavaBean” 
category is a subclass of “Java” category, “Java” category is a subclass of “Program-
ming” category, and “Programming” category is a subclass of “Computer & Internet” 
category, then the category path of the product pages or images belonging to “Java-
Bean” is “/JavaBean/Java/Programming/Computer&Internet”. 

2.2   Customer Profile Generating 

In this approach, we employ a tree-structured scheme to represent customer profile, 
with which customers specify their preference. Generator could organize customer 
preference in a hierarchical structure according the result of Recorder and adjust the 
structure to the changes of customer interests. Customer profile is a category hierar-
chy where each category represents the knowledge of a domain of user interests, 
which could easily and precisely express customer’s preference. The profile enhances 
the semantic of user interests and is much closer to a human conception. The logical 
structure of the preference tree is shown as follows: 

 
Fig. 1. The Logical Structure of Customer profile 



 Applying Modified Fuzzy Neural Network to Customer Classification of E-Business 359 

 

Customer profile is established according the hierarchical structure of a certain e-
commerce web site. It means the number of levels and the categories in the profile are 
similar with the web site. Each node in the tree, representing a category might be 
interested in, is described by an energy value Ei what indicates the favorableness of a 
product category. Ei controls the life cycle of a category in a profile. The energy in-
creases when customers show interest in the product category, and it decreases for a 
constant value for a period of time. Relatively, categories that receive few interest will 
be abstracted gradually and finally die out. Based on the energy values of categories, 
the structure of customer profile can be modulated as customers interests change. The 
algorithm is shown as follows: 

BEGIN 
for each (product P

i
 in customer log file f) 

{ inserting(P
i
);  

  if ( Energy E
i
 of P

i
) >1 { E

i
 =1; } 

} 
if (the days from the last updating) > threshold {updat-
ing(f)} 
END 

To construct customer profile, we employ two Functions: inserting and updating. 
The inserting operation is utilized to insert new categories into a profile and adjust the 
energy values of existing categories. The updating operation is utilized to remove 
those categories customers don’t interest anymore. The two operation just like plant-
ing a new kind flower and pruning for a plant in a garden. And we must keep the 
energy value from 0 to 1, what is expected by the modified fuzzy ART neural net-
work. 

2.2.1   Inserting 
The Customer Log File mentioned in section 3.1 is considered as the basis of inserting 
operation to construct the customer profile. For each product in a log file, we first 
check if the category of the product exists in the preference tree. If the category exists, 
the energy value of the category should be refreshed. If the category does not exist, 
we will create the category in customer profile, whose energy is the value of favorite. 
Then the energy value of the new node should be calculated. The following method is 
used to calculate the new energy value of each category: 

inew
i

Pp
ip

i E
P

W

E
new

i ×+= ∈ λ
,  (1) 

where iE  is the energy value of product category iC , new
iP  is the set of the products 

assigned to the category iC  in customer log file , the absolute value new
iP  is the 

number of products in new
iP  , and ipW ,  is the favorite of the product p. The parame-

ter λ , called decaying factor, is set from 0 to 1, hence the older records have less 

effects to the representation of category. In our experiment, λ is assigned to 0.98. 
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2.2.2   Updating 
Since customer interests often change, it is important to adjust the customer profile 
incrementally, in order to represent customer interests accurately. In discussion of the 
changes of customer interests, it is found that there are two types of the user interests. 
One is the long-term interest and the other is the short-term interest. The long-term 
interest often reflects a real user interest. Relatively, the short-term interest is usually 
caused by a hot products event and vanishes quickly. The updating operation is de-
signed to adjust the part reflecting customer short-term interests. 

In contrast to the inserting operation that adds the new interesting categories into 
customer profile, the updating operation is the mechanism to remove the out-of-favor 
categories. Categories with a continual attention can continuously live, otherwise, 
they will become weak and finally die out. In customer preference, every category’s 
energy value should be reduced a predefined value  periodically (e.g. 15 days). The 
parameter , called aging factor, is used to control the reduction rate.  

When no or few products browsed in a category, its energy value will decline 
gradually. If a category’s energy value is less than (or equal to) a pre-defined thresh-
old, we remove the category from user preference tree. To keep a personal view on 
part to the trend of customer interest, categories with low energy value are removed.  

2.3   Customer Cluster  

Customer cluster could group customers into different teams according their profiles 
using adaptive neural network. Nowadays, there are various approaches to cluster 
analysis, including multivariate statistical method, artificial neural network, and other 
algorithms. However, some of the methods like self-organizing map algorithm im-
plies some constraints: the need to choose the number of clusters a priori, heavier 
computational complexity and merging the groups representing the same cluster, 
because the SOM, by approximating the distribution patterns, finds more than one 
group representing the same cluster. Moreover, successive SOM results depend on the 
training phase and this implies the choice of representative training examples. For this 
reason, we employ a modified fuzzy ART, one of the clustering methods using neural 
network, for cluster analysis. 

The Fuzzy ART [9] network is an unsupervised neural network with ART architec-
ture for performing both continuous-valued vectors and binary-valued vectors. It is a 
pure winner-takes-all architecture able to instance output nodes whenever necessary 
and to handle both binary and analog patterns. Using a ‘Vigilance parameter’ as a 
threshold of similarity, Fuzzy ART can determine when to form a new cluster. This 
algorithm uses an unsupervised learning and feedback network. It accepts and input 
vector and classifies it into one of a number of clusters depending upon which it best 
resembles. The single recognition layer that fires indicates its classification decision. 
It the input vector does not match any stored pattern, it creates a pattern that is like the 
input vector as a new category. Once a stored pattern is found that matches the input 
vector within a specified threshold (the vigilance [ ]1,0∈ρ ), that pattern is adjusted to 

make it accommodate the new input vector. The adjective fuzzy derives from the 
functions it uses, although it is not actually fuzzy. To perform data clustering, fuzzy 
ART instances the first cluster coinciding with the first input and allocating new 
groups when necessary (in particular, each output node represents a cluster from a 
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group). In the paper, we employ a modified Fuzzy ART proposed by Cinque al. [10] 
to solve some problems of traditional Fuzzy ART [10,11]. The algorithm is shown as 
follows: 

BEGIN 
For each (input vector V

i
)  

{ for each (exist cluster C
i
) {C*=argmax(choice(C

i
,V

i
));}  

  if match(C*,V
i
)  {adaptation(C*,V

i
);} 

  else { Instance a new cluster; } 
} 
END 

Function choice used in the algorithm is the following: 
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    It computes the compatibility between a cluster and an input to find a cluster with 
greatest compatibility. The input pattern Vi is an n-elements vector transposed, Cj is 
the weight vector of cluster J (both are n-dimensional vectors). “ ∧ ” is fuzzy set inter-
section operator, which is defined by: 
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    Function match is the following: 
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    This computes the similarity between the input and the selected cluster. The match 
process is passed if this value is greater than, or equal to, the vigilance parameter 

[ ]1,0∈ρ . Intuitively, ρ indicates how similar the input has to be to the selected clus-

ter to allow it to be associated with the customer group the cluster represents. As a 
consequence, a greater value of ρ  implies smaller clusters, a lower value means 

wider clusters. 
    Function adaptation is the selected cluster adjusting function, which algorithm is 
shown as following: 

**** )1()(),( oldioldnewi CVCCVCadaptation ββ −+∧== (5) 

Where the learning parameter ]1,0[∈β , weights the new and old knowledge respec-

tively. It is worth observing that this function is not increasing, that is  **
oldnew CC < .  

In the study, the energy values of all leaf nodes in a customer profile consist an n-
elements vector representing a customer pattern. Each element of the vector repre-
sents a product category. If a certain product category doesn’t include in customer 
profile, the corresponding element in the vector is assigned to 0. Pre-processing is 
required to ensure the pattern values in the space [0,1], as expected by the fuzzy ART. 
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3   Other Classifiers Used in Our Experiments 

To verify our proposed system, we built traditional fuzzy ART and SOM classifier. In 
this section, these classifiers are briefly described. 

3.1   Traditional Fuzzy ART 

Adaptive resonance theory (ART) describes a family of self-organizing neural net-
works, capable of clustering arbitrary sequences of input patterns into stable recogni-
tion codes. Many different types of ART networks have been developed to improve 
clustering capabilities, including ART1, ART2, ART2A, and fuzzy ART etc. The 
modified fuzzy ART presented in the paper is similar with traditional fuzzy ART, but 
employs different choice function. The choice function utilized in traditional fuzzy 
ART is as following: 
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=
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Where α is choice parameter providing a floating point overflow. Simulations in this 

paper are performed with a value of 0≈α . 

3.2   Self-organizing Maps 

The self-organizing maps or Kohonen’s feature maps are feedforward, competitive 
ANN that employ a layer of input neurons and a single computational layer. Let us 
denote by y the set of vector-valued observations, T

myyyy ],...,,[ 21= , the weight 

vector of the neuron j in SOM is T
jmjjj wwww ],...,,[ 21= . Due to its competitive 

nature, the SOM algorithm identifies the best-matching, winning reference vector wi 
(or winner for short), to a specific feature vector y with respect to a certain distance 
metric. The index i of the winning reference vector is given by: 

||}||min{arg)( j
j

wyyi −= , nj ,...,2,1=  
(8) 

where n is the number of neurons in the SOM, ⋅ denotes the Euclidean distance.   

The reference vector of the winner as well as the reference vectors of the neurons in 
its neighborhood are modified using: 

)]()()[()()1( , twtxtnwtw ijiii −Λ+=+  , ,...3,2,1=t  (9) 

Where )(, tjiΛ is neighourhood function, and t denotes discrete time constant. The 

neighbourhood function ji ,Λ  used in equation (9), is a time decreasing function 

which determines to which extent the neighbours of the winner will be updated. The 
extent of the neighbourhood is the radius and learning rate contribution, which should 
both decrease monotonically with time to allow convergence. The radius is simply the 
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maximum distance at which the nodes from the winner are affected. A typical smooth 
Gaussian neighbourhood kernel is given bellow in equation (10). 

−
−⋅=Λ
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||||
exp)()(

2

, t

rr
tt ji

ji σ
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where )(tα is the learning rate function, )(tσ is the kernel width function, 
2|||| ji rr −  is the distance of BMU i unit to current unit j. There are various func-

tions used as the learning rate )(tα  and the kernel width functions )(tσ . For further 

details about the SOM please refer to [12] and [13]. 

4   Experiment 

In the experiment, we construct an experimental web site and the proposed framework 
utilizing Java servlet and Java bean. The trial simulated 15 customers behavior on an 
experiment Internet bookstore over a 30-day period, and they were pre-grouped 4 
teams. The experimental web site is organized in a 4-level hierarchy that consists of 4 
classes and 50 subclasses, including 5847 book pages and images obtained from 
www. Amazon.com. As performance measures, we employed the standard informa-
tion retrieval measures of recall (r), precision (p), and F1(F1=2rp/(r+p)).  

The trial results were compared with the clustering algorithm performed by SOM 
and traditional fuzzy ART. All the experiments were conducted by limiting human 
interaction to adjust parameter with intuitive effects. Comparisons were made in the 
following context. Traditional fuzzy ART was simulated by an original implementa-
tion. It was used in the fast learning asset (with β =1) with α set to zero. Values for 

the vigilance parameter ρ were found by trials. In the simulation of k-means, parame-

ter K representing the number of clusters is assigned to 7 by trials. In particular, we 
used a rectangular map with two training stages: the first was made in 750 steps, with 
0.93 as a learning parameter and a half map as a neighborhood, and the second in 400 
steps, with 0.018 as a learning parameter and three units as a neighborhood. Map size 
was chosen by experiments. In the proposed system, decaying factor λ  is assigned to 

0.95, aging factor  is set to 0.03, β is set to 1, and vigilance parameter ρ is as-

signed to 0.90 by trials. With the growth of vigilance parameter, the amount of clus-
ters is increased too. Figure 2 shows the increase in the number of clusters with in-
creased vigilance parameter values ranging from 0.85 to 0.97.  

Figure 3 illustrates the comparisons of three algorithms mentioned before, includ-
ing precision, recall and F1. The average for precision, recall and F1 measures using 
the SOM classifier are 81.7%, 78.3%, 79.9%, respectively. The average for precision, 
recall and F1 measures using the traditional fuzzy ART classifier are 87.3%, 84.8%, 
86%, respectively. And the average for precision, recall and F1 measures using the k-
means classifier are 81.6%, 76.9%, 79.2%, respectively. In comparison with the pro-
posed system, the precision, recall, and F1 measures are 92.3%, 88.1%, 90.15%, re-
spectively. This indicates that if the parameters are selected carefully, the proposed 
framework could group users pattern accurately. 
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Fig. 2. The vigilance parameter increase with the clusters increasing 

 
Fig. 3. The comparison of SOM, tranditional ART and modified fuzzy ART algorithm 

5   Conclusions 

In this paper, we have presented a new framework to automatically track customer 
access patterns on an Internet commerce web site and group customers using an adap-
tive neural network. Our approach, essentially based on neural network computation, 
i.e., learning capacity, satisfies some of its main requirements: fast results, fault and 
noise tolerance. A pattern grouping module totally independent of the application was 
also proposed. The cluster system made up of the modified fuzzy ART and the cus-
tomer pattern track module, was very simple to use. As such system does not use 
specific knowledge, by adopting the most proper operators, it becomes possible to 
customize it to different scenarios.  
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Abstract. This paper presents an evaluation-factor system of electronic com-
merce (e-commerce) and provides a fuzzy comprehensive evaluation method to 
analyze and estimate the development of enterprise e-commerce. Besides, an 
optimized fuzzy evaluation model utilizing the genetic algorithm is applied to 
improve the process of the evaluation. Based on a recent survey on e-commerce 
of some enterprises in Guangzhou, the evaluation results show that the evalua-
tion-factor system is reasonable; the fuzzy comprehensive evaluation model is 
effective and the optimized fuzzy comprehensive evaluation method makes the 
evaluation more accurate. 

1   Introduction 

Electronic commerce[1, 2] (e-commerce), which involves carrying out commerce on 
the web, breaks through the limitation of the traditional commerce and enhances the 
management of information flow, currency flow, etc. The implementation of e-
commerce promotes the efficiency of the commerce, reduces the time of business 
transactions and enlarges the profits of the enterprises. 

With the rapid growth and wide use of e-commerce, the comparison analysis of e-
commerce gradually becomes crucial. Through the comparison analysis we are able to 
objectively and comprehensively learn the situation of enterprise e-commerce, find 
out the advantages of it and diagnose the existing problems, which would make a 
great influence on the further development of the e-commerce in the enterprises. 

On the basis of a resent research1 on the development of enterprise e-commerce in 
Guangzhou, this paper is organized as follows. In Section 2, an evaluation-factor 
system of e-commerce is introduced. Section 3 describes the fuzzy evaluation method 
with its implementation results. Section 4 presents the improvement of the evaluation 
process. Concluding remarks are in Section 5. 
                                                           
1  This research has been supported by the National Natural Science Foundation of China 

(10471045), Natural Science Foundation of Guangdong Province (000463, 031360, 
04020079), Excellent Young Teachers Program of Ministry of Education of China and Fok 
Ying Tong Education Foundation (91005). 
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2   Evaluation-Factor System of E-Commerce 

Enterprise e-commerce is influenced by many factors. Considering the information 
flow, the currency flow, the physical distribution and other aspects, we propose an 
evaluation-factor system, which consists of 11 first-level factors and 37 second-level 
factors as shown in Section 3.     

All the second-level factors are divided into 5 grades, according to the develop-
ment of e-commerce in China. Grade1 refers to the best condition, while Grade5 re-
fers to the worst condition. For instance, the grade-division of a second-level factor is 
shown in Table1. 

Table 1. Grade-division of Access Quantity 

Second-
level factor 

Grade1 Grade 2 Grade 3 Grade 4 Grade 5 

Access 
quantity 

Above 3000 
times/day 

1000-3000 
times/day 

300-1000 
times/day 

100-300 
times/day 

Below 100 
times/day 

3   Fuzzy Comprehensive Evaluation for Enterprise E-Commerce 

We design several questionnaires such as factor-importance questionnaire, e-
commerce enterprise questionnaire, customer questionnaire and so on for the research 
on the development of enterprise e-commerce in Guangzhou. During the research, we 
received 16 completed factor-importance questionnaires from the e-commerce experts 
in the district, 8 finished e-commerce enterprise questionnaires from 8 e-commerce 
sample enterprises with the questionnaires from their customers. The 8 sample enter-
prises are Guangzhou Hongtian E-Commerce Ltd. (S1), Guangdong Guoxun Com-
munication Ltd. (S2), Guangdong World Information Technology Ltd. (S3), Guang-
zhou Highsun Ltd. (S4), Guangdong Guangsheng Hotel Group (S5), Guangzhou 
Wanjia Ltd. (S6), Guangzhou Wanfujing Department Store Ltd. (S7) and Guangdong 
Haihong Medicine E-commerce Ltd. (S8). 

To evaluate enterprise e-commerce, a two-level fuzzy comprehensive evaluation[3,4] 

method is used. For the first-level fuzzy comprehensive evaluation, we combine the 
second-level factors belonging to the same first-level factor to compose an evaluation 
factors set, therefore there are 11 evaluation factors sets. The remarks set for the first-
level evaluation is defined as 1V ={Grade1, Grade2, Grade3, Grade4, Grade5}. All the 

first-level factors in the evaluation-factor system compose an evaluation factors set for 
the second-level fuzzy comprehensive evaluation. And the remarks set for the second-
level evaluation is defined as 2V ={Excellent, Good, Normal, Bad, Worse}. 

Based on the factor-importance questionnaires we determine the weight of the fac-
tors in the evaluation-factor system by comparing the factor with the other factors in 
the same evaluation set. According to the grade-division criterion, we change the data 
derived from 8 sample enterprises through the e-commerce enterprise questionnaires 
combining with the observed results into the corresponding grades. The weights and 
the grades of the factors are shown in Table2. 
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Table 2. Weights & Grades of the Second-level Factors in 8 Sample Enterprises 

Evaluation factors Grades 

First-level factors 
(weight) 

Second-level factors (weight) S1 S2 S3 S4 S5 S6 S7 S8 

Access quantity (0.2218) 1 1 1 2 5 1 4 2 
Number of registered users (0.2484) 2 1 3 3 5 4 4 5 
Education attainments distribution 

(0.1109) 
3 3 3 3 3 3 3 3 

Age distribution (0.0955) 3 3 3 3 3 3 3 3 
Monthly income distribution (0.1071) 3 3 3 3 3 3 3 3 

Types of business distribution of enter-
prise users (0.1129) 

1 3 2 3 5 3 5 1 

Customer resources 
(0.1051) 

Size distribution of enterprise users 
(0.1035) 

1 3 2 3 5 3 5 1 

Transaction speed (0.5741) 1 2 3 2 1 2 3 1 Customer service 
(0.0807) Quality of sales and after sales service 

(0.4259) 
2 2 3 2 2 4 2 2 

Delivery speed (0.3411) 2 3 3 2 2 2 4 2 
Delivery scope (0.2802) 2 4 3 2 2 4 4 3 

Satisfaction of the delivery service 
(0.2307) 

1 2 3 2 2 2 3 2 
Delivery system 

(0.0754) 

Size of delivery crew (0.1480) 2 4 3 5 2 3 3 5 
Flexibility of payment (0.2486) 1 3 2 2 3 3 3 2 

Number of electronic identifications 
(0.1567) 

1 4 4 4 4 4 3 4 

Number of electronic signatures (0.1502) 4 4 4 4 4 4 4 4 
Times of security complaints (0.2120) 1 2 1 1 1 1 1 1 

Online transaction 
system (0.0807) 

Number of security attacks (0.2325) 5 3 2 2 1 1 3 3 

Construction of 
software & hard-

ware (0.1388) 
Software & hardware investment (1) 1 1 1 1 1 1 1 1 

Combination of 
inner and outer 

information man-
agement (0.0754) 

Combination of e-commerce with sales, 
financial, inventory and other manage-

ment systems (1) 
2 3 5 4 5 3 3 1 

Rate of successfully logging in (0.2912) 1 1 1 2 2 1 1 1 
Access charge (0.1242) 4 4 1 4 5 5 4 4 

Stabilization of the website (0.1689) 3 2 2 3 2 2 3 3 
Linking of the web pages (0.1030) 1 2 2 3 2 2 2 1 

Design of the website (0.1535) 2 2 2 3 2 3 2 2 

Network technique 
& service (0.1285) 

Update frequency (0.1593) 1 1 1 1 1 1 2 1 
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Advertisement (0.2289) 1 2 1 1 2 5 5 2 
Number of search engines & rank 

(0.2177) 
1 1 1 1 1 1 1 1 

Number of linkages with other websites 
(0.1653) 

4 2 1 2 5 5 5 3 
Marketing (0.0723) 

Adaptability of the commodity/service 
online (0.3881) 

1 2 2 3 1 1 2 1 

Sales turnover ratio (0.5405) 1 3 2 3 3 1 3 1 Effect of imple-
mentation of e-

commerce (0.1119) 
Online payment ratio (0.4595) 1 3 4 4 5 5 5 1 

Information training ratio (0.4361) 2 4 1 2 1 2 5 5 Training (0.0680) 
E-commerce training ratio (0.5639) 3 3 1 2 1 3 3 3 

Sales profit rate (0.3842) 1 3 4 4 3 2 1 2 
Profit growth rate (0.3202) 1 5 1 1 3 5 1 1 

Financial position 
(0.0631) 

Inventory turnover ratio (0.2956) 1 3 2 1 1 4 3 1 

The value of reliability vector iA ( i =1, 2, …, 5) and the relation matrix R  for the 

two-level fuzzy comprehensive evaluation are derived from empirical knowledge 

1 {0.5333, 0.2667, 0.1333, 0.0667, 0}A =  (1) 

2={0.2105, 0.4211, 0.2105, 0.1053, 0.0526}A  (2) 

3 {0.1, 0.2, 0.4, 0.2, 0.1}A =  (3) 

4 {0.0526, 0.1053, 0.2105, 0.4211, 0.2105}A =  (4) 

5 {0, 0.0677,0.1333, 0.2667, 0.5333}A =  (5) 

and 

0.5333 0.2667 0.1333 0.0667 0

0.2105 0.4211 0.2105 0.1053 0.0526

0.1 0.2 0.4 0.2 0.1

0.0526 0.1053 0.2105 0.4211 0.2105

0 0.0667 0.1333 0.2667 0.5333

R =  (6) 

3.1   First-Level Fuzzy Comprehensive Evaluation 

If iu ( i =1, 2, …, n ) refers to a second-level factor of an evaluation factors set and 

the value of iu  is Grade j ( j =1, 2, …, 5), let  

51( ) ( )i nn i kB B b ××= =  (7) 
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then 

51 2( , , ..., )i j ii iAB R b b b= =o  (8) 

where 

5

1
( 1, 2, ..., 5)jpi k pk

p
b a r k

=
= =  (9) 

Considering the effect that the second-level factors make on the first level factor, 
we denote the weight vector of the factors (as shown in Table2) by W  and denote the 
possibilities of the first-level factor belongs to each grade under certain conditions of 
the second-level factors by C  

51 2( , , ..., )C W B c c c= =o  (10) 

where 

1

( 1, 2, ..., 5)
n

ik i k
i

c w b k
=

= =  (11) 

If maxkc = { ic | i =1, 2, …, 5}, then define the value of the first-level factor as 

Grade k . 

3.2   Second-Level Fuzzy Comprehensive Evaluation 

Similar to the first-level fuzzy comprehensive evaluation, the fuzzy comprehensive 
evaluation method is applied to the fuzzy evaluation set composed by 11 first-level 
factors. The result of the second-level fuzzy comprehensive evaluation is the ultimate 
result of enterprise e-commerce. The two-level fuzzy comprehensive evaluation re-
sults of the 8 sample e-commerce enterprises are shown in Table3. 

Table 3. The Ultimate Results of Two-level Fuzzy Comprehensive Evaluation 

Enterprises S1 S2 S3 S4 S5 S6 S7 S8 
Evaluation 

Results 
Excellent Good Good Good Good Good Normal Excellent 

4   Improvement of Fuzzy Comprehensive Evaluation 

Since the reliability vector, the weight vector and the fuzzy relation matrix are em-
pirical data derived from some e-commerce experts, it is inevitable that these data 
would be influenced by the subjective point of view to some extent, which plays a 
direct role on the results of the evaluation. When errors arise, we need to adjust the 
parameters such as iA , R  and W . In other words, if the results directly evaluated by  
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the experts (we regard them as the actual results) are identical with the comprehensive 
evaluation results (the evaluation results), then the evaluation model seems to be rea-
sonable; else the evaluation model need modifying. 

Concretely, compared the fuzzy comprehensive evaluation results with the actual 
results of the 8 sample enterprises in Guangzhou as shown in Table4, the accuracy of 
the comprehensive evaluation method is 75%. In order to improve the accuracy, ge-
netic algorithm[5] is used to optimize the fuzzy relation matrix R  and the elements of 
the weight vector W . 

Table 4. Fuzzy Comprehensive Evaluation Results & Actual Results

Enterprises S1 S2 S3 S4 S5 S6 S7 S8 
Evaluation 

results 
Excellent Good Good Good Good Good Normal Excellent 

Actual results Excellent Good Excellent Good Good Good Good Excellent 

4.1   Population Initialization

Combine the elements of empirical data R  and the weight vector W of the 11 first-
level factors as an initial individual and create the other individuals randomly on the 
basis of the initial one to form a population. Let  

(0) (0)
5 5( )i jR r R×= =  (12) 

and 

(0) (0) (0) (0)
1 2 11( , , ..., )W w w w W= =  (13) 

then the initial individual (0)X  can be described as follows 

(0) (0) (0) (0) (0) (0) (0)
5511 12 1 2 11( , , ..., , , , ..., )X r r r w w w=  (14) 

Denote the error radius of (0)
i jr ( i =1, 2, …, 5, j =1, 2, …, 5) by Rε ( Rε >0), and 

the error radius of (0)
kw ( k =1, 2, …, 11) by Wε ( Wε >0). The corresponding elements 

of each random individual is in the open interval (0) (0)( , )i j i jR Rr rε ε− +  or 

(0) (0)( , )W Wk kw wε ε− + . If the number of the population is q�then the initial popu-

lation 

0
(0) (1) ( 1){ , , ..., }qZ X X X −=  (15) 

The best individual in population 0Z  not only contains the empirical information 

but also is not worse than (0)X . 
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4.2   Fitness Function 

Each individual in the population represents a possible solution to the problem. A 

fitness value ( )( )tf X is assigned to member ( )tX ( t = 0, 1, …, 1q − ). Individuals that 

represent better solutions are awarded higher fitness values. 
Since there are 8 sample enterprises in this paper, let iT i =1,2, …, 8  be the 

evaluation results of the samples and iO  be the actual results of the samples, then to 

each individual ( )tX the error between the evaluation results and the actual results is  

8
( )

1

( )t
i i

i

E X T O
=

= −  (16) 

The fitness function for individual evaluation is defined as 

( )
5 5 11

( ) ( ) (0) ( ) (0)2

1 1 1

1
( )

( ) ( ) ( )

t

t t t
i j i j k k

i j k

f X

E X r r w w a
= = =

=
+ − + − +

 
(17) 

where a  is a constant real number. 

4.3   Optimization Results 

A standard genetic algorithm[6] is applied to optimize the parameters of the fuzzy 
evaluation method. Each element of the relation matrix and the weight vector, which 
composes the individual regards as a gene. Real number encoding is used to realize 
the optimization. 

The standard genetic algorithm is designed as follows: 

1. Create a population, the size of which is 50. And the corresponding elements of 

each individual is in the interval (0) (0)( , )i j i jR Rr rε ε− +  or 

(0) (0)( , )W Wk kw wε ε− + , where Rε =0.03 and Wε =0.03 

2. Evaluate the fitness of each individual, where a = 0 
3. Utilize fitness-proportionate selection, two-point crossover and mutation to create a 

new generation. Generally, the possibility of crossover cp = 0.60~1.00[6] and the 

possibility of mutation mp = 0.005~0.01[6] 

4. Go back to the second step and repeat the process until the generation evolutionary 
time reaches 200 or the fitness value of one individual of the present generation is 
above 150 

The initial relation matrix (0)R  and the weight vector (0)W  are shown below  

(0)

0.5333 0.2667 0.1333 0.0667 0

0.2105 0.4211 0.2105 0.1053 0.0526

0.1 0.2 0.4 0.2 0.1

0.0526 0.1053 0.2105 0.4211 0.2105

0 0.0667 0.1333 0.2667 0.5333

R =  (18) 
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and 

(0) (0.1051 0.0807 0.0754 0.0807 0.1388  0.0754  0.1285 0.0723 0.1119 0.0680 0.0631)W =    (19) 

Design a program using Delphi 6 to optimize the parameters in the fuzzy compre-
hensive evaluation. When defining cp = 0.65 and mp = 0.005, we obtain the best 

individual in the 181 generation. The optimized relation matrix and the weight vector 
are shown below 

(181)

0.5396 0.2492 0.1280 0.0657 0.0174

0.2376 0.4241 0.1942 0.1063 0.0378

0.1241 0.1990 0.3896 0.1837 0.1036

0.0452 0.1197 0.2050 0.4018 0.2284

0.0031 0.0876 0.1493 0.2417 0.5183

R =  (20) 

and 

(181) (0.1001 0.0878 0.0617 0.0902 0.1295  0.0765  0.1269 0.0741 0.1220 0.0658 0.0654)W =   (21) 

Use the optimized parameters (181)R  and (181)W  to evaluate the e-commerce situa-
tion of the 8 sample enterprises in Guangzhou. The evaluation results are identical 
with the actual results. The accuracy of the fuzzy comprehensive evaluation method 
rises from 75% to 100%, which proves the effectiveness of the optimization. 

5   Conclusions 

According to the characteristics and the regulations of the development of enterprise 
e-commerce, it is necessary to construct an objective and systematic evaluation crite-
rion and a comprehensive evaluation method to evaluate and analyze enterprise e-
commerce. This paper outlines an evaluation-factor system including the factors of 
information flow, currency flow, physical distribution, etc. A two-level fuzzy com-
prehensive evaluation method and an optimized method are proposed. Based on the 
data derived from the experts, enterprises and customers, the implementation of the 
approach to evaluate e-commerce of the enterprises in Guangzhou proves that both 
the evaluation-factor system and the approach are effective. Furthermore, the use of 
the evaluation-factor system and the evaluation method can be easily extended. 
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Abstract. In this paper, a solution that aims to help develop web services-based 
e-business and web services-based business process monitoring is provided. 
Some issues, such as security models and access control policy, asynchronous 
transaction support, and reliability of transactions in the process of developing 
e-business, are addressed in this solution. Moreover, we provide a mechanism to 
define the web services provided by supplier organizations and to record their 
business objectives to enable performance measurement. 

1   Introduction 

Web services are self-contained and modular applications that can be described, 
published, located, and invoked over the web. They are essentially founded upon three 
major technologies: Web Services Description Language (WSDL) [9], Universal 
Description, Discovery and Integration (UDDI) [8], and the Simple Object Access 
Protocol (SOAP) [10].  

How to efficiently and reliably develop e-business solutions through the integration 
of existing applications and systems has been one of the major topics in the 
e-commerce community. Most of the development approaches are characterized by 
their significant complexity and high usage of development resources [3], [6]. Some 
research into web services [2], [4], [5], [7] has focused on the framework needed to 
develop web services, but there has been little if any research in the area of analyzing 
the performance of the web service. There are still some other issues in using web 
services for developing e-business solutions that need to be resolved, such as the 
unreliability of communication, security models and access control policy, 
asynchronous transaction support, and the unreliability of transactions.  

In this paper, we provide a solution that aims to help develop web services-based 
e-business and web services-based business process monitoring. Some of the problems 
mentioned in the above paragraph are addressed. Moreover, we provide a mechanism 
to define the web services provided by supplier organizations and to record their  
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business objectives, thus enabling performance measurement. A key benefit of this 
mechanism is that the data is stored only once but provides information both to the 
organization acting as the customer and the organization acting as the supplier.  

2   Main Architecture 

Lambros et al. [6] explain the interface between the service registry, service requestor 
and service provider in the context of the establishment and commencement of a web 
service relationship. We extend this web services model to incorporate the Services 
Manager Service (SMS). Figure 1 shows the web services provided by the SMS and 
how these services are utilized by different organizations. Also, in Figure 1 we provide 
a solution for organizations in developing web services-based e-business, named 
WSES. 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Services manager-based web services (SMWS) 
 

Figure 1 detailed this relationship in the context of an organization that acts as both a 
supplier of services to its customers and a user of the services of its suppliers. An 
organization wishing to supply a new web service must first publish that web service 
within the Service Registry. In publishing the web service, the organization provides a 
service description that contains the details of the interface and implementation of the 
service. This includes its data types, operations, binding information and network 
location. This definition is constructed using the WSDL. We have named the model 
shown in Figure 1 SMWS. 
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The major components of the SMWS are as follows: 

(1) SMS: provides a mechanism for organizations to define, log and analyze the web 
services that they participate in. 

(2) WSES: provides a solution for organizations in developing a web services-based 
e-business. Each of the two components is now discussed in more detail in the 
following sections. 

3   Framework of WSES 

The WSES architecture (shown in Figure 2) consists of a number of common IT 
artifacts that deal with B2B program interactions, web interface handing, security and 
resource access policies, business control, system exception handling and recovery, 
interfaces to the data sources and host systems/applications, and data control flows. We 
call this perspective of e-business solutions the system perspective. Also, an e-business 
solution should address a set of business problems by implementing relevant business 
logic and presenting critical and up-to-date business information to relevant decision 
makers. We call this perspective of e-business solutions the application perspective.   

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. WSES architecture 

The framework depicted in Figure 2 has the following key features: 

(1) All the key system perspective artifacts and application perspective components 
are defined as web services that have standards-based service and interface 
description. 

(2) The system perspective artifacts consist of various interface services (B2B, 
Browser, Application and Data), a set of common services (Security, Business 
Control, Exception, etc.), and the integration services (Flow Control and Business 
Process). 

(3) The Integration service may contain a special process brokering service, the 
so-called Adaptive Document (ADoc) [4], [5] can contain a state machine whose 
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state transitions are driven by either external events or the completion of the 
activities in the associated flows. 

(4) The Mediator plays a central role in pulling together all different IT artifacts in 
forming a complete e-business solution.  

One of the key aspects of the WSES is an unbundling of typical e-business solutions 
into modular service components with a process-based composition model. This is 
important not only for application development (as discussed above), but also for more 
manageable application deployments and operations. Conventional applications that 
are used by many e-businesses tend to lump business logic, process definition and data 
objects all together. This is certainly undesirable if these applications are to be re-used 
as a part of other solutions or applications, which is quite common in the e-business 
environment. The WSES will provide a process-based flexible composition of services 
to form e-business solutions with the support of all the necessary system services. 

3.1   Security Models and Access Control Policy 

The Mediator defines an object (service) that encapsulates how a set of objects 
(services) interacts. The Mediator promotes loose coupling by keeping objects 
(services) from referring to each other explicitly, and it allows their interaction to be 
varied independently. This is a crucial aspect of the WSES since it takes advantage of 
the Web services’ standardized interfaces so that the Mediator is capable of interacting 
with all the services in a standards based fashion. This, in combination with the 
process/flow-based services composition, will permit very flexible composition and 
re-composition on an as-needed basis whenever the requirements change.  

The WSES proposed in this paper consists of a security service that provides both 
the necessary authentication and authorization needs of an e-business enterprise. Going 
through the Mediator, all service requests and responses can be properly controlled to 
make them available only to the authenticated and authorized role players. 

3.2   Asynchronous Transaction Support 

The WSES will utilize the ADoc model to support the asynchronous transactions. As it 
is known, the web services requests-responses do not maintain a correlation between 
different calls. However, if we model each transaction as an ADoc that has an 
embedded state machine, different web services’ calls can be correlated through a 
unique correlation ID assigned by a service offered to the Mediator in the WSES. Then, 
relevant asynchronous responses to the original transaction can be tied back to the 
ADoc corresponding to the transaction. 

3.3   Reliability of Transactions 

HTTPR [1] is a protocol on top of the popular HTTP. HTTPR supports the application 
interfaces for both SOAP and Message Queue (MQ). Therefore, a service requestor 
may receive a transaction message through either SOAP or MQ based interfaces. The 
message will be assigned a unique correlation ID and persist at the MQ Manager. The  
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MQ at the service requestor can then create an HTTPR data stream and use HTTP 
POST to send the message over to the service provider who receives the message, 
stores it in the local Queue Manager, and includes the correlation ID of the message as 
part of the HTTP POST response. Then, the MQ at the service requestor will be assured 
of the reliable delivery of transaction messages to the service provider. 

4   Architecture of SMS 

In [6], the authors provided a web service model, but they provided no mechanism to 
monitor the web service model for performance measurement by any of the 
participating organizations. That is, they did not provide a mechanism to measure, for 
example, volume throughput or service level attainment. 

The business problem we address is that of extracting this knowledge through the 
establishment and subsequent analysis of web service audit logs. Our approach in 
solving this problem is to design a generic SMS framework that exists outside the 
individual organization. 

 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. SMS architecture 

Figure 3 details the architecture for the SMS. The major components of the SWS are 
as follows: 

(1) The Web Services Interface of SMS provides a mechanism for organizations to 
define, log and analyze the web services that they participate in, as well as letting 
customers analyze web services. 

(2) The Application Server implements the business logic of all the services. It 
includes the service agent, model processing, data processing, etc.  

(3) The Data Warehouse is the data repository of our solution. It holds the summary 
data, model data, and the web service definition data received from the Define web 
service and the web service logging data received from the Log web service. 
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4.1   SMS Interface 

The interface provides the place for customers and organizations to interact with the 
system. Those organizations providing web services require the ability to define the 
web service. For each instance where a customer requests a web service, the 
organizations providing the web service require the ability to log details relating to the 
progress of that web service instance. These same organizations require the ability to 
analyze the usage and overall performance of this web service in relation to predefined 
service levels and other goals defined during the definition of the web service. So, the 
SMS provides the interface for three main services: Define web service, Log web 
service, and Analyze web service.  

The Define web service provides services to identify a web service, its owner and 
performance measurement information such as service level cycle times and costs. In 
addition, the organization may wish to establish volume targets and service prices 
relating to individual customer relationships that would also be established using one of 
these services.  

The Log web service provides services to log the activity states of a web service such 
as request, commencement and completion for a specific web service instance. When a 
supplier receives a request to access a web service, they would log the receipt of this 
request using the Log web service. The supplier similarly would request to log the 
commencement, completion and any other chosen states of the web service as these 
milestones are reached. 

The Analyze web service provides a mechanism where by information relating to 
web services that the organization participates in can be requested. This information 
can be supplied whether the user participates as a supplier or a customer of the service. 
As such, two organizations have access to the same information, through different web 
services, one as the supplier and the other as the customer. 

4.2   SMS Data Warehouse 

There are several categories of data stored within the SMS, such as the data for the 
business process, definition data, log data, summary data, and data for the model 
process.  

Data from heterogeneous data sources for business processes is stored in the data 
warehouse. Data received as a result of the enactment of the Define web service is 
stored within the Definition Data tables. Data received as a result of the Log web 
service is stored in Log Data table and, together with the definition data, is used by Data 
Processing to create Summary Data tables. Model data is constructed, improved and 
destroyed by Model Processing. 

4.3   SMS Application Server 

As shown in Figure 3, the Service Agent provides the mechanism to access data stored 
within the SMS Data Warehouse and transmit the results to the web service interface. 

The data received as part of enactment of the Log web service is forwarded through 
to the Log Data table. Data Processing uses this information together with information 
contained in the Definition Data tables to construct summary data that is stored in the 
Summary Data tables. Model Processing uses the information contained in both the 
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Definition Data tables and the Summary Data tables to construct model data for both 
active customers and active suppliers.  

5   Case Study: Use of Solutions  

In the following subsections, an example to illustrate how the SMWS (see Figure 1) can 
be used in developing real-world web services-based e-business applications and in 
developing web service-based business process monitoring for inter-organizational 
business processes. This case study represents an organization that has implemented a 
Financial Portfolio Selection using web services. Our goal is to demonstrate the 
concepts discussed so far using a concrete example. 

5.1   Web Services Definition 

A high level sequence diagram for the registration and definition of web services is 
shown in Figure 4. 

 
          

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Web service registration and definition 

 
This organization (shown as the Service Supplier) has established a web service to 

enable its customers to place orders and has published that web service within the 
service registry. In publishing the web service, the organization provided a service 
description containing the details of its data types, operations, binding information and 
network location. This definition was constructed using WSDL. 

5.2   Web Services Logging 

Once the definition of the web service is completed, logging can commence (shown in 
Figure 5). Upon receipt of a request from a customer to commence a web service, a 
request to the Log web service is triggered by the supplier to log the request of their web 
service with the SMS. 
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Fig. 5. Web service logging 

5.3   Web Services Analysis 

To provide the ability for organizations to analyze the enactment of their web services, 
and the enactment of web services they use that are supplied by other organizations, a 
series of the Analyze web services are provided (shown in Figure 6). 

5.4   Use of WSES 

Our solution enables feedback on the organization’s performance measures through the 
analysis of web services. Furthermore, this solution demonstrates advantages over 
more traditional developing of web service-based e-business solutions. Here, we 
discuss the development of a Participant Enablement solution for a Portfolio Selection 
Exchange (PSE). 

There is a problem to facilitate the trading partners on boarding process. The 
customization of business rule processes and workflows for each participant during 
initial sign-on stage are similarly problematic. This is quite common for the PSE. The 
participants to this service can run into very significant numbers. Without an efficient 
and automated solution, the costs for setting up new customers and maintaining 
existing customers could become prohibitive.  

Our solution to this problem is based on the WSES and concentrates more specific 
on participant registration and service provisioning. This is mainly to capture the 
participant’s security profile and its requirements for various services. This will involve 
initial participant profile establishment, profile validation, service selection, and 
possibly payment scheme setup.  

Most of these tasks can be automated through a properly defined flow and an ADoc 
for the state management. The participants of the solution include various system 
artifacts in the framework such as a Browser GUI interface, a Participant Profile, the 
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Fig. 6. Web service analyses 

Integration Flow, the Security System Service and the Intelligent Controller. Both the 
registration and service provisioning processes can be long-running, so it is important 
to be aware of the states since the responses to participants’ requests may vary 
depending on the current process states. Therefore, the ADoc is also likely to be used in 
the solution. 

6   Conclusions 

This paper has described the Services Manager-based Web Services (SMWS) solution 
that provides web services to define, log and analyze other web services. Also, this 
solution has addressed the key question of how to take advantage of web services’ 
flexible and standards-based capabilities to improve the adaptability and 
cost-efficiency of e-business solutions. The solution presented in this paper has 
provided feasible approaches to deal with these issues.  

The work described in this paper can be extended in several ways for future research. 
Firstly, as previously indicated, work has commenced on a proposed standard for the 
Web Services Description Language (WSDL) used by the Services Manager Service 
(SMS) providers. Secondly, in this paper, we deal mainly with a security model of the 
web services where most of these services are within an enterprise. In a highly 
distributed environment, many different security models of web services should be 
allowed and supported. Even though there are standards being set up, a true challenge 
still exists in terms of how to support web services in a highly distributed environment 
with a very high security requirement. 
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Abstract. In light of the recent work of Micali and Reyzin on show-
ing the subtleties and complexities of the soundness notions of zero-
knowledge (ZK) protocols when the verifier has his public-key, we re-
investigate the Cramer-Damg̊ard intended-verifier identification scheme
and show two man-in-the-middle attacks in some reasonable settings: one
simple replaying attack and one ingenious interleaving attack. Our at-
tacks are independent of the underlying hardness assumptions assumed.

Keywords: Cryptography, identification scheme, ΣOR, man-in-the-
middle attacks.

1 Introduction

Identification protocol is one of the major cryptographic applications, especially
in E-commerce over the Internet. Feige, Fiat and Shamir introduced a paradigm
for identification (ID) schemes based on the notion of zero-knowledge (ZK) proof
of knowledge [6, 5]. In essence, a prover identifies himself by convincing the ver-
ifier of knowing a given secret. Almost all subsequent ID schemes followed this
paradigm. But, all previous Fiat-Shamir-like ZK-based ID schemes suffer from
a weakness, as observed by Bengio et al [1]. Specifically, a malicious verifier
may simply act as a moderator between the prover and yet another verifier,
thus enabling the malicious verifier to pass as the prover. In [2] Cramer and
Damg̊ard presented a simple yet efficient ZK-based (specifically, ΣOR-based) so-
lution for preventing aforementioned man-in-the-middle attacks. Essentially, be-
yond the novel use of ΣOR in the identification setting, in the Cramer-Damg̊ard
ID scheme not only the identification prover but also the identification verifier are
required to have public-keys. In other words, the Cramer-Damg̊ard scheme is an
intended-verifier ID scheme. Though the intended-verifier property is necessary
to prevent aforementioned man-in-the-middle attacks, it brings other security
issues, as we shall observe in this paper, in light of the recent work of Micali and
Reyzin [8] on showing the subtleties and complexities of the soundness notions
of zero-knowledge (ZK) protocols when the verifier has his public-key.
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2 Description of the Cramer-Damg̊ard Intended-Verifier
ID Scheme

In this section, we first present the basic tools used in the Cramer-Damg̊ard
ID scheme and then give the protocol description of the Cramer-Damg̊ard ID
scheme.

We assume the following form of 3-round protocol is considered, which is
known as Σ-protocols. Suppose P and V are probabilistic polynomial-time
(PPT) machines, on common input x to P and V , and a w such that (x,w) ∈ R
is the only advantage of P over V that he knows w. The conversation of a 3-
round protocol 〈P, V 〉 is defined as a 3-tuple, say (a, e, z), where a is the first
message sent from P to V , e is a random string sent from V to P , and z is
replied by P to V . After this 3-round conversation, V would decide to accept or
reject based on the conversation.

2.1 Σ-Protocol and ΣOR-Protocol

Definition 1 (Σ-protocol). A 3-round protocol 〈P, V 〉 is said to be a Σ-protocol
for a relation R if the following holds:

– Completeness. If prover P and verifier V follow the protocol, the verifier
always accepts.

– Special soundness. From any common input x of length n and any pair of
accepting conversations on input x, (a, e, z) and (a, e′, z′) where e �= e′, one
can efficiently compute w such that (x,w) ∈ R. Here a, e, z stand for the
first, the second and the third message respectively, and e is assumed to be
a string of length k (that is polynomially related to n) selected uniformly at
random from {0, 1}k.

– Perfect Special honest verifier zero-knowledge (SHVZK). There ex-
ists a probabilistic polynomial-time (PPT) simulator S, which on input x
(where there exists a w such that (x,w) ∈ R) and a random challenge string
ê, outputs an accepting conversation of the form (â, ê, ẑ), with the same prob-
ability distribution as that of the real conversation (a, e, z) between the honest
P (w), V on input x.

Σ-protocols have been proved to be a very powerful cryptographic tool and are
widely used in numerous important cryptographic applications including digital
signatures, efficient electronic payment systems, electronic voting systems, et al.
We remark that a very large number of Σ-protocols have been developed in the
literature, mainly in the field of applied cryptography and in industry. Below,
we give Σ-protocol examples for DLP and RSA.

Σ-Protocol for DLP [9]. The following is a Σ-protocol < P, V > proposed
by Schnorr [9] for proving the knowledge of discrete logarithm, w, for a common
input of the form (p, q, g, h) such that h = gw mod p, where on a security
parameter n, p is a uniformly selected n-bit prime such that q = (p − 1)/2 is
also a prime, g is an element in Z∗

p of order q. It is also actually the first efficient
Σ-protocol proposed in the literature.
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– P chooses r at random in Zq and sends a = gr mod p to V .
– V chooses a challenge e at random in Z2k and sends it to P . Here, k is fixed

such that 2k < q.
– P sends z = r + ew mod q to V , who checks that gz = ahe mod p, that p, q

are prime and that g, h have order q, and accepts iff this is the case.

Σ-Protocol for RSA [7]. Let n be an RSA modulus and q be a prime. Assume
we are given some element y ∈ Z∗

n, and P knows an element w such that wq = y
mod n. The following protocol is a Σ-protocol for proving the knowledge of q-th
roots modulo n.

– P chooses r at random in Z∗
n and sends a = rq mod n to V .

– V chooses a challenge e at random in Z2k and sends it to P . Here, k is fixed
such that 2k < q.

– P sends z = rwe mod n to V , who checks that zq = aye mod n, that q is
a prime, that gcd(a, n) = gcd(y, n) = 1, and accepts iff this is the case.

The OR-proof of Σ-protocols [3]. One basic construction with Σ-protocols
allows a prover to show that given two inputs x0, x1, it knows a w such that
either (x0, w) ∈ R0 or (x1, w) ∈ R1, but without revealing which is the case.
Specifically, given two Σ-protocols 〈Pb, Vb〉 for Rb, b ∈ {0, 1}, with random chal-
lenges of, without loss of generality, the same length k, consider the following
protocol 〈P, V 〉, which we call ΣOR. The common input of 〈P, V 〉 is (x0, x1) and
P has a private input w such that (xb, w) ∈ Rb.

– P computes the first message ab in 〈Pb, Vb〉, using xb, w as private inputs. P
chooses e1−b at random, runs the SHVZK simulator of 〈P1−b, V1−b〉 on input
(x1−b, e1−b), and let (a1−b, e1−b, z1−b) be the simulated conversation. P now
sends a0, a1 to V .

– V chooses a random k-bit string e and sends it to P .
– P sets eb = e ⊕ e1−b and computes the answer zb to challenge eb using

(xb, ab, eb, w) as input. He sends (e0, z0, e1, z1) to V .
– V checks that e = e0 ⊕ e1 and that both (a0, e0, zo) and (a1, e1, z1) are

accepting conversations with respect to (x0, R0) and (x1, R1), respectively.

Theorem 1. [4] The above protocol ΣOR is a Σ-protocol for ROR, where ROR =
{((x0, x1), w)|(x0, w) ∈ R0 or (x1, w) ∈ R1}. Moreover, for any malicious ver-
ifier V ∗, the probability distribution of conversations between P and V ∗, where
w satisfies (xb, w) ∈ Rb, is independent of b. That is, ΣOR is perfectly witness
indistinguishable.

2.2 Description of Protocol

Let X and Y be two parties, and let fX and fY be two one-way functions
that admit Σ-protocols. The following description of protocol is taken from
[4, 2], in which X plays the role of identification prover and Y plays the role
of identification verifier.
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Key Generation. On a security parameter n, randomly select xX and xY of
length n each in the domains of fX and fY respectively, compute pkX =
fX(xX) and pkY = fY (xY ). pkX and pkY are the public-keys of X and Y
respectively and xX and xY are their corresponding secret-keys.

The ID Protocol. In order to identify himself to the intended verifier Y with
public-key pkY , X proves to Y that he knows either the preimage of pkX

(i.e. xX) or the preimage of pkY (i.e. xY ), by executing the ΣOR-protocol
on common input (pkX , pkY ). We denote by aXY , eXY , zXY the first, the
second and the third message of the ΣOR-protocol respectively.

3 Two Man-in-the-Middle Attacks

In this section, we show two attacks on the Cramer-Damg̊ard ID scheme in some
reasonable settings: one replaying attack and one interleaving attack.

3.1 The Replaying Attack

As shown in [2, 4], the intended-verifier property of the Cramer-Damg̊ard ID
scheme prevents a malicious verifier to pass as the prover to another different
verifier. But, we observe that a simple replaying attack enables an adversary
(the man-in-the-middle) to identify himself as the (honest) verifier to the (hon-
est) prover. In other words, the Cramer-Damg̊ard ID scheme suffers from the
man-in-the-middle attack when it is used for mutual identification purpose be-
tween two players X and Y , in which both X and Y identify themselves to each
other concurrently with reversed playing role in the two concurrent protocol
executions.

Now, suppose X (with public-key pkX) is identifying himself to Y (with
public-key pkY ) and an adversary A (i.e. the man-in-the-middle) controls the
communication channel between X and Y and wants to identify himself as Y to
X . The following is the message schedule of the adversary:

Move-1: After receiving aXY from X , A sets aY X = aXY and sends aY X back
to X .

Move-2: After receiving the random challenge eY X from X , A sets eXY = eY X

and sends back eXY as the random challenge to X .
Move-3: After receiving zXY from X , A sets zY X = zXY and sends zY X back

to X .

Clearly, if X can successfully identify himself to Y (which means
(aXY , eXY , zXY ) is an accepting conversation on (pkX , pkY ) with X playing the
role of identification prover and Y playing the role of identification verifier), then
(aY X , eY X , zY X) is also an accepting conversation on (pkY , pkX) with X playing
the role of identification verifier and the adversary A playing the role of iden-
tification prover (which means that A has successfully impersonated himself as
Y to X).
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3.2 The Interleaving Attack

We consider a scenario in which two parties X (with public-key pkX) and Y
(with public-key pkY ) identify each other internally, but they externally identify
themselves as a group with public-key (pkX , pkY ) to outside parties (say, a third
party T with public-key pkT ). That is, when X (or Y ) identifies himself to an
outsider party T , X (or Y ) just convinces T that he is either X or Y without
revealing exactly who he is. Specifically, X (or Y ) convinces T that he knows the
preimage of either pkX or pkY or pkT , by executing the ΣOR on (pkX , pkY , pkT )
with pkX (or pkY respectively) as his private witness. We remark that this
scenario is meaningful in certain applications. Now, suppose the honest player
X is identifying himself to the honest player Y , then we show an interleaving
attack that enables an adversary A (i.e. the man-in-the-middle who controls
the communication channel between X and Y ) to convince T that he is one
member of the player group {X,Y } (i.e. he is either X or Y ). The following is
the specification of the interleaving message schedule of A who is the man-in-
the-middle between X and Y . We remark the interleaving attack is ingenious in
comparison with the above simple replaying attack.

Move-1: After receiving aXY from X , A first generates a simulated conversa-
tion that he knows the preimage of pkT (by running the SHVZK simulator
as shown in the description of ΣOR). Denote by (âT , êT , ẑT ) the simulated
transcript, where êT is a random string. Then, A sends (aXY , âT ) to T .

Move-2: After receiving the random challenge eT from T , A sets eXY = eT⊕êT ,
and sends eXY to X as the random challenge in the protocol execution
between X and Y .

Move-3: After receiving zXY from X , A sends (zXY , ẑT ) to T .

Note that from the point view of T : (âT , êT , ẑT ) is an accepting conversation on
pkT , (aXY , eXY , zXY ) is an accepting conversation on (pkX , pkY ) for proving the
knowledge of the preimage of either pkX or pkY , and furthermore eXY ⊕êT = eT .
This means A has successfully identified himself to T as one member of the player
group {X,Y }.

4 Concluding Remarks

Identification protocol is one of the major cryptographic applications, especially
in E-commerce over the Internet, and the Cramer-Damg̊ard intended-verifier ID
scheme is a famous one (due to its conceptual simpleness and highly practical ef-
ficiency) that may have been employed in practice. Though the intended-verifier
property is necessary to prevent man-in-the-middle attacks of certain types, but
as shown in this work, the intended-verifier property (i.e. letting the verifier
also have his public-key) brings other security issues. Note that the two attacks
shown in this work are all related to the intended-verifier property. In particu-
lar, if the identification verifier (e.g. Y ) has no public-key (say, pkY ), but, rather
freshly generates and sends the “public-key message” (i.e. pkY ) to the identifi-
cation prover in each invocation, then our attacks will not work. But a verifier
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with a public-key suffers from other security vulnerabilities, as we mentioned in
Section 1. We note that the security vulnerabilities we reported in this paper are
not an incidental phenomenon. Actually, the underlying reason behind the above
two attacks is just the subtleties and complexities of soundness notions of ZK
protocols in public-key models when the verifier has his public-key. Specifically,
Micali and Reyzin showed in [8] that for ZK protocols although an adversary
cannot get more advantages by concurrent interactions than by sequential in-
teractions in the standard model, but, the soundness notion in the public-key
model (when the verifier has his public-key) turns out to be much subtler and
more complex than that in the standard model [8]. In particular, they showed
that in the public-key setting concurrent interactions are strictly more powerful
to an adversary than only sequential interactions.

Acknowledgements. The first author is indebted to Moti Yung for his many
valuable discussions and comments.
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Abstract. Intrusion tolerance is an emerging network security tech-
nique, which enables the victim server systems to continue offering ser-
vices (or degraded services) after being attacked. A state transition model
has been presented to describe the dynamic behaviors of intrusion toler-
ant systems. In this paper, we build an attack finite state system based
on the recent network attacks, and use SMV, a model checking tool, to
analyze the intrusion tolerant systems by the interaction of the system
model and the attack model. The analysis results demonstrate that not
all types of attacks can be mapped to the system model. We improve this
state transition model, whose correctness is proved by SMV. In addition,
we give two attack instances mapped to our improved model.

1 Introduction

Intrusion tolerance [1] is an emerging network security technique that aims to en-
able systems to continue offering normal services or degraded services after being
attacked. As modern computer systems become more complex, it is inevitable
that there exist some security vulnerabilities in large-scale systems. Moreover,
the attack methods are various and unpredictable. So it is, in many cases, more
important to determine whether a victim server can continue offering services
than to determine which type of attack has occurred. Intrusion tolerant systems
are measures we take to keep the compromised system functioning properly.
There are several types of attacks, such as compromise of confidentiality, com-
promise of data integrity and compromise of user/client authentication, etc. An
attack intrusion tolerant system is inherently tied to functions and services that
require protection.

Systematic research on intrusion tolerance has emerged since 1999, and some
advancement has been achieved recently [2]. However, little attention has been
paid to the formal verification of intrusion tolerant systems, so we cannot en-
sure that the system implement or the system model indeed satisfies certain
specifications.
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Model checking [3, 4, 5] is a formal verification technique, which verifies whether
a model M, often deriving from a hardware or software design, satisfies a log-
ical specification S, i.e. M |= S. Model checking has been applied successfully
in several areas, particularly in the verification of digital circuits and commu-
nication protocols. In the early stage, while checking finite-state system, states
were represented explicitly and the model-checking algorithm explored the whole
state space. However, as the system becomes large, state explosion problem may
occur. Symbolic model checking is developed to solve this problem to some ex-
tent, and is so called because sets of states are represented by Boolean functions.
Moreover, model-checking algorithms are improved to reduce the size of state
space. SMV (Symbolic Model Verifier), which was developed by K. McMillan
[6], is one of the symbolic model checking tools. It is practical even for large
systems.

This paper presents the SMV analysis and improvement of the intrusion tol-
erant systems and discusses how two of the known network security attacks fit
into the model. The rest of the paper is organized as follows. Section 2 introduces
symbolic model checking, SMV and CTL. Section 3 presents the intrusion toler-
ant system and attack state transition models in detail. Section 4 uses SMV to
verify the model by interacting of the two models. Section 5 improves the origi-
nal intrusion tolerant system model and also uses SMV to verify its properties.
Section 6 describes two known network attacks, and show how the target system
is mapped to the state transition model. We summarize the paper in Section 7.

2 Symbolic Model Checking, SMV and CTL

In symbolic model checking, Boolean functions are represented as OBDDs [7],
and the set of states satisfying temporal logic specifications are calculated accord-
ing to the fixed-point theory. Using a symbolic model checker to verify whether
a system satisfies a property includes three steps:

1. Model the system using the description language of a model checker, arriving
at a model M .

2. Code the property using the specification language of the model checker,
resulting in a temporal logic formula φ.

3. Run the symbolic model checker with inputs M and φ. The model checker
outputs ’true’ if M satisfies φ (M |= φ) and ’no’ otherwise; in the latter case,
most model checkers also output a trace of system behavior, which causes
this failure.

SMV (figure 1) is a well-known symbolic model checker originally developed by
Ken McMillan. Its main idea is to utilize symbolic model checking algorithm to
verify whether a system model satisfies a specification expressed by a Compu-
tation Tree Logic (CTL) formula. SMV is applied widely in the verification of
complex digital circuits and communication protocols.

SMV is a model checker for the temporal logic Computation Tree Logic (CTL),
and that the systems to be verified are finite state transition systems described
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Fig. 1. SMV

in SMV language. CTL is a temporal logic, having connectives that allow us
to refer to future. It is also a branching-time logic, which means that its model
of time is a tree-like structure in which the future is not determined; there are
different paths in the future, and one of which might be the ’actual’ path that
is realized. The syntax of CTL is defined as follows:

1. Atomic formulas are CTL formulas;
2. If f and g are CTL formulas, ¬f , (f ∨ g), (f ∧ g), AXf , EXf , AFf , EFf ,

AGf , EGf , A(fUg), E(fUg) are CTL formulas.

The symbols A (along all paths) and E (along at least one path) are path
operators. The symbols X (next state), F (some future state), G (all future
states) and U (until) are state operators. Path operators and state operators
must appear in pair.

3 State Transition Model for Intrusion Tolerant System
(STMITS) and Attack State Transition Model (ASTM)

3.1 Overview of STMITS

Figure 2 [8] depicts the intrusion tolerant system state transition model. This
model represents the system configuration that depends on the actual security
requirements. The system is in vulnerable state V if it enables a user to use
the resource without authorization, or there is a flaw or a hole (of the software
or/and of the hardware) in the system. If the system management detects the
penetration and exploration phases of an attack, it can take some strategies
to bring the system from the state V back to the good state G. Otherwise
the system will enter the active attack state A. If the system can mask the
attack’s impact, the system will enter masked compromised state MC. If the
intrusion tolerance strategies fail to recognize the active attack state and limit
the damage, the system will enter undetected compromised state UC. When an
active attack in exploitation phase is detected, the system will enter the triage
state TR. According to protect the functions and services, the system can recover
to state G, or enter the graceful degradation state GD. If the system fails to offer
degraded service, it will enter fail-secure state FS. If all of the above strategies
fail, the system will enter failed state F . Recovering the full services after an
attack and returning to the good state by manual intervention is represented by
transitions denoted with dashed lines.

The system enables multiple intrusion tolerance strategies to exist and sup-
ports different levels of security requirements. The system focuses on impacts
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Fig. 2. State transition model for intrusion tolerant system

rather than specific attack procedures, so if some unknown attacks’ effect can be
mapped to the model, we can use the model to deal with such unknown attacks.

3.2 Attack State Transition Model

When an attack occurs, the attacker’s actions should be simultaneous with the
behaviors of the system being attacked. The state of the system is the result
of the interaction of the system behaviors and the attack behaviors. According
to the network attack instances and the state transition diagram of intrusion
tolerant system, we construct the attack state transition model (figure 3).

Initially, the attacker continues spying the server system to seek occasions to
attack the server, so the initial state of the model is CS (continually spying the
server).

With the development of mutual firewall technique and the intrusion detec-
tion systems (IDS), it becomes more difficult for attackers to intrude the server
before a new fault (in software or in hardware) is found. Nowadays, attackers
usually attack the server indirectly by exploiting the vulnerability of the net-
work infrastructure. If such attack occurs, although the server doesn’t have any
faults, the attack state will transfer from continually spying state CS to attack
beginning state BA.

Recently, much research has been focused on Distributed Denial of Service
(DDoS) attack [9]. Some researchers have found over 12,000 DDoS attacks in
three weeks, and the actual number may be much higher [10]. Most researchers
believe that DDoS attacks will constitute an increasing threat to the Internet
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Fig. 3. Attack state transition model

in the future [11]. DDoS attacks are attacks on systems designed to cause a loss
of service to users. Such attacks are not designed to gain access to the systems;
their sole purpose is to simply deny authorized access to systems. Such attacks
rely on neither any specific network protocol nor any faults in the systems. When
the attackers disrupt the system in this way, the attack state will transit from
state CS to state BA.

When there are faults in the server systems, the attacker will enter state AS.
When the server system is updated before the attackers begin an attack, the
attack state will transit back to state CS. If the attackers attack the system
successfully by exploiting these system faults, the attack will be brought back
to state BA.

In the state BA, if the server system doesn’t detect the attack but masks the
attack’s impact, the attacker will enter state CS. If the system detects the attack,
it will take some tolerant intrusion strategies to eliminate the impacts produced
by the attack. During the tolerance stage the attackers are still attacking the
system, so the attack will remain in state BA. If the intrusion tolerant strategies
succeed, the attack fails and the attack state will transit back to state CS. If
the system provides degradation service, the attack will enter state PS.

4 SMV Analysis of the State Transition Models

When we use SMV to verify a concurrent system, the states of the system must
be finite. Since the states of STMITS and the states of ASTM are both finite,
we can use SMV to verify them.

4.1 Description for the System Model

The intrusion tolerant process includes two parts: {server, attack}. In our SMV
program, we use parallel modules to describe the server and the attack.
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In the SMV modules, the next state is determined by the message input
buffer and the state transition variables. If there are legal messages or the state
transition variable is true, it can use operand ’init()’ or ’next()’. The operand
’init()’ stands for the initial state or the initial value of message sent to the other
model. The operand ’next()’ stands for the value of state variable in the next
state or the value of the message sent to the other module in the next state.

1. According to the state transition model for the server (figure 2):

In the server module, the server state is denoted by the variable state. So
the set of the possible values of state is
{good, vulnerable, active_attack, mc, uc,triage,
fs, degradation, failed},
where ’good’ denotes the state G, ’vulnerable’ denotes the state V , etc.

The set of message buff_s_to_a denotes the message buffer, which the
server may send to attack, is
{nones, entered_v, detected_before_attack,undetected_but_masked,
undetected_non_masked, intrusion_tolerance_triggered,
recovery_without_degradation,fail_secure_measure,
graceful_degradation, fail_with_alarm,
restoration_reconfiguration_evolution}, where ’nones’ means no mes-
sages.

The server module has three state transition variables, v_begin,
att_begin and tri_begin. v_begin is a Boolean variable. If there is a fault
in the server, v_begin is true. In this case the initial state of the server
is ’vulnerable’ and the initial output message is ’entered_v’. Otherwise,
init(state) := good, and init(buff_s_to_a) := nones.

When the server is in ’active_attack’ state, its state transition variable
is att_begin. The value set of att_begin is {0, 1, 2}. When the server is in
’triage’ state, its state transition variable is tri_begin, and its value set
is {0, 1, 2, 3}. The transition label in figure 1 illustrates what such integer
values stand for. When the server is in ’good’ state, the attacker is not able to
find any holes in the server, and the server’s next state is ’good’, next output
message is ’nones’. In other cases, next value of state and buff_s_to_a can
be obtained according to figure 2 in the similar way, and we will not show
all the details due to limited space.

The SMV module for server model is simply described as follows (the full
module is omitted for limited space):

Module server_prc(v_begin, att_begin, tri_begin, buff_in)

{ input v_begin : boolean;
input att_begin : {0,1,2};
input tri_begin :{0,1,2,3};
input buff_in : {nonea, undirected_a,exploits_b};
buff_s_to_a : {...};
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state : {...};
if(v_begin) {

init(state):=vulnerable;
init(buff_s_to_a) := enter_v;}

else {
init(state) := good;
init(buff_s_to_a) := nones;}

switch(state){ good: {next(state) := good;
next(buff_s_to_a) :=nones;}
vulnerable : . . .
.
.
.}

}

2. According to the attack state transition model (figure 3):

In the attack module, the attack state is also denoted by the variable state,
and the value set of state is {spying,attacking,
server_in_v, partly_success}. The set of message buff_a_to_s denotes
the message buffer, which the attack may send to the server, is {nonea,
undirected_attack,exploits_begin}, where ’nonea’ means no messages.
When the attack is in the initial state, the attacker spies the server, and
if there is a fault in the server, the attacker will attack the server. So the
attack’s initial state is ’server_in_v’, and meanwhile sends the message
’exploit_b’ to the server model. If there are no faults in the server, the
attacker may attack the server indirectly, and the attack’s initial state is
’spying’, the initial message sent to the server model, is ’undirected_a’. In
other cases, next value of state and buff_a_to_s can be obtained according
to figure 3 in similar way.

The SMV module for attack model is simply described as follows (the full
module is omitted for limited space):

Module attack_prc(buff_in){

input buff_in : {...};
buff_a_to_s : {...};
state : {...};
if(buff_in = in_v)
{ init(state):= server_in_v;

init(buff_s_to_a):= exploits_b;}
else

{init(state) := spying;
init(buff_a_to_s) := undirected_a;}

switch(state)
{ spying : ...
partly_success :...
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.

.

. }
}

3. The main module
In the main module, server and attack module run parallel. Module server’s
variable buff_s_to_a is module attack’s input buff_in, and module attack’s
variable buff_a_to_s is module server’s input buff_in. The main module
is as follows:

Module main(){

v : boolean;
tri : {0,1,2,3};
att : boolean;
attack :attack_prc(server.buff_s_to_a);
server : server_prc(v, att, tri, attack.buff_a_to_s);
assert G((server.state=active_attack)-> (attack.state=attacking));
assert G((attack.state=attacking)-> (server.state=active_attack));
assert G((server.state=active_attack)-> F(server.state=good));

assert G((attack.state=attacking)->F((attack.state=spying)
|(attack.state=partly_success)));

assert G((attack.state=partly_success)-> F(attack.state=spying));
}

4.2 System Specifications

Whenever the server is being attacked, the attacker must be attacking it at the
same time. Expressed as a CTL formula, such specification is

AG((server.state = active_attack) → (attack.state = attacking)) (1)

Another important specification to verify is that the intrusion tolerant sys-
tem can manifest all types of attack, that is if the attacker is in attack state,
the server must be in being attacked state. Expressed as a CTL formula, such
specification is

AG((attack.state = attacking)→ (server.state = active_attack)) (2)

The whole CTL formula (2) means that in all paths of the intrusion tolerant
system, as long as the attacker enters ’attacking’ state, the server will enter
’active_attack’ state.

For the whole intrusion tolerant system, if the server has been attacked, it will
be recovered in the future. Expressed as a CTL formula, such specification is

AG((server.state = active_attack) → AF (server.state = good)) (3)
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Mapped to ASTM, when the attacker attacks the server, the server can take
some intrusion tolerant strategies, and then the server will continually offer ser-
vice or degraded service. In another words, all the successful-attacking state will
return to the state PS or state CS. Expressed as a CTL formula, such specifi-
cation is

AG((attack.state = attacking)→ AF ((attack.state = spying)|(attack.state =
(4)partly_success)))

All providing-degraded-service states of the server will transmit to initial state
G. Mapped to ASTM, the partly attack success state will return to state CS.
Expressed as a CTL formula, such specification is

AG((attack.state = partly_success)→ AF (attack.state = spying)). (5)

4.3 Verification Results

We run SMV with above modules, and the verification results show that spec-
ification (1) is true. Specification (2) is false, and SMV gives the counter path:
when the attack model transmits from state CS to state BA, the server is still
in state G, rather than enter state A. The indirect attacks cannot be mapped to
the intrusion tolerant system. Specification (3) is true. Specification (4) is false,
and SMV gives the concurred path, where the attacker enters state BA, but
the server model is still in state G. The concurred path shows that the server
model cannot tolerate the indirect attacks. Specification (5) is true. So we can
conclude that the state transition model for intrusion tolerant system is not
complete, that is, not all types of attack can be mapped to such model. More
details are omitted here due to the limited space.

5 Improved-STMITS and Its SMV Analysis

5.1 Improved Model

The indirect attack and DDoS attack cannot be mapped to the original intrusion
system model. The two types of attacks may occur even though there is no
vulnerability in the system, and during such attack process, the server enters
state A from state G.

Although there are not effective methods to avoid DDoS attacks and it is very
difficult to trace the DDoS attacks’ organizers, some intrusion tolerant strategies
have been put forward, such as Source Path Isolation Engine (SPIE)[13], Internet
firewall, and North America’s sink hole [12].

In order to map all types attacks to the intrusion tolerant system model, we
change the original model by adding the state transition from state G to state
A, that is, the system can enter state A directly without passing state V . This
transition stands for the system being attacked indirectly or suffering from DDoS
attack. Figure 4 depicts the improved-model.
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Fig. 4. Improved model

5.2 SMV Analysis of the Improved Model

There is no change in the attack module, so we only need to modify the server
module in the original SMV program. The main change is that when the server
is in state G, if the message sent by the attack is ’undirected_a’, the server will
enter state A. The SMV program for the improved model is simply described as
follows:

Module server_prc(v_begin, att_begin, tri_begin, buff_in)
{ . . .

if(v_begin)
{init(state) :=vulnerable; init(buff_s_to_a) := enter_v;}
else {init(state) := good; init(buff_s_to_a) := nones;}
switch(state){
good: {

if(buf_in=undirected_a)
{next(state) := active_attack;
if (att_begin=0)

{next(buff_s_to_a):=but_masked;}
else if(att_begin=1)
{next(buff_s_to_a) := n_m;}

else
{next(buff_s_to_a) := tolerance;}
}
else {next(state):= good; next(buff_s_to_a):= nones;}
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vulnerable : . . .
}

}
}

We verify the improved model using the above SMV program, and the verifica-
tion result shows that the five specifications in section 4.2 are all true.

6 Case Studies of the Improved-Model

6.1 Indirect Attacks

Cisco Internet Operating System (IOS) is Cisco’s proprietary routing software
and the core operating system running on Cisco routers. CSCdp58462 (Cisco Bug
ID) is a Cisco IOS buffer overflow vulnerability, which attackers can exploit to
run arbitrary instructions, or carry out DoS attacks. The detailed information of
this vulnerability can be found in [13]. When the server’s ISP uses the network
infrastructures with Cisco IOS, the attackers can directly attack the network
infrastructures, which provide service for the server, to compromise the usability
of the server indirectly.

Figure 5 depicts the whole attack and the intrusion tolerant procedure mapped
to the improved model. The server is in state G initially, and the attackers begin
to attack the router, bringing the server to state AS. Once ISP detects the
attack, the server enters state TR. When ISP updates IOS, the server can go
back to state G. In state A, if ISP is not aware of the fault of IOS or what
type of attack has occurred, the server will enter state UC. If the server changes
another ISP, it will return to state G, and continue offering the service without
degradation.

6.2 TCP SYN Flooding Attack

Figure 6 illustrates the process of TCP SYN flooding attack. Such attack may
exhaust the resource of the server by making use of TCP protocol’s three-way

Fig. 5. State transition diagram for indirect attack
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Fig. 6. TCP SYN attack

handshake mechanism. When a client attempts to establish a TCP connection
to a server, the client first sends an SYN message to the server. The server then
acknowledges the SYN by sending an SYN_ACK back to the client, and waits for
the ACK message from the client. If the ACK message of the client cannot arrive
at the server, the server will send the SYN_ACK message to the client again, and
after SYN Timeout (about 30s-2min), throws away the connection. If a malicious
attacker sends mass TCP SYN packet to the server’s TCP port and makes a lot
of half-open connections, the server will consume very much resource to maintain
a large half-open connection table. If the server’s TCP/IP protocol stack is lack
of robustness, it will cause memory error. Even if the server is robust enough,
the server is busy in dealing with the attacker’s forged TCP connection request,
and unable to deal with normal requests.

There are many schemes to defend against DDoS attacks, but none of them
can solve the problem thoroughly. At present, the main techniques to defend
against DDoS attacks are attack detection and filters.

When the server is being attacked, the server is in state A. The system admin-
istrator can detect the attack very easily by using intrusion detection system or
with the connected routers. The detection standards include the abnormal high
data flow and the abnormal reduction of the service performance. If data flow at
one of the server’s TCP ports is too high and most of the packets are TCP SYN

Fig. 7. State transition diagram for DDoS attack
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packets, it can be ascertained that the server is being DDoS attacked and the
server enters state TR. In this state, the server uses TcpDump to check the SYN
packet, and records the features of the packet. If the address of sending the SYN
packets is RFC1918’s private address, it can configure the access control list on
the subway router to filter the private address packets. The upstream routers of
the network providing service to the server limit the largest network flow to the
server being attacked. Meanwhile, contact the upper ISP, tell them the features
of the packets, and let them filter the packets in their network. There are, as
yet, no effective measures to defend against DDoS attacks, so in this case, the
server’s performance has to be degraded and the server enters state GD. If all
above strategies fail, the server enters state F . After the attack ceases, the server
returns to state G. Figure 7 shows the whole intrusion tolerant process.

7 Conclusions

In this paper, we proposed a formal method for verification of intrusion tolerant
systems. According to general network attacks, we build an attack transition
state model. By interacting of the server model and the attack model, we used
SMV to carry out the verification automatically.

With the development of network technique, there will be more means to
attack server systems. Intrusion tolerant system model should be modified to
deal with such new attacks. The server is in the environment, which includes
network users, ISP’ network, and the server systems. Therefore, not only the
server system’s fault but also other factors can cause the server to be attacked.

According to the verification results, we improved the original model, verified
it with SMV and at last gave the case studies of the improved model.

Our future work includes building a multi-agent system model for intrusion
tolerant systems in a complex network environment, and verifying its temporal
properties with the emerging approaches for model checking multi-agents [14].
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Abstract. Biometrics and smartcards have the potential to be a very
useful combination of technology. Among the various biometrics techno-
logical advances in use today, fingerprint recognition seems to be partic-
ularly suitable for smartcard systems. In 2002, Lee-Ryu-Yoo proposed a
fingerprint-based remote user authentication scheme using smartcards.
This scheme, however, was found to be potentially vulnerable to some
forgery attacks and is not easily repairable. The current paper presents
an improved scheme that is more secure and efficient.

Keyword: User authentication, Smartcard, Fingerprint verification.

1 Introduction

User authentication is an important part of security, along with confidentiality
and integrity, for systems that allow remote access over untrustworthy networks,
like the Internet. Traditional remote user authentication methods mainly employ
the possession of a token (magnetic card, etc.) and/or the knowledge of a secret
(password, etc.) in order to establish the identity of an individual. A token, how-
ever, can be lost, stolen, misplaced, or willingly given to an unauthorized user,
and a secret can be forgotten, guessed, or unwillingly-or willingly-disclosed to an
unauthorized user. The science of biometrics has emerged as a powerful tool for
remote user authentication systems. Since it is based on physiological and behav-
ioral characteristics of the individual, biometrics does not suffer from the disad-
vantages of traditional methods [1]. Also, biometrics and smartcards have the po-
tential to be a very useful combination of technology. First, the security and con-
venience of biometrics allow for the implementation of high-security applications
regarding smartcards. Second, smartcards represent a secure and portable way of
storing biometric templates, which would otherwise need to be stored in a central
database. Among the various biometric technological tools in use today, finger-
print recognition seems to be particularly suitable for smartcard systems [1].

In 1981, Lamport [2] proposed a remote password authentication scheme us-
ing a password table to achieve user authentication. In 2000, Hwang and Li [3]
pointed out that Lamport’s scheme suffers from the risk of a modified pass-
word table. Also, there is the cost of protecting and maintaining the password
� Corresponding author.
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table. Therefore, they proposed a new user authentication scheme using smart
cards based on the ElGamal public key cryptosystem [4] to eliminate risks and
costs. Hwang and Li’s scheme can withstand replay attacks and it can also au-
thenticate users without maintaining a password table. In 2002, Lee-Ryu-Yoo
[5] proposed an improved version of Hwang and Li’s scheme by using a finger-
print verification mechanism in the user’s smartcard and two secret keys for the
servers. Their scheme strengthened system security by verifying the smartcard
owner’s fingerprints. Their fingerprint verification method is based on minutiae
extraction and matching [6, 7, 8]. Lee-Ryu-Yoo scheme, however, was found to be
potentially vulnerable to some forgery attacks [9, 10]. In 2005, Ku-Chang-Chiang
also pointed out that Lee-Ryu-Yoo is still vulnerable to forgery attacks and is
not easily repairable [11].

Accordingly, the current paper presents an improved scheme with better secu-
rity and efficiency than Lee-Ryu-Yoo’s scheme. In addition, the proposed scheme
achieves the same advantages as Lee-Ryu-Yoo’s scheme that employs a finger-
print verification mechanism to strengthen its security, plus it has the following
merits: (1) The proposed scheme can resist forgery attacks and is repairable, (2)
users can freely choose and securely change their password, and (3) the compu-
tational costs are less than Lee-Ryu-Yoo’s scheme.

This paper is organized as follows: In Section 2, Lee-Ryu-Yoo scheme is
briefly reviewed and then, Ku-Chang-Chiang’s cryptanalysis on the Lee-Ryu-Yoo
scheme in presented. In Section 3, an improved Lee-Ryu-Yoo’s fingerprint-based
remote user authentication scheme using smartcards is propsed. In Section 4 and
5, the security and efficiency of the proposed scheme is analyzed. Finally, the
conclusion is offered in Section 6.

2 Related Research

In this section, Lee-Ryu-Yoo scheme is briefly reviewed and then Ku-Chang-
Chiang’s cryptanalysis on the scheme is offered. The notations used to describe
Lee-Ryu-Yoo scheme and the proposed scheme are described as follows:

– Ui represents a legal user.
– IDi and PWi denote the identity and password of Ui, respectively.
– S represents the remote server (system).
– SK1 and SK2 denote two secret keys of S.
– f(·) denotes a public one-way hash function.
– p denotes a public large prime.
– ⊕ represents the bitwise XOR operator.
– T represents the current timestamp of the input device.
– T ′ represents the receiving timestamp of the system.

2.1 Review of Lee-Ryu-Yoo Scheme

There are three phases in Lee-Ryu-Yoo scheme including a registration phase,
a login phase and an authentication phase. These three phases are reviewed in
the following:
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Registration Phase
R1. Ui submits IDi to S for registration.
R2. S computes ID′

i = (IDi)SK1 mod p and PWi = (ID′
i)

SK2 mod p.
R3. S delivers PWi and a smartcard containing (f(·), p) to Ui through a secure

channel.

Login Phase
L1. Ui inserts his smartcard into the card reader, keys in IDi and PWi, and

imprints his fingerprint on the fingerprint input device. If the fingerprint of
Ui is not successfully verified, the login process is terminated.

L2. Ui’s smartcard generates a random number r using coordinates of the minu-
tia of an input fingerprint, and then computes
C1 = (IDi)r mod p,
t = f(T ⊕ PWi) mod (p− 1),
M = (IDi)t mod p,
C2 = M(PWi)r mod p, where T is the current timestamp.

L3. Ui’s smartcard outputs (C1, C2, T ), and then Ui sends his login request
message C = (IDi, C1, C2, T ) to S.

Authentication Phase
A1. Upon receiving Ui’s login request message C at time T ′, S checks the validity

of IDi. If IDi is not a valid identity, S rejects Ui’s login request.
A2. If (T ′ − T ) ≥ ΔT , where ΔT denotes the expected valid time interval for a

transmission delay, S rejects Ui’s login request.
A3. If the equation C2(CSK2

1 )−1 mod P = (IDSK1
i )f(T⊕PWi) mod p holds, S

accepts Ui’s login request. Otherwise, S rejects Ui’s login request.

2.2 Ku-Chang-Chiang’s Cryptanalysis

Ku-Chang-Chiang presented an effective forgery attack on Lee-Ryu-Yoo scheme
and determined that the scheme is not easily repairable. The attacks are sum-
marized as follows:

Forgery Attack
(1) Suppose that the impersonation target of the adversary is Ui, a specific

privileged user of S. The adversary can try to find IDa with a valid for-
mat such that IDa = IDk

i mod p, where k is an integer within the interval
[2, p− 2].

(2) If the adversary succeeds in finding such an IDa, he submits IDa to S for
registration. Then, S will compute ID′

a = (IDa)SK1 mod p and PWa =
(IDa)SK2 mod p, and then will deliver PWa and a smartcard containing
(f(·), p) to the adversary.

(3) Next, the adversary can compute

PW−k
a mod p = (IDa)SK2×(−k) mod p

= (ID−k
a )SK1×(SK2) mod p

= (IDi)SK1×(SK2) mod p,

which yields PWi.
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(4) From now on, the adversary can use IDi and PWi to impersonate Ui in
order to log-in S. As Ui is a privileged user, such an impersonation attack
may result in serious security problems. Note that Ui’s smartcard is not
involved in the above attack.

Repairable Problem
Suppose that the adversary has obtained Ui’s password PWi by performing the
above forgery attack. Such an attack cannot be prohibited even if Ui has detected
that PWi has been compromised. As PWi = (ID′

i)
SK2 mod p = (IDSK1

i )SK2

mod p, the value of PWi is determined only by IDi, SK1 and SK2. Since SK1
and SK2, however, are commonly used for authenticating all users rather than
what is specifically used for only Ui, it is unreasonable that S should change SK1
and SK2 to recover the security of Ui only. In addition, it is also impractical to
change IDi, which should be uniquely tied to Ui.

3 Proposed Scheme

This section proposes an improvements on Lee-Ryu-Yoo’s fingerprint-based re-
mote user authentication scheme using smartcards. There are three phases in
the proposed scheme including registration, login and authentication. Before ac-
cessing a remote system, a new user has to personally imprint his fingerprint on
the input device and offer his identity to the system in the registration center.
The proposed scheme is illustrated in Figure 1.

Registration Phase
R.1 Ui selects IDi, PWi and a random number N freely. Then, Ui personally

imprints his fingerprint on the input device. Then, Ui computes f(PWi, N)
and sends IDi and f(PWi, N) to S.

R.2 If it is Ui’s initial registration, S creates an entry for Ui in the account
database and stores n = 0 in this entry. Otherwise, S sets n = n + 1
in the existing entry for Ui. Next, S computes K = f(SK1, IDi, n) and
R = K ⊕ f(PWi, N), and then writes {R, f(·)} into Ui’s smartcard and
releases it to Ui through a secure channel.

R.3 Ui enters N into his smartcard.

Login Phase
L1. Ui inserts his smartcard into the card reader, keys in IDi and PWi, and

imprints his fingerprint on the fingerprint input device. If the fingerprint of
Ui is not successfully verified, the login process is terminated.

L2. Ui’s smartcard computes f(PWi, N) by using stored N and extracts K =
R⊕ f(PWi, N).

L3. Ui’s smartcard generates a random number r using coordinates of the minu-
tia of the input fingerprint, and then computes C1 = f(K, r, T ), where T is
the current timestamp.

L4. Ui’s smartcard outputs (r, C1, T ), and then Ui sends his login request mes-
sage C = (IDi, r, C1, T ) to S.
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Authentication Phase
A1. Upon receiving Ui’s login request message C at time T ′, S checks the validity

of IDi. If IDi is not a valid identity, S rejects Ui’s login request.
A2. If (T ′ − T ) ≥ ΔT , where ΔT denotes the expected valid time interval for a

transmission delay, S rejects Ui’s login request.
A3. S retrieves n from the account database of Ui and then computes K ′ =

f(SK1, IDi, n). If the equation C1 = f(K ′, r, T ) holds, S accepts Ui’s login
request. Otherwise, S rejects Ui’s login request.

Password Change
C1. Whenever Ui decides to change the old password to a new password, Ui

imprints his fingerprint on the fingerprint input device.
C2. If the fingerprint of Ui is not successfully verified, the password change

process is terminated. Otherwise, Ui inputs the old password PWi and the
new password PW ′

i .
C3. Ui’s smartcard computes a new R′ = R ⊕ f(PWi, N) ⊕ f(PW ′

i , N), and
then replaces the old R with the new R′ on the smartcard.

Shared Information: f(·)
Information held by User Ui: IDi,PWi

Information held by Remote System S: SK1,IDi,n

User Ui Remote System S

n-th Registration Phase:
Select IDi,PWi,N (IDi, f(PWi, N))−−−−−−−−−−−−−−−→ n ← n + 1

Store IDi and n in Ui’s DB
K ← f(SK1, IDi, n)
R ← K ⊕ f(PWi, N)

Enter N into Smartcard (Smartcard)←−−−−−−−−−−−−−− Store (R, f(·)) in Smartcard
Login Phase:
Input IDi,PWi,fingerprint
Verify fingerprint
Generate r, T
K ← R ⊕ f(PWi, N)
C1 ← f(K, r, T ) C = (IDi, r,C1, T )−−−−−−−−−−−−−−→
Authentication Phase: Verify IDi and T

Retrieve n from Ui’s DB
K′ ← f(SK1, IDi, n)

Verify C1
?= f(K′, r, T )

Fig. 1. Proposed Fingerprint-Based Remote User Authentication Scheme

4 Security Analysis

This section analyzes the security of the proposed fingerprint-based remote user
authentication scheme. First, we define the security terms [12] needed for the
analysis of the proposed scheme.
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Definition 1. A weak secret key (password) is a value of low entropy W (k),
which can be guessed in polynomial time.

Definition 2. A strong secret key is a value of high entropy H(k), which cannot
be guessed in polynomial time.

Definition 3. A secure one-way hash function is a function f , such that for
each x in the domain of f , it is easy to compute f(x); but for essentially all y in
the range of f , it is computationally infeasible to find any x such that y = f(x).

Under the above definitions, the following theorems are used to analyze the
security properties in the proposed scheme.

Theorem 1. The proposed scheme can resist a guessing attack.

Proof. The proposed scheme is based on a secure one-way hash function and
fingerprint verification. Due to the fact that a one-way hash function is compu-
tationally difficult to invert, it is extremely hard for any adversary to derive the
system secret key SK1 from K. Even if the smartcard of Ui is picked up by an
adversary, it is still difficult for the adversary to derive SK1. It’s also difficult for
the adversary to obtain Ui’s password PWi from f(PWi, N), since the adversary
cannot know the random value N .

Theorem 2. The proposed scheme can resist a forgery attack.

Proof. If an adversary tries to forge a valid parameter C1, they must have the
system secret information SK1 or the secret value K of Ui, because C1 must
be derived from K, r or T . This is infeasible, however, as K has to be obtained
from the system’s secret information SK1 because it is a one-way property of
a secure one-way hash function. Therefore, the proposed scheme can resist Ku-
Chang-Chiang’s forgery attack unlike Lee-Ryu-Yoo’s scheme.

Theorem 3. The proposed scheme can resist a replay attack.

Proof. A replay attack can be prevented by checking the time stamp at Step 2
in the authentication phase. An adversary may try to modify the time stamp
to achieve the replay attack. It does not work unless C1 = f(K, r, T ) is
modified to a correct value. It is difficult to modify C1 correctly, however, with-
out knowing K. Note that the random number r is generated by using the
coordinate of the imprint fingerprint minutiae. This method can generate a one-
time random number r because the picture of the matched minutiae is always
different [5].

Theorem 4. The proposed scheme can resist a stolen smartcard attack.

Proof. In case the adversary can wangle a legal Ui’s smartcard and password
PWi, he still cannot pass fingerprint verification in the login phase. In comparing
an adversary’s with the minutiae template stored on the smartcard, the illegal
smartcard, the ‘illegal access’ will be rejected.
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Theorem 5. The proposed scheme is reparable.

Proof. If Ui finds or suspects that his K has been compromised, he can select
a new random number N ′ and a new password PW ′

i , and then, f(PWi, N
′)

can be computed. Next, Ui can re-register to S by using f(PWi, N
′). Upon

receiving Ui’s re-registration request, S will set n′ = n + 1 and compute K∗ =
f(SK1, IDi, n

′). Next, S stores R∗ = K∗ ⊕ f(PWi, N
′) in Ui’s new smartcard.

After receiving the new smartcard from S through a secure channel, Ui enters
N ′ into it. From now on, Ui can securely login S by using his new smartcard and
new password PW ′

i . In the meanwhile, the compromised K has been revoked
automatically, i.e. the login request of the adversary who had obtained K will
be rejected.

Theorem 6. The proposed scheme can resist an insider attack.

Proof. Since the user Ui registers to S by presenting (IDi, f(PWi, N)) instead
of (IDi, PWi), an insider of S cannot directly obtain PWi without knowledge
of the random number N .

Theorem 7. The proposed password change is secure.

Proof. Since the smartcard could verify the fingerprint of Ui in Step 2 of the
password change when the smartcard was stolen, unauthorized users cannot
change the new password of the smartcard.

5 Performance Comparison

The computation costs of Lee-Ryu-Yoo’s scheme and the proposed scheme are
summarized in Table 1. In the registration, login and authentication phases, Lee-
Ryu-Yoo’s scheme requires a total of six exponentiation operations, two hash
operations, four multiplication operations and two bitwise XOR operations, The
proposed scheme, on the other hand, requires a total of six hash operations and
two bitwise XOR operations. It is obvious that our scheme is more efficient than
that of Lee-Ryu-Yoo’s scheme.

Table 1. A comparison of computation costs

Lee-Ryu-Yoo’s scheme Proposed scheme

User System User System

Registration phase No 1Exp+1Mul 1Hash 1Hash+1Xor

Login and
Authentication phase

3Exp+1Hash
+1Mul+1Xor

2Exp+1Hash
+2Mul+1Xor

2Hash+1Xor 2Hash

Password change Not supported 2Hash+1Xor

Exp: Exponentiation operations; Mul: Multiplication operations;
Hash: One-way Hash operations; Xor: Bitwise XOR(⊕) operations.
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6 Conclusion

In the current paper, improvements to Lee-Ryu-Yoo’s fingerprint-based remote
user authentication scheme were proposed. While the proposed scheme achieves
the same advantages as Lee-Ryu-Yoo’s scheme by employing a fingerprint verifi-
cation mechanism to strengthen its security, it also can boast of the and has the
following: (1) The proposed scheme can resist forgery attacks and is repairable,
(2) users can freely choose and securely change their password, and (3) the com-
putational costs are less than Lee-Ryu-Yoo’s scheme. Therefore, the improved
scheme is designed to repair the security weaknesses of Lee-Ryu-Yoo’s scheme
and to be more efficient.
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Abstract. User authentication is an operation whereby one user is
aware of the identity of an another user involved in a protocol. In 2004,
Park presented an authentication protocol providing user anonymity
based on the secret-key certificate and error-correcting codes called PA
protocol. In this paper, it will be argued that PA protocol is vulnerable
to the man-in-the-middle attack and does not provide a sufficient level
of security. Then, an improved protocol to fix this problem is proposed.

Keywords: User authentication, Key exchange, User anonymity, Mo-
bile network, Error-correcting codes.

1 Introduction

In an open wireless mobile telecommunication network, each entity should be
able to secure communication with another entity over an insecure channel.
Usually, secure communication can be provided by building upon a secret key
[1]. With a shared secret key, two or more entities of an exchange must share
the same secret key, and the shared key must be protected from others. An
authenticated key exchange protocol provides secure communication over an
insecure network with a shared secret key. Since secure communication is dif-
ficult to achieve in open network, many communication protocols neglect an
individual user’s privacy. In such circumstances where the user identity should
remain anonymous, the identity of the mobile user is not revealed to the public
[2-3].

For an authenticated key exchange protocol, Wilson and Menezes identified
two fundamental security goals: Implicit key authentication and explicit key au-
thentication [4]. In the following, A and B denote two honest entities. A key
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agreement protocol is said to provide implicit key authentication if entity A is
assured that no other entity aside from a specifically identified second entity
B can learn the value of a particular session key. A key agreement protocol is
said to provide explicit key authentication if entity A is assured that the second
entity B has actually computed the agreed session key. A key agreement proto-
col which provides implicit key authentication to both participating entities is
called an authenticated key agreement (AK) protocol, while one providing ex-
plicit key authentication to both participating entities is called an authenticated
key agreement with key confirmation (AKC) protocol.

In 2004, Park [5] proposed an authentication protocol providing user anonymity
and un-traceability using the secret-key certificate and error-correcting codes
called the PA protocol. His idea is valuable for conveying authentication tokens
and a secret-key certificate using error-correcting codes and an artificial error vec-
tor. The PA protocol, however, is vulnerable to the man-in-the-middle attack
[6-9]. Also, the PA protocol does not provide implicit or explicit key authentica-
tion, which can cause security flaws within an entire systems.

In this paper, we show that the PA protocol is vulnerable to the man-in-the
middle attack and does not provide implicit or explicit key authentication. In
addition, we propose an improved protocol to overcome these weaknesses.

In Section 2, the PA protocol will be reviewed. Section 3 will outline the
problems of their protocol. In Section 4, an authentication protocol providing
user anonymity will be presented. In Section 5, the security of the protocol will
be analyzed. In Section 6, the two protocols will be compared. Finally, Section 7
will offer concluding remarks.

2 Review of the PA Protocol

This section reviews the main ideas of the PA protocol. The notations used this
paper are the same as those used in the PA protocol. An identity of each mobile
subscriber (MS) is denoted by id, and f() is a symmetric-key encryption function.
The MS and the AS share a secret key of the AS (kAS) beforehand. Let h be a
pseudo-random generator with an input length of n bits and an output length
of 2n bits. Let h0(x) and h1(x) be the left and right halves of the output of h,
respectively. The PA protocol is divided into three stages:(1) subscription stage,
(2) certificate issue stage and (3) session key generation stage. An illustration of
the PA protocol is shown in Fig 1.

The subscription performed in the subscription stage for each subscriber is
described as follows:

(1) During the subscription stage, the mobile subscriber MS computes a chain
of authentication tokens xi−1 = h0(xi) and session keys ki = h1(xi) for
i = s, s− 1, ..., 1, s is the network accessing time described in the secret-key
certificate used as the expiration period.

(2) The MS sends the root authentication token x0 to the authentication server
(AS) in a secure fashion using error-correcting codes.
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MS AS

computes x0

xi−1 = h0(xi) x0 (secure channel)−−−−−−−−−−−−−−→
f(kAS , [id ‖ x0])←−−−−−−−−−−− issues f(kAS , [id ‖ x0])

sends transformed messages [i ‖ xi], f(kAS , [id ‖ x0])−−−−−−−−−−−−−−−−−−→
compares i and compute
h0(xi), h0(xi−1), ..., h0(x1)

checks x0
?= h0(x1)

computes ki = h1(xi) computes ki = h1(xi)

Fig. 1. Illustration of the PA protocol

The certificate issuing performed in the certificate issue stage for each sub-
scriber MS is described as follows:

(1) In the certificate issuing stage, the AS issues to each mobile subscriber the
secret-key certificate f(kAS , [id ‖ x0]), which is constructed by symmetrically
encrypting both id and x0 with the secret key kAS of the AS, where “ ‖ ”
is a concatenation operation, id is the real identity of the MS, and x0 is the
value used for authenticating the MS and session key generation.

The key generation performed in the session key generation stage for each
subscriber MS is described as follows:

(1) In the session key generation stage, MS passes [i ‖ xi] to the AS with his
secret-key certificate to access the mobile network at session number i.

(2) Then, the AS compares session number i with the one stored in its database.
(3) The AS checks if h0(x1) is the same as value x0, which was retrieved from

the secret-key certificate after computing a series of authentication tokens.

h0(xi), h0(xi−1), ..., h0(x1)

(4) If the authentication is successful, both parties update the session number.

In order to convey the secret-key certificate and provide user un-traceability,
however, Park used the algebraic structure of the error-correcting codes. The
secret-key certificate f(kAS , [id ‖ x0]) is encoded using a linear error-correcting
code, then, an artificial error vector e = [i ‖ xi] is added to an encoded secret-key
certificate in the session key generation stage [5][10][11].

A linear error-correcting code of length N , dimension K and minimum dis-
tance D is denoted by (N,K,D). A binary K tuple m can be encoded to an
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N -bit codeword c = (c1c1...cN−1cN ) = m · G, where G is a K × N generator
matrix. After generating a certain binary (N,K,D) linear block code with a
decoding algorithm, the AS produces an associated K ×N generator matrix G
together with a parity-check matrix H , which is only known to the AS.

An error vector e, which is added to the codeword c results in vector r = c+e.
If the Hamming weight of e is less than or equal to t = �(D − 1)/2�, r can
be decoded into c based on the syndrome vector s = r · HT , where H is an
(N −K) ×N parity-check matrix, such that G ·HT = 0 is a null matrix. The
error vector can be used to carry [i ‖ xi] with an order-preserving mapping
algorithm and an inverse mapping algorithm [5][12].

3 Weakness of the PA Protocol

In this section, we show that the PA protocol is vulnerable to the man-in-the-
middle attack and does not provide implicit or explicit key authentication. When
such an attack is launched, the attacker can compute the ith session key ki.

In the PA protocol, a secret-key certificate f(kAS , [id ‖ x0]) is securely trans-
acted between the MS and AS because only the AS knows G, H and kAS . The
[i ‖ xi] = e(i) = zi, however, is open to the network. The illustration of the
man-in-the-middle attack scenario is described as shown in Fig. 2.

MS Attacker

transform zi = [i ‖ xi]
to error vector e(i)

transform f(kAS , [id ‖ x0])
to c = m · G
with mapping algorithm
sends c + e(i) to AS−−−−−−−−−→ capture c + e(i) ignore c

compute zi = [i ‖ xi] from e(i)

with inverse mapping algorithm

computes computes ith session key
ki = h1(xi) ki = h1(xi)

Fig. 2. Illustration of the man-in-the-middle attack scenario in the session key gener-
ation stage

The man-in-the-middle attack, performed in the session key generation stage,
is described as follows:

(1) Suppose that the attacker intercepts the communication between the MS
and AS. In the PA protocol, the attacker receives message c + e(i) from
the network during a legal MS and sends it to the AS in the session key
generation stage.
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(2) After capturing c+e(i), the attacker can divide e(i) from it and can compute
an integer zi = [i ‖ xi] by using an inverse mapping algorithm from a binary
error vector e(i) = (ei

1, e
i
2, ..., e

i
N ) of weight t.

Algorithm 1 shows how to transform an integer zi into a binary error vector
e(i) = (ei

1, e
i
2, ..., e

i
N) of weight t.

Algorithm 1
forj = 1, 2, ..., N{

if zi ≥
(
N−j

t

)
then {e(i)

j ← 1;
zi ← (zi −

(
N−j

t

)
); t← (t− 1); }

else ei
j ← 0;

}

Algorithm 2 shows how to transform a binary error vector e(i) = (ei
1, e

i
2, ..., e

i
N)

of weight t to an integer zi.

Algorithm 2
zi ← 0;
forj = 1, 2, ..., N{

if e
(i)
j = 1 then

{zi ← zi +
(
N−j

t

)
; t← (t− 1); }

}

Note that the parameters t,N,D and mapping algorithms for a specific error-
correcting code are known to the public. After performing Algorithm 2, the at-
tacker can easily compute the ith session key ki = h1(xi) from [i ‖ xi]. Now, the
attacker can decrypt all encrypted messages at session i with the revealed session
key ki. Hence, the PA protocol is vulnerable to the man-in-the-middle attack.

Furthermore, an implicit or explicit session key authentication is not provided
in the PA protocol. The MS and AS do not have a way to confirm that they
share a session key. After receiving the [i ‖ xi], f(kAS , [id ‖ x0]) from the

MS in the session key generation stage, the AS only checks x0
?=h0(x1) with a

series of authentication tokens, except for their shared session key ki = h1(xi)
implicitly or explicitly. Hence, the PA protocol can not achieve fundamental
security requirements of the AK or AKC protocol.

4 The Proposed Protocol

The proposed protocol can be divided into three stages as in the PA protocol.
The subscription stage and the certificate issue stage are the same as those in the
PA protocol. In the following, the session key generation stage of the proposed
protocol will be described. The illustration of the proposed protocol is shown in
Fig. 3.
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MS AS

computes x0

xi−1 = h0(xi)
x0 (secure channel)−−−−−−−−−−−−−−→

issues f(kAS , [id ‖ x0])
f(kAS , [id ‖ x0])←−−−−−−−−−−−

computes k0 = h1(x0) f(k0, [i ‖ xi]), f(kAS, [id ‖ x0])−−−−−−−−−−−−−−−−−−−−−−−→
compute k0 = h1(x0)
decrypt f(k0, [i ‖ xi])
compares i and computes
h0(xi), h0(xi−1), ..., h0(x1)

checks x0
?=h0(x1)

computes ki = h1(xi) computes ki = h1(xi)

Fig. 3. Illustration of the proposed protocol

The session key generation stage for each subscriber (MS) is described as
follows:

(1) In the session key generation stage, the MS passes f(k0, [i ‖ xi]) to the
AS with his secret-key certificate in order to access the mobile network at
session i.

(2) The MS can compute the root session key k0 = h1(x0) with the root authen-
tication token x0. Note that the root authentication token x0 is distributed
securely in a pre-defined way.

(3) Then, the AS decrypts f(k0, [i ‖ xi]) with the root session key k0 = h1(x0).
(4) The AS checks if h0(x1) is the same as the value x0, which was retrieved from

the secret-key certificate after computing a series of authentication tokens.

h0(xi), h0(xi−1), ..., h0(x1)

(5) If authentication is successful, both parties update the session number. In
order to encrypt data at session i, the AS can compute the session key
ki = h1(xi), which is shared with the MS from xi.

In order to avoid the man-in-the-middle attack, we apply one additional
symmetric-key encryption function. In the session key generation stage, the MS
computes f(k0, [i ‖ xi]) with the root session key k0 = h1(x0). Furthermore,
with this additional symmetric-key encryption function, the proposed protocol
can achieve the property of the AK protocol. The AS assures that the MS knows
the value of the root authentication token x0 by decrypting f(k0, [i ‖ xi]) from
the MS.
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5 Security Analysis

In this section, we analyze the proposed protocol under the security of the sym-
metric encryption function and the intractability of the pseudo-random genera-
tor h. In the following, some possible attacks against the proposed protocol are
presented under the above assumptions. The proposed scheme should be able to
satisfy the following theorems.

Theorem 1. The proposed protocol resists the man-in-the-middle attack to re-
veal session key ki.

Proof: An adversary tries to reveal the ith session key ki from transmitted mes-
sages f(k0, [i ‖ xi]), f(kAS , [id ‖ x0]). If the adversary knows the root authen-
tication token x0, he/she can obtain the root session key k0 = h1(x0). In order
to obtain x0 from the transmitted messages, however, this is the equivalent to
solving the underlying symmetric encryption function f(). With the use of a
cryptographic encryption function, it may be difficult to reveal session key ki.

Theorem 2. The proposed protocol provides user anonymity.

Proof: First, assume that an adversary might be able to collect the transmitted
messages in the protocol run, then he/she tries to find the identity of the at-
tending participants. If the adversary knows the AS’s secret key kAS , he/she can
obtain the participant’s identity from the transmitted secret-key certificate. In
computing kAS from the public value of the proposed protocol is the equivalent
to solving the AES algorithm.

Theorem 3. The proposed protocol resists the MS impersonation.

Proof: An adversary tries to impersonate MS by forging the f(kAS , [id ‖ x0]),
f(k0, [i ‖ xi]). It, however, is impossible to compute f(k0, [i ‖ xi]) without the
legal MS’s root secret token x0. The AS can verify f(k0, [i ‖ xi]) value with

x0
?= h0(x1) equation in the session key generation stage. The root authentication

token x0 is protected by the intractability of the pseudo-random generator h.

Theorem 4. The proposed protocol resists the AS impersonation.

Proof: An adversary tries to impersonate AS by replaying previously-captured
messages or forging messages. It, however, is impossible to compute session
key ki = h1(xi) without the legal AS’s secret key kAS . This is because only
the legal AS can generate ki after computing a series of authentication tokens
h0(xi), h0(xi−1), ..., h0(x1), in the session key generation stage. Without ki, the
adversary can not learn any information from the encrypted messages.

Theorem 5. The proposed protocol resists the session key compromise.

Proof: An adversary wishes to derive the session key from the transmitted mes-
sages of a session key generation stage. The adversary can obtain f(kAS , [id ‖
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x0]), f(k0, [i ‖ xi]). To compute session key ki = h1(xi), the adversary can ob-
tain AS’s secret key kAS or root session key k0 to recover x0. The process of
obtaining kAS and k0 from the transmitted messages is under the security of
the symmetric encryption function and the intractability of the pseudo-random
generator h.

Theorem 6. The proposed protocol provides user anonymity in the case of a
session key compromise.

Proof: When a previously generated session key ki is somehow revealed, the
adversary tries to identify the MS who makes a request for the service from
AS. To verify the identity of the MS, the adversary should verify transmitted
messages f(kAS , [id ‖ x0]), f(k0, [i ‖ xi]) with a revealed session key in the
released protocol run. It, however, is impossible to verify the attending MS.
This is because no messages can be used in the as a user identifying equation.

6 Comparisons

In this section, we compare the proposed protocol and PA protocol while pre-
serving user anonymity in terms of several features. Table 1 summarizes the
main features of the PA protocol and the proposed protocol.

Table 1. The comparison of the proposed protocol and the PA protocol

Security property The PA protocol The proposed protocol

Man-in-the-middle attack × ◦
Session key compromise × ◦

MS impersonation × ◦
Implicit key authentication × ◦

As in Table 1, the PA protocol is vulnerable to the man-in-the-middle attack.
In the proposed protocol, in order to avoid this weakness, the MS sends an
encrypted message f(k0, [i ‖ xi]) to the AS with a root session key k0. With
this change, the proposed protocol can also resist a session key compromise
and MS impersonation. As long as the generation of the f(k0, [i ‖ xi]) depends
upon a secret root authentication token x0 and a root session key k0, it can be
guaranteed that this value is generated by a legal MS.

In addition, the proposed protocol is the AK protocol with the root session key
k0 because all session keys are generated by the root authentication token x0. The
AS and MS implicitly assure that their session key is shared with k0 = h1(x0).

The contrast between the PA protocol and the proposed protocol is that
although the proposed one can provide implicit key authentication and it is able
to resist the man-in-the-middle attack, this protocol can provide user anonymity
the same as that of the PA protocol but with only one additional symmetric
encryption function.
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Table 2. The comparison of the computational efficiency

Computational property The PA protocol The proposed protocol

Error-correcting code 1 0
Symmetric encryption 1 2

Number of message flow 3 3
Number of message 4 4

Table 2 summarizes the computational efficiency of the PA protocol and the
proposed protocol.

As in Table 2, the proposed protocol provides user anonymity with one extra
symmetric encryption. The use of an error-correcting code, however, involves
high computational costs to the system. With the same number of messages
and flows, the proposed protocol provides adequate user anonymity in resource-
limited mobile communication environments.

7 Conclusions

In this paper, we have demonstrated the weaknesses of the PA protocol. Their
protocol is vulnerable to the man-in-the-middle attack. Anyone can easily com-
pute a shared session key with public parameters of specific error-correcting
codes and an error vector. To overcome this weakness, we have proposed a new
authentication protocol that provides user anonymity. Our protocol makes use of
the additional symmetric encryption function by using a pre-distributed secret
value x0, which is called root authentication token, without an error-correcting
code. The proposed protocol not only provides the security property of the AK
protocol but it also guarantees user anonymity.
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Abstract. In little over the last decade the World Wide Web has estab-
lished itself as a medium of interaction, communication, content delivery,
and collaboration, opening doors of opportunity never before available to
humanity, and on a scale unprecedented in human history. At the same
time, information overload, due to democratization of content creation
and delivery, remains a major problem. In this paper, we postulate that
the problems of democracy are solved by democracy itself: harnessing
the people power of the world wide web through collaborative filtering of
content is the natural solution to the information overload problem; and
we present approaches to promote such collaboration.

We show that the standard PageRank Algorithm, inspired by the
effectiveness of citation-structure analysis (“all links are good, and the
more the better”) to estimate the relative importance of articles in scien-
tific literature, is becoming less effective in this increasingly democratized
world of online content. As long as uniformly edited content produced by
media companies and other corporate entities dominated online content,
the topological similarity of the web to the world of scientific literature
was maintained sufficiently well. The explosion of unedited blogs, discus-
sion fora, and wikis, with their “messier” hyperlink structure, is rapidly
reducing this similarity, and also the effectiveness of standard PageRank-
based filtering methods.

We assume a slightly modified Web infrastructure in which links have
positive and negative weights, and show that this enables radically dif-
ferent and more effective approaches to page ranking and collaborative
content filtering, leading to a vastly improved environment to incentivize
content creation and co-operation on the World Wide Web, helping re-
alize, in essence, a vastly more efficient information economy in today’s
online global village.

1 Introduction

In little over a decade, the World Wide Web has transformed itself into the ma-
jor medium of interaction, communication, content delivery, and collaboration
for the global village of Humanity. Not only has this medium enabled worldwide
collaboration on a scale unprecedented in human history, but is also itself show-
ing a dramatic rate of change as it continually redefines itself. At the same time,
the Web remains ill-equipped and handicapped on numerous fronts to reach its
full potential because of design decisions that were made decades ago without its
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current scale and scope of use in mind. The problem of information overload is
one such issue that is rapidly becoming more and more acute with the ever-faster
democratization of the online content creation and delivery industry. In this
paper, we postulate that the problems of democracy are solved by democracy
itself: harnessing the people power of the world wide web through collaborative
filtering of content is the natural solution to the information overload problem;
and we present approaches to promote such collaboration. While publication on
the web used to be largely done by media companies and other corporate entities
to disseminate information and advertise till a short while ago, it has now seen
a dramatic explosion in content creation and publishing (in the form of online
photo albums, music, short films, “blogs”, wikis, etc) by a large and ever more
rapidly increasing number of individuals.1 The ongoing explosion in profusion of
content is rapidly reducing the effectiveness of the web by overwhelming content
consumers with an uncategorized and undifferentiated slew of material, in which
finding what they want is not much easier than looking for a needle in a haystack.

This is certainly not a new problem. Indeed, this very same issue has been
the focus of quite a lot of research for quite some time. Keyword-based search
engines have been around for almost as long as the Web has been in existence,
and their effectiveness has been steadily going up. The earliest search engines
like AltaVista used a simple keyword occurrence-frequency based approach to
estimate the relevance of a webpage to a set of keywords given by an user in
her query. This was very susceptible to keyword spamming. Subsequently, the
HITS algorithm of Kleinberg [11], augmented by the approach of Bharat and
Henzinger [1] and that of Chakrabarti et. al. [5] rely on local analysis of the
structure of the Web around each result webpage to estimate the relative im-
portance of webpages in a given context. These and related approaches [3, 7] are
especially susceptible to link spamming because they do not look at the global
structure of the internet. With the continued march of Moore’s Law and steady
exponential increase in computing power available at a given price-point, the
PageRank algorithm of Brin and Page [4, 13], that substantially minimizes some
of the above difficulties by looking at the entire structure of the World Wide Web,
has become economically and commercially feasible, and led to the immensely
successful internet giant Google2. Improvements in page ranking technology have
continued [16, 12], with the study into topic-sensitive ranking and the use of mul-
tiple rankings with various biases [6, 9, 14, 10]. Approaches have been proposed
to take into account structural differences in web topology across different sub-
ject areas, to make sure that subject areas that involve pages with higher rates
of citations (in-links) do not drown out “more relevant” pages that come from

1 The blog tracker Technorati reported in August 2005 that it sees about 900, 000
new blog posts created every day, or about 10.4 new posts created per second, and
about 80, 000 new blogs created per day, or about one new blog created per second.
Technorati currently tracks about 14 million blogs and 1.3 billion links; the number
of blogs is continuing to double every 5.5 months; and 55% of all blogs continue to
remain active.

2 http://www.google.com
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subject areas with a less heavy use of citations. Bharat and Mihaila propose an
approach to improve results for most common queries [2]. Other approaches to
scaling PageRanks appropriately to more accurately reflect desirable rankings
by attempting to better discover relevance of a given webpage to a particular
context, have been proposed [8, 15]. A far more ambitious goal, the “Semantic
Web”, has been the subject of active research for quite some time now.

We observe in this paper that all these approaches to mine reputations from
the topological structure of the web are seriously handicapped in that they make
an implicit assumption that all citations are good, and the more, the better.
This assumption is largely true of scientific literature, and that is because of the
careful peer-reviewed process in which scientific literature is selected for publi-
cation, that is largely successful in preventing substandard content from getting
published. An overwhelming amount of content published on the world wide
web has, for the most part so far, been produced by large media companies, and
other corporate entities. Content published through these websites have always
been carefully edited for uniformly high quality. Companies like Geocities3 which
allow anybody to publish content in the form of personal homepages, did make
it possible for unedited content of good or bad quality to be published, but such
content was small enough in amount, and followed the link-structural rules of the
rest of the internet (“all citations are good”) to a large extent (the vast majority
of people did not criticize or post negative information about other people,
products, or services on their personal homepages, and almost all links could be
interpreted as positive recommendations), that they did not constitute a funda-
mental anomaly. Link spam based attacks (of which Googlebombing is a cele-
brated example) and a constant arms race between “search engine optimization”
companies and search vendors had continued, but the impact of such attacks
on the quality of mainstream search results had remained relatively small.

However, in the past few years, there has been a new wave of explosion of in-
terest in the world wide web. Collaborative content creation through wikis (like
Wikipedia4) and discussion fora has exploded, and the community of weblogs5

or “blogs” (the community popularly known as the “blogosphere”) is growing
exponentially; blogs are no longer (often boring) personal journals, but are fast
emerging as a formidable alternative to the mainstream news and entertainment
industry. Indeed, most mainstream news industry majors (like CNBC, BBC,
etc) are attempting to fight the war against the private army of bloggers by es-
tablishing “official” blogs of their own, maintained by their correspondents and
newscasters. Indeed, the significance of the emergence of blogs can be qualita-
tively noted from the fact that blogs and their concomitant “comment spam”
had deleterious effects on the accuracy of ranking algorithms used by major
search engines; effects significant enough to cause rivals Google, MSN Search,
and Yahoo! Search to work with major blog-hosting sites (like Blogger, Flickr,
LiveJournal, MSN Spaces, etc) to agree on a modification of HTML introducing

3 http://www.geocities.com
4 http://www.wikipedia.org
5 e.g. http://www.blogger.com



Effective Filtering for Collaborative Publishing 427

the “rel=nofollow” attribute on hyperlinks (to indicate links that should be
ignored by the search engine) in January 20056.

Our results indicate that significant parts of this world of online content do
not topologically resemble citation graphs of scientific literature.7 In contrast
to the latter world, where highly-cited publications are almost always of high
quality, bloggers often post links to other sites (like advertisements, or other
bloggers) with strong criticisms, and a lot of highly-criticized websites have a
high in-degree. Interpreting the syntactic presence of those links to carry the
semantics of positive recommendation leads to vastly different results from a
more semantic approach to analyzing link-structural topology that takes into
account the meaning of each link.

In Section 2 we present our modified page ranking algorithm, called the Se-
mantic PageRank Algorithm, and compare it with the original PageRank Algo-
rithm on a set of about 2000 webpages collected from popular discussion fora and
weblogs on a variety of topics, and a topologically similar structure of 50, 000
nodes generated automatically using a randomized model of the appropriate
topological structure obtained by manual inspection of the original pages. The
reason we do not choose any of the performance-enhanced or otherwise aug-
mented versions of PageRank (like [9, 8]) is because our core argument is against
the applicability of blind interpretation of all links as uniformly positive rec-
ommendations, and all improvements of the original PageRank algorithm suffer
from making this same implicit assumption. In Section 3 we evaluate the effec-
tiveness of our Semantic PageRank Algorithm in enabling collaborative filtering
of content on the world wide web. In Section 4 we comment on directions of
future research, and conclude.

2 The Semantic PageRank Framework

2.1 PageRank Revisited

The PageRank Algorithm [13] has proved very successful in mining information
about the relative importance of different webpages from the syntactic topolog-
ical structure of the world wide web. Syntactic topology refers to the structure
of a set of documents, as obtained purely from the presence or absence of refer-
ences (or citations or links) on one to the other. On the other hand, the semantic
topology of a set of documents refers to the structure obtained from the presence
of weighted references on webpages to other webpages, with the weights drawn

6 http://googleblog.blogspot.com/2005/01/preventing-comment-spam.html
7 Differences between the web and well-controlled collections (like scientific literature)

have been noted before [4], but the focus has been on the massive heterogeneity
of kinds of documents, and document quality, on the web. We focus instead on
the difference in the inter-relationship between the citation topology and document
quality between the web and well-controlled collections, and its implications for
methods that use the citation topology to infer document quality on the web, like
the PageRank Algorithm.
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from the set of integers representing the strength of recommendation carried by
the reference. Syntactic topological analysis can thus be thought of as a special
case of semantic topological analysis, where the weights are restricted to the set
{0, 1}, with 0 and 1 denoting respectively the absence or presence of a reference.

The central idea of the PageRank Algorithm can be summarized as follows:

∀w ∈W.Ri+1(w) = ε ·Σw′∈Pw

Ri(w′)
Ow′ + (1−ε)

|W |

where W is the set of all webpages, Rj(w) is the PageRank of webpage w com-
puted after j iterations, Pw is the set of predecessors of webpage w, i.e., pages
that link to w, and Ow is the out-degree or the number of links going out of
webpage w, and 0 < ε < 1 (usually chosen to be 0.85 or 0.90) is a damping
factor. More details can be found in [4, 13].

The PageRank Algorithm is thus syntax-driven and semantics-agnostic in in-
terpreting link structure: if a webpage A contains a link to a webpage B, the
algorithm concludes that webpage A recommends B (ignoring the possibility
that A might, in fact, negatively recommend B). In other words, the algorithm
implicitly assumes that the fraction of links representing negative recommenda-
tions on the world wide web is small enough that the semantics of a link (whether
the link makes a positive or negative recommendation) can be safely ignored.
The approach is closely related to the citation-based approaches used in evaluat-
ing relative importance of scientific literature, where this assumption is largely
true because the checks and balances involved in peer-reviewed publication are
largely successful in preventing publication of substandard work. However, on
the world wide web, where no such restriction exists on publication of webpages,
this assumption is not guaranteed to hold. Since the algorithm was introduced
in 1998-99, this assumption has been largely true about the world wide web so
far, because of the nature of most of the content on the web so far, largely pro-
duced by media companies and other corporate entities had followed a certain
structural pattern similar to that seen in scientific literature.

However, in the rapidly changing environment on the web, the semantics-
agnosticity assumption is quickly becoming untenable. Indeed, as the experiment
described in Section 2.3 shows, for certain classes of webpages (like those from
discussion forums, weblogs, etc), this assumption can lead to results widely di-
vergent from what one would expect based purely on one’s understanding of the
quality and importance of these webpages. In such cases our semantics-driven
page ranking approach is found to find a much more accurate estimation of the
relative importance of these webpages.

2.2 Semantic PageRank

The modified version of PageRank we use to get semantic page ranking is sum-
marized as follows:

∀w∈W.Ri+1(w)=ε · [Σw′∈PPw

NRi(w′)·lw′ (w)
TPw′ −Σw′∈PNw

NRi(w′)·lw′(w)
TNw′ ] + (1−ε)

|W |

where W is the set of all webpages, Rj(w) is the PageRank of webpage w com-
puted after j iterations, NRj(w) is the normalized PageRank for a recommender



Effective Filtering for Collaborative Publishing 429

website, defined as NRi(w) = max(0, Ri(w)), PPw (PN w) is the set of positively
(negatively) recommending predecessors of webpage w, i.e., pages that link to w
with a hyperlink of positive (negative) weight, and lw′(w) is the weight of the
link from w′ to w, and TPw (TN w) is the total positive (negative) out-degree
or the sum of the weights of all links of positive (negative) weight going out of
webpage w, and 0 < ε < 1 is a damping factor. Note the asymmetry in the defi-
nition of NR; it makes a webpage judged to be substandard by others to become
progressively less important in determining the relative importance of other web-
pages. The ideal case for our experiments involves a hypothetical modification of
HTML. The current version of HTML uses a syntax to represent hyperlinks as
shown by the following example: <A HREF="http://www.cs.berkeley.edu">CS
Division</A>. Ideally, we envision HTML to support a relevance or recommen-
dation level attribute in the A tag, in addition to the hyperlink URL itself. Thus,
we envision a syntax to represent hyperlinks in a future version of HTML to be
as shown in the following example: <A HREF="http://www.cs.berkeley.edu"
REL=Score10>CS Division</A>. This modification of HTML would be no more
severe than that involved in the recent introduction of the “rel=nofollow” at-
tribute by major search engine vendors.

2.3 Experiment 1

We experimentally validated our results as follows. Preliminary analyses were
performed on the semantic topological structure of webpages downloaded from
a set of discussion forums and blogs on a variety of topics. This validated our
intuition that a lot of links should be interpreted as negative recommendations
in order to obtain the best approximation to the relative ranking of pages, with
respect to the relative rankings corresponding to the user-assigned ratings for
the forums’ pages.

Using a randomized model created by human inspection of the link structure of
these pages, we simulated blog and discussion fora content of the order of 50, 000
nodes. Each node represented a page and was given an intrinsic score represent-
ing the user feedback for that page. Pages were linked to each other with weighted
edges representing individual publishers’ opinions of pages produced by other pub-
lishers. A small fraction (around 5% of all publishers) of misbehaving publishers
were introduced into the model to represent the behavior of link spammers.

For syntactic and semantic PageRank computation, all webpages were as-
signed an initial PageRank of 5. The syntactic and semantic page ranking al-
gorithms were run till either a fixed point was reached in the PageRank values
computed, or 100 iterations had been performed, whichever happened earlier.

The standard syntactic PageRank Algorithm as described in Section 2.1 was
run on the accumulated data, assuming all links to be a recommendation of
weight 1, and the results were normalized linearly to a scale from −10 and 10.
The semantic PageRank Algorithm was run on the data set, and the results
were normalized linearly to yield for each webpage a score between −10 and 10.
The implementation involved about 2000 lines of OCaml code, and completed
execution in less than 4 hours on an IBM T40 laptop with a 1.6GHz processor
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Fig. 1. Comparison between syntactic and semantic page ranking

and 768 MB RAM. The results were compared with the intrinsic scores of each
webpage. The results are shown in Figure 1. The websites are grouped into 20
groups with increasing levels of actual importance (as measured by intrinsic
scores). Some of the worst (according to intrinsic scores) pages were heavily
criticized and thus highly in-linked, pushing up their syntactic page rank, while
as the figure shows, the semantic page rank (almost) uniformly increases from
left to right, showing the correct ordering of page quality.

3 Collaborative Content Filtering

Using the semantic page ranking algorithm we have described in Section 2, we
now evaluate how amenable our ranking scheme is to facilitate collaborative
filtering of content on the web, to enable users to help each other in sifting
through the immense amount of information available to find the bits and pieces
that are most valuable.

We simulate the existence of content aggregator websites whose contents can
be modified by anybody. Readers who like or dislike content created by content
publishers can post positive or negative links respectively to such content on
these aggregator websites. In this paper we assume that a large fraction (around
95%) of all users modifying the aggregator sites act in good faith. In this frame-
work, we ran the following experiment to find out how effectively newly created
content is categorized by the content aggregation sites, when syntactic and se-
mantic page ranking is used respectively.

3.1 Experiment 2

We started the simulation with about 10, 000 webpages. To this collection we
added, uniformly at random, 1000 new links to fresh pages each classified as
“Excellent”, “OK”, and “Poor”, to represent new content being added into the
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existing web of pages, in order to to analyze the effectiveness of content discov-
ery and filtering; so there was no need for us to actually generate any content
for these 1000 new webpages. Now we simulated visits by users through this
web, and posts by them positively or negatively recommending the newly added
pages on a subset of the original set of 10, 000 webpages that act as the content
aggregator sites. A small (about 5%) of users are dishonest and engage in link
spamming (for example, positively recommending a page with “Poor” content),
but the rest of the users share a consistent opinion of the quality of content.
For simplicity, our model is not suited for cases like where the content itself
may be controversial, and substantial segments of the user population may hold
significantly different views on its quality depending on their own biases. We
ignored such cases in this paper because our goal was to use a simple but not
unrealistic model of user behavior that is applicable to the problem of filter-
ing non-controversial content (like photo albums, music, fiction, etc) of which
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Fig. 2. Results of content filtering with the two page ranking schemes
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there is an abundance, and thus a need for collaborative filtering. The results
of our simulation are shown in Figure 2. The “degree of collaboration” in the
figure represents the ubiquity of content aggregator sites. The figure shows the
average page rank of the three groups (“Excellent”, “OK”, “Poor”) of new web-
pages added, after filtering has been done by the visitors, through positive or
negative recommendations posted on the content aggregator webpages. As the
figure shows, semantic page ranking is able to make the “Excellent” pages rise
up higher in importance with respect to the “Poor” ones, while syntactic page
ranking is unable to distinguish between good and bad comments, and hence
causes both “Excellent” and “Poor” webpages to be ranked higher. Thus, the
semantic approach is able to take advantage of user collaboration to filter content
with a better discrimination for quality.

4 Conclusions and Future Work

We have shown that the standard PageRank Algorithm which works well on
citation graphs of scientific literature under the assumption “all links are good”,
does not perform so well on some classes of webpages with a preponderance of
negative recommendations. We assume a slightly modified Web infrastructure in
which links have positive and negative weights, and show that this framework
enables radically different and more effective approaches to page ranking, and
collaborative content filtering.

Much work remains to be done. The convergence properties of the semantic
page ranking algorithm need to be carefully studied. Research into reputation
systems and a framework of incentives in the form of micropayments is neces-
sary to study possibilities of enhanced collaboration on content aggregator sites.
While our current results show that the system is robust against small amounts
of link spam, further work is needed to find approaches to minimize its impact
when faced with relatively larger populations of spam pages. Automated tech-
niques to derive positive or negative intentions of citations from the hyperlink
anchor text or surrounding text would allow getting the benefits of this approach
without making more options available to link spammers. Finally, there is a huge
amount of work already done on syntactic page ranking [16, 12, 6, 9, 14, 10, 8, 15],
and the relationships with those improvements on the PageRank Algorithms
with our semantic page ranking scheme need to be studied carefully.
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Experimental Evaluation of an eBay-Style
Self-reporting Reputation Mechanism

Kay-Yut Chen and Tad Hogg

Hewlett-Packard Laboratories

Abstract. We experimentally studied the effects of a eBay-style self-
reporting reputation mechanism in an double-sided exchange economy
in which participants have the option of not fulfilling their contracts. We
found that submitted reports quite accurately reflected their transactions
and this mechanism maintaining a high contract fulfillment rate. The
inaccurate reports, which were about 5% of the total, were heavily biased
towards bad ratings when the transaction is successful. This is strong
evidence that the inaccurate reports were not results of random errors,
but derived from an underlying behavior effect. Our experimental design
allowed identifying the effect of reputation mechanism on endogenous
market behavior.

1 Introduction

Reputation has been an important aspect of commerce since the emergence of
exchange economies [1]. Reputations can ensure promised actions are taken with-
out the expense of external enforcement mechanisms or third party monitoring
such as credit card companies. The Internet and subsequent development of e-
commerce allow an increasing number of small players to engage in buying and
selling. eBay is a prime example of how small businesses, particularly those serv-
ing niche markets, can overcome the previously forbidding marketing costs and
reach customers with relatively low information costs. This trend leads further
to transactions that take place entirely via the Internet when the product or ser-
vice itself can be delivered on-line in addition to using the Internet to identify,
negotiate and pay for the transaction.

However, this environment increases the importance of establishing trust in
a market where everyone can choose to be anonymous, people may only partici-
pate in a few transactions, each transaction may be of relatively low value, and
transactions readily cross jurisdictional boundaries raising the difficulty of legal
contract enforcement. eBay approached this issue, with some success, with their
feedback mechanism in which participants rate the performance of the other
party in their transactions.

Establishing trust through repeated interactions has been studied in several
contexts, particularly with the iterated Prisoner’s Dilemma [2]. These give rise
to strategies, such as tit-for-tat, to ensure cooperation. Another example is the
experimental study of the “lemon” market in which reputation substantially af-
fects behavior [3]. Unlike the Prisoner’s Dilemma scenario, people in a market

X. Deng and Y. Ye (Eds.): WINE 2005, LNCS 3828, pp. 434–443, 2005.
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can choose not to do business with those deemed untrustworthy, or offer different
terms based on perceived level of trust. Large companies can spread risk among
many transactions (e.g., insurance) so have predictability arising from averag-
ing over many individuals. On the other hand, small-scale transactions on the
Internet lack this feature, perhaps leading risk-adverse people to avoid transac-
tions that could benefit both parties. Such avoided transactions reduce market
efficiency and hence decrease the potential economic gains from Internet’s re-
duction in information and transaction costs. Thus an important question is to
what extent reputation mechanisms can aid such markets. Analysis of eBay-like
markets suggests that although a feedback mechanism has desirable features in
theory [4], such a market may not be efficient, fair and stable in practice.

In this paper, we experimentally examine a self-reporting mechanism similar to
the feedback used by eBay. Effective experimental study of reputation mechanisms
requires experiments long enough for behavior to stabilize. We found laboratory
experiments taking place within a few hours can provide enough transaction his-
tory to distinguish “good” from “bad” behaviors and allow identifying aggregate
effects on the market [5]. Our experiments include noise, which models, for exam-
ple, the situation in a single transaction where the intention to pay on time cannot
be distinguished, if delayed by the mail, from the intention to pay late.

We found that the self-reporting mechanism successfully maintained high ful-
fillment rates and we provide an analysis of individual behavior in the use of the
mechanism. In particular, the reports show a high level of accuracy ( 95%). Fur-
thermore, most of the inaccurate reports were instances where a player gave a
bad rating for someone who successfully completed the transaction. This points
to more subtle underlying behavior that warrants additional scrutiny. In par-
ticular, we speculate that a small percentage of the reports ( 5%) were used
strategically to punish another player or to deliberately lower their reputation.

After describing prior related experimental studies of reputation, Sec. 3
presents our experimental setup. We then discuss the experimental results, both
in terms of the choices individuals made on whether to fulfill their contracts and
their effect on overall market efficiency.

2 Reputation Mechanism Experiments

A number of experimental studies have addressed the performance of various rep-
utation mechanisms. In one approach [6], participants face an abstracted version
of the transaction, namely the “trust game” where one player can choose to send
money to a second, this amount is then substantially increased and the second
player can choose to share some of that gain with the first player. By removing
many of the complexities involved in market transactions, this game provides a
simple context to study the effect of different information policies about revealing
past behaviors. Addressing market efficiency requires more complex experimen-
tal scenarios [7, 3].

In contrast to this work, our experiments provide a broader set of endogenous
choices for the players. First, the players can explicitly decide who they wish to
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do business. Although not studied in this paper, this feature allows examining
whether people choose to use reputation information to ostracize those with
low reputations or give them poor prices based on their higher perceived risk.
Second, both buyers and sellers make delivery choices and so face a moral hazard
for which reputations are relevant. In the context of a reputation mechanism
based on self-reported information, this setup for reputation on both sides of
a market allows players to misreport their experience as possible punishment
for a poor report on their own reputation. More generally, our setup allows
for the formation of clusters of mutually high-reputation trading arrangements.
Third, our experiments include a full market so prices and trading volumes
are determined endogenously, providing a broader view of the macroeconomic
consequences of different information policies than is possible in more restricted
scenarios.

3 Experimental Design

Reputation mechanisms could have complicated effects on markets. Our exper-
iments were designed to evaluate both aggregate and individual behaviors. In
particular, the experiments provide information on how people use self-reporting
mechanisms and respond to unfulfilled contracts. Our experiments had two essen-
tial components: an exchange economy and an information policy for revealing
past behaviors to participants. In the remainder of this section, we describe each
of these in turn. All subjects received web-based instructions1. Each participant
had to qualify by successfully passing a web-based quiz before participating in
the experiment.

3.1 Exchange Economy

The first component of our experiment was an exchange economy of a single
homogenous good. We used standard experimental techniques to create the mar-
ket [8]. Supply and demand were generated by methods of induced value and
induced cost. That is, each unit of good a buyer purchased was redeemed for
a pre-determined amount, specified in an experimental currency with an an-
nounced rate at which it would be exchanged into dollars at the end of the ex-
periment. Similarly, each unit of good a seller sold cost a pre-determined amount.
Thus a buyer could profit by purchasing a unit below its redemption value, and
a seller could profit from a sale above the unit’s cost.

An experiment consisted of a number of periods. In each period, buyers and
sellers received tables listing their redemption values and costs, respectively. The
aggregate supply and demand was kept constant across periods. This fact was
publicly announced at the beginning of each experiment. However, each redemp-
tion value on the demand curve and each cost on the supply curve was assigned
to a random individual in each period. Thus, although the aggregate supply
1 Available at http://www.hpl.hp.com/econexperiment/marketinfo-base/instructions.

htm
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and demand did not change, an individual’s supply and demand did change.
The primary reason for this design feature is to prevent subjects learning each
other’s supply and demand and using this information to augment reputation
information. For example, if I know that seller A always has only 3 units to
sell at a cost below the specified price, I can deduce his intention to not fulfill
if he offers 4 units for sale. We would like the subjects to make that deter-
mination solely based on the information provided by a controlled reputation
mechanism.

We used a discrete form of double auction as the market institution as opposed
to the more common continuous time version which allows a subject to submit an
offer or accept an offer at any time as long as the market is open [8]. Each period
consisted of a fixed number of rounds. Buyers and sellers took turns making
offers (setting a price and a quantity) and accepting offers made by others. We
allowed players to have only one offer at a time, although they could offer to
buy or sell multiple units. There are two reasons for this form of market. First, a
discrete time, round-based, design gives subjects more time between decisions to
study and use information relevant to reputation compared to a continuous time
version in which they may only have seconds to make a decision. Second, subjects
needed to be able to choose who they would do business with. This choice was
more natural in a double auction setting than a call market or other institution
with a central clearing mechanism. To this end, we allowed the subjects to add
a filter to their offer limiting who was permitted to accept it. Each participant
could accept as many offers as were available to them. Subjects were able to
see all offers, including those they were not permitted to accept. We provided
this information to speed up the price formation process. When an offer was
accepted, it became a contract – an agreement for the seller to produce and
send the goods and for the buyer to send payment.

The key feature of our experiment was that contracts were not binding. After
the last round of exchanging offers in a period, both buyers and sellers were
given a list of the contracts they had signed for that period. They then decided
whether or not to fulfill each contract. That is, buyers chose whether or not to
send payment, and sellers chose whether or not to send the goods promised.
This created an environment similar to online transactions between anonymous
parties when there was no contract enforcement mechanism. Participants who
chose not to fulfill their contracts avoided the associated cost of fulfillment (i.e.,
the payment in the case of a buyer, and the production cost in the case of a
seller).

The experiment included noise: a fixed probability that either payment or
goods would be lost “in transit”. This probability was announced to the par-
ticipants in advance. When this probabilistic loss occurred, the sending party
was notified that their part of the exchange was not delivered to the recipient.
However, the recipient received no such notification. Thus, for instance, a seller
not receiving the contracted payment from a buyer would not know whether the
buyer chose not to pay or whether the payment was lost.
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3.2 Information Policies

The second component of our experiment was the information policy. This con-
trolled the information available to subjects when they made trading and con-
tract decisions. The focus of this series of experiment was the effect of past
transaction information.

The past transaction information available to subjects varied with the experi-
ment. Five treatments were conducted with different combinations of information
policies and noise, as listed in Table 1. In each treatment, all information was
displayed by period, with one row on a spreadsheet representing a period. Totals
were given on a separate row. Market price (the average price of accepted con-
tracts, weighted by volume), market volume, and personal payoffs were given in
all treatments. The information policies were:

– Low information: Agents were given historical information about only their
own transactions. Buyers were given the total value (the sum of price times
quantity) of all contracts they signed with each seller, and the value-weighted
percentage of contracts that were fulfilled by the buyer and by each seller.
Sellers were given analogous information. In this case, the display merely
summarized information already available from that player’s transactions in
previous periods.

– High information: Agents were given historical information about all transac-
tions that took place between any buyer and any seller. All agents were given
the total value of contracts that each agent signed, and the value-weighted
percentage that he or she fulfilled.

– Self-reported ratings: An additional stage was added after contract fulfill-
ment in which agents rated other players for each contract signed. After
receiving information about whether they received payment or goods for
each contract, they were asked to give the appropriate agent a positive (+)
or negative (-) rating. After all players submitted their ratings, the ratings
were made public: players saw value-weighted percentages of contracts signed
by a given player for which he or she received a positive rating (in addition
to the total value of contracts). If all players gave positive or negative rat-
ings if and only if their contracts were fulfilled or not, respectively, then the
information available with this policy would be similar to that for the high
information case.

The treatment was announced on the day of the experiment, and subjects were
given complete and accurate information about the rules and nature of the game,
including the probabilistic loss of payment and goods (i.e., the amount of noise).

4 Results

In this section, we describe the experiments we performed and the resulting
behaviors.
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4.1 Overview

We conducted a total of 8 experimental sessions, summarized in Table 1. The
first one was a pilot experiment with 8 subjects. The rest had at least 12 subjects.
The first 3 experiments had no noise. The rest of the experiments used a noise
probability of 10%.

Table 1. Overview of the experiments, showing for each one the number of subjects,
number of periods, whether noise was added and the information policy. In the pilot
experiment (number 1), the supply and demand was different from the rest.

experiment subjects periods noise? information policy
1 8 12 no high
2 12 13 no high
3 14 16 no low
4 16 14 yes low
5 16 14 yes high
6 16 14 yes self
7 16 16 yes low
8 14 16 yes self

In all experiments, market prices converged reasonably well to equilibrium
within 3 periods, as expected from prior studies [8]. Thus we were able to study
the effect of information policy choices in the context of a rapidly equilibrating
underlying market. Notice we use the term “equilibrium” loosely here.

As expected, all experiments exhibited strong end-game effects. Subjects were
told when the game would end two periods ahead of time. Furthermore, they
had an expectation of finishing by 5pm on the day of the experiment. Contract
fulfillment decreased sharply around 4 periods before the end of an experiment.
We use all of the data, including those close to the end-game, to compare in-
formation policies. We found about 10 periods in each experiment minimally
affected by the end-game, providing an indication of the effects and dynamics of
reputation likely to arise in the context of a long series of repeated transactions.

4.2 Fulfillment Rates

We measure aggregate contract fulfillment by the period fulfillment rate. To
define this value, we viewed each of the contracts signed during a period as two
separate transactions, the payment sent by the buyer and the goods sent by the
seller, each of which could be fulfilled or not. Each contract involves a price per
unit and number of units to exchange, and its value is the product of this price
and number of units. The period fulfillment rate for the buyers is the ratio of the
number of contracts they fulfill to the total number of contracts. We use a similar
definition for the sellers. The overall fulfillment rate is the average of those for the
buyers and sellers in that period. Fulfillment is not equivalent to actual delivery:
as described above, even when a person decides to fulfill a contract, the payment
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Table 2. Observed fulfillment in the experiments. Values show the average and stan-
dard deviation of the fulfillment over periods 3 to 11, inclusive. The most significant
comparison is among experiments 4 through 8, since the others did not have noise or
used a different supply and demand function.

experiment information policy average standard deviation
1 high 57% 20%
2 high 90% 9%
3 low 85% 7%
4 low 47% 11%
5 high 83% 9%
6 self 77% 15%
7 low 64% 16%
8 self 86% 12%

or goods could be lost in transit due to noise and thus not delivered to the other
party. Table 2 gives the observed values for our experiments. As one can see,
the two self-reporting experiments resulted in fulfillment rates (77% and 86%)
substantially higher the low information experiments (47% and 64%) and close
to or as good as the high information experiment (86%). This is evidence that
this particular reputation mechanism sustains a high fulfillment rate as well as
if full transaction information were available.

4.3 Behavior of the Self-reporting Mechanism

Table 3 shows the accuracy of the reports by the individuals in our two experi-
ments involving self-reporting. We see the accuracy is quite high, and consistently
for all participants. As a further detail on the use of the reports, Table 4 show
how the ratings compare with the actual behavior. In most of the cases, the rat-
ing (good or bad) correctly corresponds to actual experience with the contract
(the good or payment received or not, respectively). In the remaining cases, we
see people are much more likely to give a bad report in spite of receiving the
contracted good or payment, than they are to give a good rating in spite of
not receiving it. This bias toward bad reporting could reflect a desire to punish
an individual for poor past behavior (including negative ratings) or a desire to
lower the reputation of potential competition. In either case, more scrutiny to

Table 3. Accuracy of self-reporting. For each participant in each of the two experi-
ments, the value is the fraction of reports that match the actual behavior of the other
party to the contract(s) entered into by that individual. The average accuracy in each
experiment is 0.94.

expt.
6 0.93 0.97 1.00 0.94 0.94 0.98 0.96 0.96 0.92 0.94 0.96 0.91 0.93 0.91 0.94 0.89
8 0.97 0.89 0.95 0.89 0.98 0.95 0.98 0.94 0.98 0.85 0.98 0.95 0.93 0.98



Experimental Evaluation of an eBay-Style 441

Table 4. Comparison of ratings and actual behaviors for all periods and participants
in the experiments using self-reporting

experiment 6
rating received not received
good 0.544 0.029
bad 0.083 0.344

experiment 8
rating received not received
good 0.612 0.003
bad 0.123 0.262

the data may shed some light on how the self-reporting mechanism was used
strategically.

Furthermore, due to the noise introduced in the experiments, not receiving
the contracted value does not mean the person intentionally did not fulfill: the
item could have been lost due to noise.

4.4 Individual Behavior

We are interested in how individuals respond to fulfillment. Do they screen out
those perceived as unlikely to fulfill contracts? Or do they enter into contracts
with such people but at less favorable prices? Do they use a tit-for-tat strategy
to encourage fulfillment?

We found subjects tend not to fulfill contracts with the people who didn’t
fulfill prior contracts. There is strong evidence that people are engaging in tit-
for-tat strategies. Specifically, we analyze each individual in the following way.
For each individual, we compute the total value of of his or her contracts that
were not fulfilled by the other party. This serves as a naive value of how much
that player distrusts a potential trader. We regress this value on the percentage of
contracts that this person chooses to fulfill to the same trader. In all 78 subjects
(of experiment 4 through 8), this regression yields a negative coefficient. That
is, a subject tends not to fulfill his contract with another trader if this trader
has not fulfilled a prior contract with him or her before. Furthermore, in 64 out
of the 78 subjects (82%), this coefficient is significant.

5 Conclusion and Future Work

We described a series of experiments studying the effect of reputation mech-
anisms. Three different mechanisms were tested: low information policy when
subjects observed records of their own transactions, high information when ag-
gregate statistics of all transactions were common knowledge and a self-reporting
mechanism in which subjects scored their partners after each transaction. Re-
sults show that an ebay-style self-reporting mechanism was largely effective in
preventing ”cheating” and the reports were highly accurate ( 95%). However,
we also observe a heavy bias in the inaccurate reports towards giving ”bad”
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ratings to players who successfully fulfilled their contracts. It is likely that these
inaccurate reports are intentional and were used strategically to either punish
past transgression or to lower the reputation of the competition. This will be
one interesting issue to examine in the future.

This experimental design can be easily expanded to examine a wide range of
issues. For instance, with respect to self-reporting we could also compare cen-
tralized (e.g., eBay) to distributed (e.g., word of mouth recommendations) repu-
tation mechanisms. This issue will probably depend on whether preferences are
homogenous or not. For example, every seller prefers the buyer to pay promptly.
Thus reputation based on paying behavior can have a common measurement.
However, reputation about recommending movies will vary with the preferences
of the person.

There is a direct equivalence between fulfillment as used in our experiments
and that on eBay: namely not sending goods or payment. However, “fulfillment”
can be interpreted to have continuous values on eBay as opposed to the way it
was set up in the experiment. For example, a seller can send sub-standard goods
to the buyer while advertising for perfection, or buyers could delay, but still
ultimately deliver, payment. Our experimental design could be extended to treat
this question by allowing sellers to choose the quality of good to produce (with
different costs and benefits to the buyer) and thereby have the option of sending
a lower quality good than specified in the contract with the buyer. Identification
policy is another interesting issue our experimental setup could study. This would
broaden the experiment to examine issues of anonymity, the ability to change
identity at will and after markets of buying, selling and/or leasing identity in
similar set ups. This last option, involving markets for reputation, has been
studied theoretically [9] and could be readily added to our experiment design by
allowing players to trade identities, and their associated transaction histories.

Privacy is another issue closely linked with reputation mechanism design.
Disclosure of personal information may facilitate the establishment of one’s rep-
utation. For example, eBay requires an email address. Obviously if an address is
required and there are ways to track down a trading partner, it is easier to es-
tablish trust. However, people may prefer to keep this information private, even
if they incur some cost due to less trust on the part of others. Such concerns
could be addressed without need for trusted third parties through the use of
cryptographic protocols [10].

By combining markets with various information policies, we were able to study
the effect of reputation mechanisms under controlled laboratory conditions. Even
within the limited time available for such experiments, our design allowed us to
observe differences in behavior due to the amount of past transaction information
revealed to participants. Moreover, our experiment design readily extends to
address a variety of interesting questions beyond those described here, such as
changing or trading identities. These experiments complement larger, but less
controlled, field studies of reputation in practice, such as used by eBay, and
theoretical studies relying on simplifying assumptions of rational behavior or
limited to deal with analytically tractable games.
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Abstract. This paper present an architecture based on evolutionary genetic 
algorithms for generating online adaptive services. Online adaptive systems 
provide flexible services to a mass of clients/users for maximising some system 
goals, they dynamically adapt the form and the content of the issued services 
while the population of clients evolve over time. The idea of online genetic 
algorithms (online GAs) is to use the online clients response behaviour as a 
fitness function in order to produce the next generation of services. The 
principle implemented in online GAs, “the application environment is the 
fitness”, allow to model highly evolutionary domains where both services 
providers and clients change and evolve over time. The flexibility and the 
adaptive behaviour of this approach seems to be very relevant and promising 
for applications characterised by highly dynamical features such as in the web 
domain (online newspapers, e-markets, websites and advertising engines). 
Nevertheless the proposed technique has a more general aim for application 
environments characterised by a massive number of anonymous clients/users 
which require personalised services, such as in the case of many new IT 
applications. 

1   Introduction 

The research on the topic of adaptive systems has mainly focused on architectures 
based on knowledge representation and reasoning [1], fuzzy reasoning [2][3] and 
probabilistic models [4]. These approaches are often able to give an adequate account 
of uncertainty and dynamical aspects of the domain, but they also require a great 
effort in building a detailed model of the problem. Despite of the good qualitative 
response, they often reflect too rigidly the domain constraints at modeling time. When 
the environment, i.e. the constraint of the domain, evolves, the system performance 
tends to decrease until the model needs to be modified or redesigned. 
    The increasing diffusion of mass services based on new information technologies 
(ITs) poses new requirements and goals on adaptive systems which are seemingly 
contradictory, such as the problem of providing adaptive personalized services to a 
mass of anonymous users [4]. Sometimes models of user behavior [1] for the new 
services does not even exist, and, in addition, services and technologies appear and 
disappear very quickly thus vanishing the effort of building accurate models. The 
growing interest in self adaptive and self modeling systems is partially motivated by 
these reasons.  
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    The two leading approaches to self adaptation, i.e. genetic algorithms [5][6] and 
neural networks [7][8] are characterized by somewhat symmetrical features which are 
worth to be pointed out: neural networks (NNs) tends to be online systems while GAs 
operate offline. GA usually operates offline in the sense that they can be seen as 
building a simulated application environment in which they evolve and select the best 
solution among all the generations, under the well known Darwinian principle of 
“survival of the fittest”. 

Some works [9][10][11] have introduced “real world” issues into the GA loop, in 
the interactive GAs approach [12] the user is inserted in the algorithm with the role of 
providing the fitness functions by interacting with the GA, in other works still 
following the offline approach [13][14] about machine learning by GA, historical real 
data are used as fitness function. 

Despite of their offline nature GA are able of a highly dynamical behavior. The 
main reason is that the knowledge about "reasoning" structure of GA is embedded in 
the population chromosomes: when the population evolves the structure evolves as 
well. GA concepts such as cross over and mutation have no counterpart in NNs 
approach, but they are a powerful tools which can allow a GA to make fast hill 
climbing of local minimum and plateau in optimization problems [6]. 

The idea of bringing these adaptive features in the online system scenario is made 
more challenging from the facts that the population of clients asking for services is 
evolving over time, then their response to services changes. 

In this paper we propose a new approach, online genetic algorithms (online GAs) 
which tries to combine timely responses with the adaptive behavior of GAs. The basic 
idea of online GAs is to evolve populations by using the application world as a fitness 
function, under the principle “the real world is the fitness”. 

The goal of systems based on online GAs is to give a timely response to a massive 
set of  clients requesting services, and to be able to adapt services to clients, both 
changing over time in unknown and unpredictable way. 

As noted in the beginning, it is not realistic to rely on the hypothesis of detailed 
user models [1][15]. The increasing consciousness of privacy issues, legal limitations 
on personal info [16] and the growth of mobile and pervasive interfaces accessible 
from casual users, often make the user model impossible to collect. The anonymity of 
users/clients is then a structural constraint in mass adaptive services. 

In the next paragraphs we will motivate the online GAs approach by analyzing the 
features of a sample dynamical scenario regarding an online newspaper management 
system. 

The principles and the architectural scheme of the online genetic algorithms 
approach will be presented, an example application and experimental results will be 
discussed. 

2   The Online Adaptive Scenario: A Web Newspaper 

Let us consider as a typical scenario for online genetic algorithms: the problem of 
managing the generation of an online newspaper with the goals of maximizing 
customers, i.e. readers, contacts. 
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    The problem, well known to journal editors, is to build a newspaper in order to 
publish news according to the newspaper politics and mission, and selling it at its 
best. Selling news in this contexts means the goal of capturing readers attention for 
reading the articles, and for, possibly, satisfying the newspaper advertisers. Online 
readers browse time by time the newspaper web site and read the news which interest 
them. It is assumed that a good journal will collect a great number of contacts and 
many users will spend time in reading it. Managing editors of online newspapers have 
a great advantage with respect to their hard paper colleagues: while a conventional 
paper journal is limited and bounded to a single daily edition (except the cases of 
extraordinary events), an online editors, instead, can make timely adaptation of the 
newspaper to the latest news, thus maximizing the impact of the newspaper on the 
readers. 
    Online media have the likely feature that can be produced and delivered 
instantaneously such that, in principle, each user can read his own single, personalized 
and different copy of the journal. The main issues and source of difficulties, in the 
newspaper scenario are the lack of information about the users and the unpredictable 
dynamical evolution of all the elements which characterized it, in particular: 

• anonymity of clients 
• dynamical evolution of potential services 
• dynamical evolution of clients 
• dynamical evolution of client goals 

These evolutionary features are shared by a wide class of online problems. 

2.1   Anonymity of Clients 

Anonymity of clients means that no hypotheses can be made about profiles of the 
users of online services. As discussed in the introduction the typical assumption for 
online newspaper is that the information available to the system comes from 
anonymous user sessions, where users cannot be identified, nor recognized from 
previous sessions [16]. 

2.2   Dynamical Evolution of Potential Services 

The purpose of online systems is to provide the best of their currently available 
services for maximizing the client impact [17], the situation is made more complex 
since the services that are issued by the providers can vary over time in unpredictable 
way. 
    News, seen as services, are characterized by a lifetime cycle (i.e. they appear, 
disappear and are archived), and the news flow is by its nature unpredictable. Thus 
the news editor task is to select according to the editorial line, which news best 
interest and impress their readers, among the available ones. 

2.3   Dynamical Evolution of Clients 

The set clients connected with the online system evolves over time in unpredictable 
way. The set of connected clients are not always the same, since new clients come and 
previous sessions disconnect. 
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    In the case of online newspaper there can be made some general assumption about 
the target users. Users are assumed to have somewhat homogeneous features like in 
the case of readers of newspaper specialized in economics, politics, sports etc. 
Nevertheless the instantaneous audience profile of online newspaper can vary over 
time. For instance students can connect mainly in the afternoon, while corporate 
workers can connect in different time range. In addition, external factors and 
unpredictable events, such as holidays or exceptional events, can make different 
classes of readers to connect in unexpected time/dates. 
    Even assuming that we have a way of determining the ideal journal for the current 
audience given the currently available news, the newspaper edition will be no more 
adequate after some time, since the audience will change unpredictably. 

2.4   Dynamical Evolution of Client Goals and Attitudes 

Goals and attitudes of the single clients can vary and depend on time. As we as 
pointed out before, external events of general interest can make the journal audience 
vary, but can also make the interests of the audience to vary. Economical or political 
events can induce a shift in the typical interest of the readers. Moreover even 
assuming to have a fixed audience, with fixed goals, is not possible to produce a fixed 
"ideal newspapers", since people expect that newspaper vary: it would be unlikely to 
read every day the same identical news; typical users of online newspapers connect to 
the system many times a day, expecting to read more news on topics of their interest. 

2.5   Model of Service Impact Factor 

A model of the impact factor of service cannot be easily defined and require 
classification effort. The goal of the newspaper editor is to catch the attention of most 
of its readers by selecting the appropriate news and preparing a suitable edition 
according to the newspaper editorial line, i.e. mission, policy and cultural goals.  

The typical tools available to an editor to maximize the impact of the service he 
provides (i.e. the news) are: selections of the news among the continuous flow 
(deciding which news are currently published and which news go to archive); location 
of the news in the grid of the newspaper layout (the position of the news usually 
reflect is evidence or priority in editor's intention); presentation form of the news, 
which regards aspects such are selecting a title for the news, and or selecting a 
possible picture accompanying it, and sometime also long or short versions of the 
article. These tasks are usually regarded to as an "art" which the newspaper editor 
performs by the help of his/her experience. 

It is worth noticing that some factors, such as the news position in the layout, are 
not necessarily determining the reader's priority. A well prepared journal, for 
example, usually offers a mix of different news (i.e. not many news on the same 
topic). The visibility strictly depend not only in the position but also in the context in 
which news are presented. Sometimes hot emerging topics require breaking this rules 
and, when it happens most part of the journal news are devoted to a single topic. 

The next paragraph will describe a framework based on genetic algorithms for 
providing adaptive services in highly evolutionary environment to a massive audience 
of anonymous users, such as in the newspapers scenario. 
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3   Online GA Scheme 

GAs have been classically proposed for use in an offline schema. In the offline 
approach populations of solutions are evolved offline for a given number of 
generations in order to produce a best evolved solution (usually determined in the last 
generation) which given as system output. For instance in classical optimization 
problems [6] GA are used for exploring a search space of solutions and the best 
minimum/maximum value found over all generation is produced. In GA applied to 
learning problems, such as discovering stock market rules [14], real data about stock 
market are used to evolve the population, but again, the best solution is computed 
offline, and it is used in the real market afterwards. A different approach is that of 
Interactive Genetic Algorithms [9] [12] [18] where the real world is included into the 
GAs loop under the principle that “the user is the fitness”, i.e. the user participates to 
a cooperative optimization process. In some interactive GAs applications to robot 
learning [13], the real world is used to evolve the solution, but GAs uses real world in 
an offline phase of training. 
    In the online GAs approach we propose to literally implement the evolutionary 
metaphor which originally motivates GAs. In our proposal the basic elements and 
concepts of GAs such as population, chromosomes, crossover, mutation and selection 
mechanism still exists but, they are extended with the innovative but simple 
assumption that “the real world is the fitness”, i.e. the application world, representing 
the environment, is used to selects the best surviving fittest solutions, moreover all 
generated solutions are output to the system and no interactive cooperation is required 
to users/clients. 
    The basic scheme of an online GAs wrt offline GAs is depicted in figure 1. In 
online GAs a population of solutions is evolved with usual genetic mechanisms, with 
the difference that the solutions in the population are actually "executed", and the 
client/users behaviors/responses upon solutions are used as a fitness to evolve the next 
generation of online solutions. In other words the fitness function resides in the real 
world and it is expected to give timely response to the evolution of clients' population 
and domain modification. 

3.1   Updating Phase 

Since in online GAs the problem domain also evolves unpredictably (for instance the 
provided services changes, i.e. the flow of incoming/outcoming news), then there is 
the need for a novel phase of updating, not present in classical GA . The purpose of 
the updating phase is to establish and implementing a policy about how to adapt the 
current population of solutions to domain changes (such as how to replace an article 
which is disappeared from the journal, because expired or delete after explicit editor's 
decision). 

Online GAs can be used when it is required to dynamically adapt to evolution and 
changes in the problem domain, moreover application domains best suitable for the 
adoption of online GAs are characterized by: 

- a solution space with "many" valid solutions to explore, i.e. the solution space  
with  not unique or few valid solutions 

- a set of clients which require solutions to be used immediately 
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- an optimization function which measures the efficacy of a solution given in 
output, which can be "sensed" by the system in the external world as a response/result 
produced by clients. 

 

 
 
It is worth noticing that online genetic algorithms would not be a real possibility 

without the new ITs. A massive diffusion of the internet, mobile phones services, on 
demand phone services has made possible application servers where a huge number 
of anonymous clients (with no distinction among final users or software agents) are 
concurrently requiring services in an automated framework which directly connects 
consumers to service providers. The services providers are usually optimizing very 
simple functions which are completely inside their “sensing” scope such as time-
spent, services bought, money charged, advertising clicked. 

4   An Online GA 

The pervasive dynamical and unpredictable evolution of all the key elements in the 
newspaper scenario represents a difficult challenge for adaptive systems which should 
provide adequate services in answers to clients' requests. 

News to be offered in the newspaper are continuously flowing in from news 
agency and journalists. Different classes of anonymous  individual readers 
continuously connect and disconnect in order to read interesting news The goals and 
interests of the individuals vary in an unpredictable way (people get bored of old 
news). The impact of news upon users depends of the form, the position and the 
context in which the news are given, and it is hard to be deterministically modeled 
[9][19]. Finally the editor policy represents a pervasive constraint to be respected 
throughout the journal editing.  
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In the following we present the architecture of a sample online GAs applied to the 
newspaper evolutionary scenario. 

4.1   Domain and Constraints 

A newspaper has a typical layout and structure in term of sections of topics, which are 
part of the recognizable corporate image. No editors are available to modify it, 
moreover the editor usually want to have control over the proposed news in order to 
implement the editorial policy. 

In order to reflect these constraints the structure and layout of the journal do not 
evolve, and the editor decides which news include/exclude in/from the newspaper and 
how to assign (or remove) them to sections, let the sections, for instance: TopStories, 
National, International, Sports, Health and Technology. A limited set of headlines 
(for example 4 headlines) is reported in the front page for each section; the sections 
occupy fixed layout positions; the section headlines are chosen among the articles 
available inside the sections. 

For each single article we will assume that the newspaper editor provide a set of 
possible alternative formats for each article, i.e. alternative titles, texts and pictures to 
be used for presentation. The task of the editor is to decide how to update the set of 
news and formats, while the online GA actually build the newspapers deciding which 
articles will be inserted into the sections headlines and which alternative formats will 
be used in the articles presentation. 

4.2   Population and Individuals 

The individuals which compose the population of the current generation consist of the 
different versions of the newspaper which have been issued to the currently 
requesting online readers. 

4.3   Time Intervals 

In order to make the online GA having a sufficient number of individuals in the 
population, and a sufficient time to evaluate user response, i.e. fitness of the 
individual, it is needed to fix a time interval value, i.e. the duration of the minimal 
interval of time from one generation to the next one. If, for instance, a newspaper has 
6000 contacts per hour, a time granularity of 1 minute guarantee, guarantee an 
average population of 100 individuals, but doe not allows to evaluate responses whose 
duration is greater than one minute. 

4.4   Fitness Function 

The fitness function measures the adequacy of the solution in term of client response. 
According to the anonymity hypothesis the system is able to "sense" user sessions, 

but not to recognize user from previously started session. Sensing data are easily 
collected from the web server log files. In the newspaper problem the fitness of a 
given solution k (i.e. the individual version of the newspaper) is defined as 

F(k) = wsts + wca nca+ wcn ncn + wint (Σ(i=1..ncn) tsi/tr) / ncn - wnohl cnohl 
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The listed parameters reflect the general criteria that reward as positive, in 
particular: ts is the total time spent on the newspaper (measured as the time between 
the first and the last browser request); nca the number of clicks on newspaper 
advertisings; ncn number of clicks on news (i.e. how many news have been red; the Σ 
term computes the average interest of news, where the interest is measured as the time 
spent tsi on a single news with respect to the time tr needed to read the news 
(skipping rapidly a news means little interest wrt carefully reading it); the minus 
terms cnohl in F(v) penalizes the situations in which the readers find no interest in 
headlines and go straight to sections to read particular news, i.e. in other words it 
penalize at a certain extent the journal versions in which the content is interesting 
while presentation is not. Weights was ,wca ,wcn ,wint and wnohl are used to tune 
the contributions of the respective terms to the global fitness. 

4.5   Chromosomes 

The individuals, i.e., the single newspaper versions, are encoded by a set of sections 
vectors each one encoding a section of the newspaper. 

Each element in the journal chromosome specifies a single news in term of its 
position in the section headlines (0 means not in headlines), and its presentation i.e.  
values indicating which title, text, and picture, the newspaper edition will contain for 
the given article among the different available versions. 

4.6   Selection 

A standard proportional to fitness selection method is used in order to determine the 
intermediate population used for crossover and mutation. The more the fitness is high 
more chances are given to individuals to survive. On the intermediate population thus 
determined crossover and mutation are applied. 

4.7   Crossover 

The purpose of crossover is to generate a new journal version from two individual 
chromosomes. The two offspring replace the parents. Again a proportional to fitness 
reproduction criteria is used. 

The crossover is operated section by section on the whole chromosome. For each 
section a linear crossover point is determined (see dashed line in the figure below) for 
splitting the section subvector. The respective subsections of the two parents are then 
combined. Restoring valid solutions can be necessary after crossover reproduction. 
Suppose that a given section is allowed h headlines; the split point position can 
divide the section segments such that one offspring segment contains more than h 
headlines while the other has less than h, i.e. the solution is not valid. In this case in 
order to restore a valid solution we move headlines from the longest to the shortest 
one selecting them randomly. Another case of invalid solution is when two headlines 
in a section points to the same position (another headline position must be empty), in 
this case the tie is broken randomly. Note the criteria guarantee that all headlines in 
the parents will be again headlines in the offspring. 
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4.8   Mutation 

Mutations (see figure 4) are operated at different levels with different priorities. 

-headline mutation, is the operation which moves a news from sections into 
headlines and vice versa, since an headline mutation is a dramatic change in a 
newspaper version, the probability Ph of headline mutation is kept relatively low, on 
the other hand and additional factor Pnew is considered, Pnew, is giving more 
probability to become section headline to new articles wrt old ones; 

-format mutation, this mutation tends to adapt the form in which the single news 
are given, i.e. order, titles, alternative texts and accompanying pictures, the 
probability Pf of this mutation is slightly high than the previous one. 

A format mutation is realized by choosing randomly a format component (order, title, 
text and picture) and a feasible random value in the domain of the format component 
(e.g. one title over three available candidates). Format mutation of ordering is only 
applied to headline news and consists in swapping an article with another one 
randomly selected among the headlines. 

Headline mutation is realized by randomly selecting the incoming article (taking 
into account of Pnew to give priority to new articles), selecting the outcoming article 
and swapping them among headline and section. 

4.9   Update Adaptation Phase 

The adaptation phase concerns the problem of adapting the population of solution 
which were made invalid by external modifications. For example when the news 
editor decides that an old article has to be archived and/or a new one has to be 
inserted into the journal, some individual in the current population could be no more 
valid. In restoring the validity of the solution we use the following criteria: 

- incoming news are added to the respective section with maximum Pnew 
- outcoming news not appearing in section hot headlines are simply deleted from 

the section 
- outcoming news which are on the section headlines are replaced by shifting up 

the section headlines, and operating a format mutation on the last position where 
simple insertion replace swapping 

The array representation is updated accordingly. 

5   Conclusions 

Online GAs represent a new approach to systems which provide adaptive services to a 
large number of anonymous clients/users which evolves over time in unpredictable 
way. 
    The basic idea of online genetic algorithms is that “the world is the fitness”, i.e. the 
fitness function resides in the application environment and it can be evaluated by 
sensing the environment i.e. by evaluating clients/users response to the current 
solutions. A phase of adaptation is added to usual GA schema for restoring validity to 
solutions made invalid by evolution in the problem domain. 
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    Online GAs are related with interactive GAs methods [12][9][10], in which the real 
world appear in GA in the form of the user cooperation to the selection process, or in 
the form of environment guided training [13]. The main difference between online 
GAs and interactive GAs is that in interactive GAs, GAs are used in a sort of offline 
simulation in order to select a final optimized solution or behavior, used by the 
application. Instead online GAs based applications made immediate use of the 
solutions population. The main issues which motivates the adoption of online GAs 
have been discussed in the framework of the newspaper scenario. Online GAs 
represents an answer in all those situation in which adaptation is required, while few o 
no data are available about users' profiles and attitudes [17]. The increasing diffusion 
of massive distributed services based on the new ITs , the increasing consciousness 
and laws about the privacy issues, motivates the apparently contradictory request of 
providing adaptive services to unknown users in dynamical domains. 
    Preliminary experimental results on a simplified version of the newspaper 
application confirm the validity of the online GAs approach. Open theoretical and 
practical issues need to be further investigated in the framework of online GAs such 
as the problem of time granularity with respect to the time needed for fitness 
evaluation; defining effective methods for tuning GA parameters and weights, and 
discussing typical GA issues such as co-evolution [17] in the context of online GAs. 
Moreover the integration between online GA and other non evolutionary techniques 
such as fuzzy and probabilistic analysis are worth to be investigated. 
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Abstract. Based on the analysis of the process of the collaborative e-learning 
system and the characteristics of Multi-agent technology, this paper brings 
forward a collaborative e-learning system framework founded on Multi-agent. 
Meanwhile, it provides with the key technology to realize e-learning and the 
arithmetic to search for the collaborator, carries out further analysis of the 
system’s operating mechanism, multi-agent’s logic structure, Agent capacity 
and time complexity. According to this framework, it is easy to realize the 
Web-based e-learning among several individuals and the knowledge’s 
intertransferring, which is good to improve the e-learning efficiency and lift the 
knowledge level of the whole internet organization. 

1   Introduction 

In recent years, e-learning has attracted broad attention in academic and business 
communities. In fact, e-learning is the use of network technology to design, deliver, 
select, administer, and extend learning [1]. It is obvious that e-learning is the result of 
combining the traditional learning styles with variety of modern net technology. E-
learning initiatives are expanding in academic and corporate setting driving interest in 
lifelong learning [3], [4], [5]. At present many international organizations and 
scholars have attached much importance on the research on e-learning. Thereinto, the 
educational technology standardization movement has also grown to become a 
significant force, including such organizations as IMS Global Learning Consortium, 
IEEE, Dublin Core, ISO, ADL, which are standardizing important base technologies 
for e-learning applications [6]. Digital technologies have opened new directions for 
experimentation in the field of learning [7]. At the same time, it has become 
increasingly evident that the collaborative learning will not be accepting Web 
technology for agent very quickly, although the potential benefits are many. 
Additionally, many e-learning applications are highly monolithic and seriously 
lacking in flexibility [8]. The kind of intelligent computer support enabled by 
Semantic Web descriptions, such as software agents and self-describing systems, is 
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not taken into account in the design [6]. The use of information retrieval techniques in 
e-learning domains has been limited too, with some work done on using information 
retrieval techniques to structure the learning material [9]. 

This paper brings forwards a collaborative e-learning framework based on multi-
agent which possesses the characteristics of intelligent mutual cooperation and 
intelligent search. Through this framework, the learners can use the existing computer 
network in the organization to obtain the needed knowledge from other individual 
learners through the UI to lift their own knowledge level. 

The rest of this paper is organized as follows. Section 2 describes the process of the 
collaborative e-learning. Section 3 explores the Multi-agent and its characteristics. 
Section 4 proposes collaborative e-learning system based on Multi-agent. Conclusions 
and future work can be found in the last section. 

2   Process of the Collaborative E-Learning  

Collaborative e-learning is a new type of teaching pattern. It mainly embodies the 
application of new technologies such as network into collaborative learning. It uses 
the collaborative environment supported by the computer network [10] to carry out 
the collaborative learning, in the form of group work, between teachers and students, 
students and students based on their discussion, cooperation and communication to 
achieve the learning targets. The collaborative e-learning usually includes:  

− composing the learning groups;  
− conducting the real-time, synchronous communication, including synchronous 

BBS or the video conferencing etc;  
− collecting, organizing and sharing knowledge, which involves the group members’ 

obtaining relevant knowledge and then offering to the group;  
− sharing the existed files resources online and discussing them among the 

cooperators through e-mail, video conferencing, in addition, editing the sharing 
files collectively by use of the online note-taking system;  

− building an interactive platform for e-learning to let the learners interact and 
cooperate. 

The interactive modes in the process of the collaborative e-learning includes: the 
interaction between the learners and the contents, the interaction between the learners 
and the mentors, the interaction between learners [11]. Thereinto, the mentors can be 
a teacher or a software system. The interaction between learners can be the one 
between two individuals; also can be the synchronous interaction, such as the 
interactive discussion among several group members under the collaborative learning, 
or the asynchronous interaction including BBS, e-mail. The interaction between 
associates can help learners consolidate their knowledge, check up their hypothesis, 
prove their choices and attitudes, and send the knowledge which is outdated to some 
learners but useful to other learners. 

The aim of the e-learning is to realize the sharing and efficient using of knowledge. 
Therefore, the position of the mentor and learner is relative in the learning groups. 
Suppose learner A has done much research on a field and has mastered much 
knowledge in this field. Accordingly, some knowledge will lose the previous 
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reference value to learner A. At the same time, learner B is just stepping into this field. 
And such knowledge is possibly important to him. Thus, this learning group is made 
up of learner A and learner B, and A acts as the mentor. 

In addition, the collaborative learner should have mutual learning target and each 
learner should obey this target. During the cooperation, each member not only should 
strictly execute the mutual agreement, but also can understand such mutual target to 
achieve common understanding and convert to internal demand and self-conscious 
action. Each cooperation member must make sure of his/her own role in the 
cooperating and target-realization, and undertake his/her responsibility. In the process 
of collaborative learning, there is no individual success; there is only the realization of 
the common target. The process of collaborative learning is also a process for the 
group members to modulate, improve and advance each other to reach the mutual 
success. The formation process of the grouping of the collaborative e-learning is 
shown as figure 1. 

 

Fig. 1. The formation process of the grouping of the collaborative e-learning 

3   Multi-agent and Its Characteristics  

There are many network technologies which can support the e-learning, including 
XML, XML Schema, P2P, and other Web technologies from the W3C and elsewhere. 
Agent technology, as a kind of intelligentized network, has been applied to e-learning 
system [12], [13], [14]. Agent technology comes from artificial intelligence: 
Generally, Agent is considered as an autonomic entity. It can apperceive the 
environment and give certain judgment and reasoning to outside information to 
control its decision and action [14], [15], and accomplish some certain tasks.  

Agent usually possesses the following features: 

− Autonomy: Agent’s action and behavior are controlled by its own knowledge, 
internal state and its apperceiving for external environment; its operation is not 
interfered by people or other agents. 

− Responsibility: Agent can perceive the changes in environment and react to them.  
− Social ability: Agent can interact and communicate with other agents or people in 

some agent collaboration language. In multi-agent system, Agent should have 
collaborative and negotiatory ability.  

− Target-conducting ability: Agent can layout the action steps to realize certain 
target.  
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− Intelligence: Agent can reason according to the facts and rules in knowledge base, 
and the agent operating in the complex environment should also have learning or 
self-adaptive ability.  

− Movability: Agent, as an active entity, can extend across the platform to roam on 
the internet to help the users collect information, and its state and behavior have 
continuity. 

The system based on multi-agent is one in which multi agents can communicate and 
collaborate with each other to finish the task together. This system not only has the 
characteristics of resources sharing, expandability, strong reliability and flexibility 
that the common distributing system possesses, but also can solve big-scale, complex 
problems through the negotiation between every agent. Thus, the system possesses 
strong reliability and self-organization ability. Due to the above-mentioned 
characteristics, agent technology is so fit to be applied to the e-learning system. 

4   Collaborative E-Learning System Based on Multi-agent 

The following is a collaborative e-learning system framework based on multi-agent as 
figure 2 shows. Because the core of e-learning is the collaboration between the 
learners, the main problem this paper needs to solve is the cooperation between the 
learners, that is, when learner agent representing the learners doesn’t clearly show the 
destination, it only needs to bring forward the demanding knowledge; then the 
controlling agent searches for the collaborative agent which has the same demanding 
learner agent, and teacher agent to build the collaborative group; the learners can 
obtain organizational knowledge or the other collaborative learners’  knowledge 
through UI, and can realize the e-learning through direct learning or communication 
with others (such as e-mail, discussion online or video communication and so on). 
The following are the general hypothesis of framework: 

− Only considering the main agents: learner agent, teacher agent and controlling 
agent. The function of teacher agent is to tell the controlling agent what 
knowledge can be offered, to provide learner agent with knowledge, and to answer 
questions from learner agent in real time. The function of the learner agent is to 
request controlling agent some knowledge, to form a group with the learner agent 
who has the same target and to build connection with the corresponding teacher 
agent to go on communication. The controlling agent is divided into attempering 
agent, local agent and classifying agent. The function of attempering agent is to 
manage the linear list (In this paper, a linear list is a finite sequence of agents.) and 
offer the search for the overall knowledge; local agent provides the cross-type 
search of different knowledge for all agents in its district; classifying agent is in 
charge of the communicating between learner agents in the same group and the 
communicating between learner agents and teacher agents. Thus, the function of 
the controlling agent is search teacher agent for learner agents and build 
collaborative group, which embodies the agent’s autonomy. 

− Any teacher agent only offers limited types of related knowledge. 
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Fig. 2. The collaborative e-learning system framework based on multi-agent 

4.1   Operating Mechanism of the Collaborative E-Learning System 

The operating mechanism of the collaborative e-learning system is: the learner will be 
one user after registering and logging up. The system will send the learner’s obvious 
learning request and connotative interests to learner agent through UI. Controlling 
agent makes decisions according to the information in existing Agents Model, the 
state of teacher agent and other learner agents and the information store in the 
information resources base of the semantic network; moreover, it will also send the 
decision to learner agent. Under necessary conditions, the analysis module and the 
information collecting module of the net resource will be activated. The collecting 
module will obtain the original information from the search engine according to the 
scheduled requests, analyze the information resources of internet using special 
arithmetic according to the rule definition of knowledge base, and then collect the 
potentially useful knowledge. The intelligent analysis module uses ontology module 
and related arithmetic in knowledge base to filter, analyze, take out and understand 
the collected information, and then put the processed information into knowledge 
base. Meanwhile, analysis module brings up some evolvement suggestions for 
ontology according to the analysis results. The knowledge base management module 
evolves ontology, renews the resources on time, carries out the basic check upon the 
resources and renews and maintains Agents Model through the communication with 
the outside. Through controlling agent’s coordinating, learner agent achieves the 
connection between learner agents and teacher agents, builds collaborative learning 
group, and finally realizes collaborative e-learning. 
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4.2   Logic Structure of Multi-agent  

The multi-agent structure, which combines the linear list and hierarchy, is adopted 
according to the commonness of knowledge structure of the collaborative learning 
and the characteristics of the knowledge classification, as figure 3 shows. The linear 
lists are classified according to the districts.  A district is corresponding to a one-
dimension linear list and each linear list contains some local agents. However, local 
agent cannot connect with teacher agent and learner agent. The system sets 
attempering agent to build collaborative learning group for learner agents. 
Furthermore, when the system searches teacher agents, the attempering agent is 
asked to point out the current search linear list. According to the knowledge contents, 
the hierarchy classifies teacher agents grade by grade that is expressed as tree, and 
whose node is classifying agent. The lower the grade, the more detailed the 
knowledge classification. Teacher agent is leave node, and it doesn’t have classifying 
property. However, it can connect with the corresponding classifying agent according 
to the provided information. Learner agent adopts federation structure, but it must 
connect with one classifying agent which is fit for its learning target. At the same 
time, as leave node, it often connects with classifying agent by the means of handy 
combination. Several learner agents who have the same learning target make up of 
the collaborative learning group. 

 

Fig. 3. The hierarchy structure of multi-agent 

4.3   Capacity of Agent 

The capacity of agent refers to the service one agent can offer to the other agents. The 
capacity knowledge is adopted to describe the capacity of agent. It comes into being 
with the emerging of the agent. Capacity knowledge is the base for the multi-agent’s 
connection in the collaborative e-learning system and contains four expandable 
properties: linear list mark, agent type mark, knowledge classifying mark and agent 
number. Linear list mark can be expanded to linear list name and the local agent 
name it belongs to. Agent type mark refers to the agent type the agent belongs to. 
Classifying mark illustrates the type of target knowledge, and implies the middle node 
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from local agent to teacher agent. Agent number is used to distinguish the different 
learner agent in the same knowledge classification or target. In the collaborative e-
learning system, the Agents which have the same knowledge are not the exclusive, 
but their capacity knowledge should be the only. This exclusiveness makes it possible 
for learner agent to join in the group according to learning target and choose the 
suitable teacher agent. 

The whole learning process begins with learner agent. And controlling agent 
connects it to one classifying agent according to its capacity knowledge. Classifying 
agent picks up its capacity knowledge, analyzes its capacity and judges whether the 
corresponding teacher agent is local connection. If it is not, classifying agent will 
upload this learner agent’s request to the upper classifying agent. The upper 
classifying agents will do the similar things in turn as the lower Agent until some 
upper classifying agent can fix a teacher agent and send the learning request. Then 
the teacher agent reacts to the request to send knowledge. There is at least one 
teacher agent in each learning group. The other learner agents who have the same 
target can repeat the above process to join the group at any time. 

4.4   Search Arithmetic and the Analysis of Time Complexity 

In the above system, the time that the learners need to join in one collaborative 
learning group will affect learners’ interest in online learning. Therefore, there is a 
need of analysis of the arithmetic to the search for teacher agent and other agents and 
the time complexity of arithmetic in order to affirm the rationality of the arithmetic. 
During the analysis, the search strategy should be first fixed. When controlling Agent 
receives a joining request, it should first analyze the classifying information of this 
request, and then go on the search for the collaborative learning. There are some 
conditions for such search: 

− If it relates the learning group, then the classifying agent can join in the group; 
− If it doesn’t, then sends the search request to the upper classifying agent grade by 

grade; 
− If the search in the district fails, then sends request to the attempering agent. 

Attempering agent points out the next local agent to search according to the 
priority rule; 

− If the search fails in the same linear list district, then it is up for attempering agent 
to point out the next linear list to search until all the linear lists are searched. 

During the searching, any search succeeds, and the followings can be canceled. The 
result of searching is the learner agent joining a group which has the same target and 
starting collaborative e-learning.  

To analyze search arithmetic and its time complexity, further rational predigested 
is needed. Suppose there is a group of teacher agent under a classifying agent and 
replaced by a leave node. Then, when the search comes to the classifying agent who 
directly connects to the leave node, the search result to the branch is clearly shown. 
The arithmetic for searching the leave node can be described as following: 
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while (Is there any unsearched linear lists?) { 
Search in the next linear list; 
while (Is there any unsearched node in the linear list?) { 
Search the leave node of the tree; 
if (succeeds in searching?) then jumps out of all circles;  
} 
} 
While analyzing the time complexity of the arithmetic, the process of uploading 

grade by grade can be omitted; and the postponed time of sending messages between 
the agents needn’t be considered. Therefore, the time complexity of searching = the 
time for searching linear list × searching time for tree. 

For attempering agent, several linear lists are equal to a linear list, which can be 
combined by all the linear lists. Suppose the linear list attempering agent uses is l, and 
there are n nodes, x is any a given node showing the local agent the needing teacher 
agent locates. Classifying according to the positions which x appears in l, then the 
condition of n+1 may emerge. Suppose the probability of x in l is q, and suppose the 
probability of x in every position of l is the same, the average time complexity of 
linear list is  

( ) ( ) nqnqnA ×−++×= 12/1)( . (1) 

When q = 0, the complexity under the worst condition is: 

nnW =)( . (2) 

The tree here is an irregular tree, showing that the knowledge classification in the 
existing network is limited, and the search for the tree can be finished within an upper 
time limit. So the main factors that can affect searching time should be the number of 
the nodes in the linear list, and the number of the nodes in the linear list is the only 
possible part that increases in big scope. Thus, it can be believed that the time 
complexity of searching is the same as the linear list and both are O(n) in the practical 
application. Furthermore, in the certain domains, it is impossible for the increasing 
speed and scale of the overall node to inflate exceedingly quickly. In this sense, this 
system possesses strong practicability. 

The particular situation of this system which the above-mentioned framework 
cannot be said more because of the limited paper space. 

5   Conclusions and Future Work 

This paper applies multi-agent technology to the e-learning, and proposes a 
collaborative e-learning framework based on multi-agent. However, the research work 
in this paper mainly focuses on technical side. It doesn’t deep explore the motivation 
of users who participate in collaborative e-learning. For example, how to stay and 
keep users active when they always provide more knowledge than they can get? 
Furthermore, since e-learning is a completely new research field with the 
development of internet, it is still at the beginning stage, whether in idea or in the 
technology. Therefore, the proposed system in this paper still needs the learners to lift 
their own self-restriction ability to avoid getting lost in information and information’s 
overloading and strengthen their distinguishing ability to systematize their learning. 
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Abstract. In this paper, a crisp possibilistic variance and a crisp pos-
sibilistic covariance of fuzzy numbers are defined, which is different from
the ones introduced by Carlsson and Fullér. The possibilistic portfo-
lio selection model is presented on the basis of the possibilistic mean
and variance under the assumption that the returns of assets are fuzzy
numbers. Especially, Markowitz’s probabilistic mean-variance model is
replaced a linear programming model when the returns of assets are
symmetric fuzzy numbers. The possibilistic efficient frontier can be de-
rived explicitly when short sales are not allowed on all risky assets and
a risk-free asset.

1 Introduction

The mean-variance methodology for the portfolio selection problem, posed orig-
inally by Markowitz [1], has played an important role in the development of
modern portfolio selection theory. It combines probability and optimization tech-
niques to model the behavior investment under uncertainty. The return is mea-
sured by mean, and the risky is measured by variance, of a portfolio of assets.
In Markowitz’s mean-variance model for portfolio selection, it is necessary to
estimate the probability distribution, strictly speaking, a mean vector and a co-
variance matrix. It means that all mean returns, variances, covariances of risky
assets can be accurately estimated by an investor. The basic assumption for us-
ing Markowitz’s mean-variance model is that the situation of asset markets in
future can be correctly reflected by asset data in the past, that is, the mean
and covariance of assets in future is similar to the past one. It is hard to ensure
this kind of assumption for real ever-changing asset markets. It would be very
difficult to obtain the explicit solution of efficient portfolio under general con-
straints such as non-negativity constraints on correlated assets (precluding short
sales)(see Markowitz [1], Perold [2], Pang [3], VÖRÖS [4] and Best [5], etc..).

It is well-known that the returns of risky assets are in a fuzzy uncertain
economic environment and vary from time to time, so the future states of returns
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and risks of risky assets cannot be predicted accurately. Recently, a few of authors
such as Watada [6], Tanaka and Guo [7,8], Wang and Zhu [11] etc., studied the
fuzzy portfolio selection problem. Watada [6] presented portfolio selection models
using fuzzy decision theory. Tanaka and Guo [7,8] proposed the portfolio selection
models based on fuzzy probabilities and possibilistic distributions. Zhang [12]
introduced the admissible efficient portfolio model under the assumption that
the expected return and risk of asset have admissible errors. Zhang and Wang
[13] discussed the general weighted possibilistic portfolio selection problem.

In this paper, we consider the portfolio selection problem based on a new
crisp possibilistic variance and a new crisp possibilistic covariance of fuzzy num-
bers. We present a new possibilistic mean-variance model for portfolio selection.
Especially, we obtain a linear programming model when the returns of assets
are symmetric fuzzy numbers. The possibilistic efficient portfolios can be easily
obtained when short sales are not allowed on all risky assets and there exists a
risk-free investment.

2 Possibilistic Mean and Possibilistic Variance

A fuzzy number A is a fuzzy set of the real line R with a normal, fuzzy convex
and continuous membership function of bounded support. The family of fuzzy
numbers will be denoted by F .

Let A be a fuzzy number with γ− level set [A]γ = [a(γ), b(γ)](γ > 0).
Carlsson and Fullér [10] defined the lower and upper possibilistic mean values

of A as

ML(A) =
∫ 1

0
2γa(γ)dγ =

∫ 1
0 a(γ)Pos[A ≤ a(γ)]dγ∫ 1

0 Pos[A ≤ a(γ)]dγ
,

MU (A) =
∫ 1

0
2γb(γ)dγ =

∫ 1
0 b(γ)Pos[A ≥ b(γ)]dγ∫ 1

0 Pos[A ≥ b(γ)]dγ
,

where
Pos[A ≤ a(γ)] = Π((−∞, a(γ)]) = sup

u≤a(γ)
A(u) = γ,

Pos[A ≥ b(γ)] = Π([b(γ),+∞]) = sup
u≥b(γ)

A(u) = γ.

Moreover, Carlsson and Fullér [10] also defined the crisp possibilistic mean value
of A as

M(A) =
∫ 1

0
γ[a(γ) + b(γ)]dγ =

ML(A) + MU (A)
2

,

According to Carlsson and Fullér [10], we easily get the following conclusion.

Theorem 2.1. Let A1, . . . , An be n fuzzy numbers, and let λ0, λ1, . . . , λn be
n + 1 real numbers. Then

M(
n∑

i=1

λiAi + λ0) = λ0 +
n∑

i=1

λiM(Ai),
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where the addition of fuzzy numbers and the multiplication by a scalar of fuzzy
number are defined by the sup-min extension principle [9].

Carlsson and Fullér [10] defined the crisp possibilistic variance and covariance
of fuzzy numbers as

V ar(A) =
1
2

∫ 1

0
γ[b1(γ)− a1(γ)]2dγ

and

Cov(A,B) =
1
2

∫ 1

0
γ[b1(γ)− a1(γ)][b2(γ)− a2(γ)]dγ,

where [A]γ = [a1(γ), b1(γ)] and [B]γ = [a2(γ), b2(γ)].

Remark 2.1. Clearly, for any fuzzy numbers A,B ∈ F and real numbers λ, μ ∈
F it follows that

Cov(A,B) ≥ 0

and
V ar(λA + μB) = λ2V ar(A) + μ2V ar(B) + 2|λμ|Cov(A,B)dγ

≥ λ2V ar(A) + μ2V ar(B),

which is not consistent with probability theory.
We introduce a new crisp possibilistic variance and a new crisp possibilistic

covariance as follows.

Definition 2.1. The possibilistic variance of A with [A]γ = [a(γ), b(γ)] is
defined as

V ar(A) =
∫ 1

0
γ([ML(A)− a(γ)]2 + [MU (A)− b(γ)]2)dγ.

Definition 2.2. The possibilistic covariance of A,B ∈ F is defined as
Cov(A,B)

=
∫ 1

0
γ[(ML(A)−a1(γ))(ML(B)−a2(γ))+(MU (A)−b1(γ))(MU (B)−b2(γ))]dγ

where [A]γ = [a1(γ), b1(γ)] and [B]γ = [a2(γ), b2(γ)].

The following theorems show properties of the possibilistic variance.

Theorem 2.2. Let A and B be two fuzzy numbers and let λ, μ and λ0 ∈ R.
Then

V ar(λA + μB + λ0) = λ2V ar(A) + μ2V ar(B) + 2|λμ|Cov(φ(λ)A, φ(μ)B),

where φ(x) is a sign function of x ∈ R.

Proof. Let [A]γ = [a1(γ), a2(γ)] and [B]γ = [b1(γ), b2(γ)], γ ∈ [0, 1].
Suppose λ < 0 and μ < 0. Then

[λA + μB + λ0]γ = [λa2(γ) + μb2(γ) + λ0, λa1(γ) + μb1(γ) + λ0].
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We obtain

V ar(λA + μB + λ0) =
∫ 1
0 γ(ML(λA + μB + λ0)− λa2(γ)− μb2(γ)− λ0)2dγ+∫ 1
0 γ(MU (λA + μB + λ0)− λa1(γ)− μb1(γ)− λ0)2dγ

=
∫ 1
0 γ(λMU (A) + μMU (B)− λa2(γ)− μb2(γ))2dγ+∫ 1
0 γ(λML(A) + μML(B)− λa1(γ)− μb1(γ))2dγ

= λ2V ar(A) + μ2V ar(B) + 2λμCov(−A,−B),

that is,

V ar(λA + μB + λ0) = λ2V ar(A) + μ2V ar(B) + 2|λμ|Cov(φ(λ)A, φ(μ)B),

where

φ(x) =

⎧⎨⎩1 if x > 0,
0 if x = 0,
−1 if x < 0.

Similar reasoning holds for the case λ ≥ 0 and μ ≥ 0.
Suppose now that λ > 0 and μ < 0. Then

[λA + μB + λ0]γ = [λa1(γ) + μb2(γ) + λ0, λa2(γ) + μb1(γ) + λ0].

We get

V ar(λA + μB + λ0) =
∫ 1
0 γ(ML(λA + μB + λ0)− λa1(γ)− μb2(γ)− λ0)2dγ+∫ 1
0 γ(MU (λA + μB + λ0)− λa2(γ)− μb1(γ)− λ0)2dγ

=
∫ 1
0 γ(λML(A) + μMU (B) − λa2(γ)− μb2(γ))2dγ+∫ 1
0 γ(λMU (A) + μML(B)− λa1(γ)− μb1(γ))2dγ

= λ2V ar(A) + μ2V ar(B) + 2|λμ|Cov(φ(λ)A, φ(μ)B).

Similar reasoning holds for the case λ < 0 and μ ≥ 0,
which ends the proof.

Theorem 2.3. Let A1, . . . , An be n fuzzy numbers, and let λ0, λ1, . . . , λn be
n + 1 real numbers. Then

V ar(
n∑

i=1

λiAi + λ0) =
n∑

i=1

λ2
i V ar(Ai) + 2

n∑
i>j=1

|λiλj |Cov(φ(λi)Ai, φ(λj)Aj),

where φ(x) is a sign function of x ∈ R.
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Proof. From the proof of Theorem 2.2, the conclusion holds obviously.
Let A1, . . . , An be n fuzzy numbers and let cij = Cov(Ai, Aj), i, j = 1, . . . , n.
Then the matrix

Cov = (cij)n×n

is called as the possibilistic covariance matrix of fuzzy vector (A1, A2, . . . , An).
We can prove that the possibilistic covariance matrix has the same properties

as the covariance matrix in probability theory.

Theorem 2.4. Cov is a nonnegative definite matrix.
Proof. From the definitions of possibilistic covariance, it follows that

Cov(Ai, Aj) = Cov(Aj , Ai), i, j = 1, . . . , n.

Therefore, Cov is a real symmetric matrix.
Especially,

cii = Cov(Ai, Ai) = V ar(Ai), i = 1, 2, . . . , n.

Let [Ai]γ = [ai(γ), bi(γ)], i = 1, . . . , n.
For any ti ∈ R(i = 1, . . . , n),

n∑
i=1

n∑
j=1

cijtitj

=
n∑

i=1

n∑
j=1

∫ 1

0
γ([ML(Ai)−ai][ML(Aj)−aj ]+[MU (Ai)−bi][MU (Aj)−bj ])titjdγ

=
∫ 1

0
γ[

n∑
i=1

ti(ML(Ai)−ai(γ))]2dγ+
∫ 1

0
γ[

n∑
i=1

ti(MU (Ai)−bi(γ))]2dγ ≥ 0.

Hence, Cov is the nonnegative definite matrix.
This concludes the proof of the theorem.

3 Possibilistic Portfolio Selection Model

We consider a portfolio selection problem with n risky assets and a risk-free
asset in this paper. Here, the return rate rj for risky asset j is considered a fuzzy
number, j = 1, 2, . . . , n. Let r0 be the return rate of risk-free asset and xj be
the return rate of the risky asset j. Then the return associated with a portfolio
(x1, x2, . . . , xn) is

r =
n∑

i=1

xiri + r0(1 −
n∑

i=1

xi).

From Theorems 2.1, the possibilistic mean value of r is given by

M(r) =
n∑

i=1

M(xiri + r0(1−
n∑

i=1

xi)) =
n∑

i=1

xiM(ri) + r0(1−
n∑

i=1

xi).
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From Theorems 2.2, the possibilistic variance of r is given by

V ar(r) =
n∑

i=1

x2
i V ar(ri) + 2

n∑
i>j=1

xixjCov(ri, rj).

In order to describe conveniently, we introduce the following notations:

x = (x1, x2, . . . , xn)′,
r = (r1, r2, . . . , rn)′,
F = (1, 1, . . . , 1)′,
M = (M(r1),M(r2), . . . ,M(rn))′,
C = (Cov(ri, rj))n×n.

M is the possibilistic mean vector, C is the possibilistic covariance matrix.
Thus, the possibilistic mean value of r is rewritten as

M(r) = M′x + r0(1− F′x). (1)

The possibilistic variance of r is rewritten as

V ar(r) = x′Cx. (2)

Analogous to Markowitz’s mean-variance methodology for the portfolio se-
lection problem, the possibilistic mean value correspond to the return, while
the possibilistic variance correspond to the risk. From this point of view, the
possibilistic mean-variance model of portfolio selection can be formulated as

min x′Cx
s.t. M′x + r0(1− F′x) ≥ μ,

F′x = 1, x ≥ 0.
(3)

From [13], the optimal solution of (3), x∗, is called as the possibilistic efficient
portfolio. The possibilistic efficient frontier can be obtained by solving (3) for all
possible μ.

Let ri = (ai, αi, βi), i = 1, . . . , n be triangular fuzzy numbers with center ai,
left-width αi > 0 and right-width βi > 0.

Then a γ−level of ri is computed by

[ri]γ = [ai − (1 − γ)αi, ai + (1− γ)βi],

for all γ ∈ [0, 1], i = 1, . . . , n,
and therefore,

ML(ri) = ai − αi

3
,MU (ri) = ai +

βi

3
,

M(ri) = ai − αi

6
+

βi

6
,

V ar(ri) =
∫ 1

0
γ[(

2
3
αi − γαi)2 + (−2

3
βi + γβi)2]dγ =

α2
i + β2

i

36
,
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Cov(ri, rj) =
αiαj + βiβj

36
.

Then the possibilistic mean value of the return associated with the portfolio
x is given by

M(r) =
n∑

i=1

(ai +
βi − αi

6
)xi + r0(1−

n∑
i=1

xi)

The possibilistic variance of the return associated with the portfolio x is given
by

V ar(r) =
1
36

[
n∑

i=1

(α2
i + β2

i )x2
i +

n∑
i�=j=1

(αiαj + βiβj)xixj ].

Thus, the possibilistic mean-variance model of portfolio selection problem
may be described by

min V ar(r) =
n∑

i=1
(α2

i + β2
i )x2

i +
n∑

i�=j=1
(αiαj + βiβj)xixj

s.t.
n∑

i=1
(ai + βi−αi

6 − r0)xi ≥ μ− r0,

n∑
i=1

xi = 1,

xi ≥ 0, i = 1, . . . , n.

(4)

The model (4) contains 3n + 1 unknown parameters, but the conventional
probabilistic mean-variance model contains n2 + 3n+ 2/2 unknown parameters.
Clearly, the unknown parameters are greatly decreased to compare the model
(4) with conventional probabilistic mean-variance methodology.

Using the algorithms in [13] to (4) for all possible μ, the possibilistic efficient
frontier is derived explicitly.

Especially, if ri = (ai, αi), i = 1, . . . , n are symmetric triangular fuzzy num-
bers, that is αi = βi, then

M(r) =
n∑

i=1

aixi + r0(1−
n∑

i=1

xi),

V ar(r) = [
n∑

i=1
α2

i x
2
i +

n∑
i�=j=1

αiαjxixj ]/18

= [
n∑

i=1
αixi]2/18.
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The possibilistic mean-variance model (4) is equal to the following linear
programming:

min
n∑

i=1
αixi

s.t.
n∑

i=1
(ai − r0)xi ≥ μ− r0,

n∑
i=1

xi = 1,

xi ≥ 0, i = 1, . . . , n.

(5)

The possibilistic mean-variance model of portfolio selection problems (5) is
simple linear programming model, so the possibilistic efficient portfolios are eas-
ily obtained by some related algorithms for solving linear programming problem.

4 Conclusions

Fuzzy number is a powerful tool used to describe an uncertain environment
with vagueness and ambiguity. In this paper, we have defined a new crisp pos-
sibilistic variance and a new crisp possibilistic covariance of fuzzy numbers. We
have discussed the portfolio selection problem which returns of assets are fuzzy
numbers. We have obtained the linear programming model replaced Markowitz’s
mean-variance model when returns of assets are triangular fuzzy numbers. The
possibilistic efficient portfolios can be easily obtained by some related algorithms
for solving linear programming problem.
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Abstract. Volatility is one of the major factor that causes uncertainty in short 
term stock market movement. Empirical studies based on stock market data 
analysis were conducted to forecast the volatility for the implementation and 
evaluation of statistical models with neural network analysis.  The model for 
prediction of Stock Exchange short term analysis uses neural networks for digi-
tal signal processing of filter bank computation.  Our study shows that in the set 
of four stocks monitored, the model based on moving average analysis provides 
reasonably accurate volatility forecasts for a range of fifteen to twenty trading 
days. 

1   Introduction 

Variations in stock market return and influence from economic data can cause notable 
fluctuation in short term stock performance.  Prediction of volatility in the stock mar-
ket is therefore an important issue in maximizing the probability of accurately model-
ing the movement of stocks in a short term basis.  Such model must take into consid-
eration any random activities that may affect the accuracy of prediction [1].  An ex-
perimental model based on [2] that evaluates the credibility has been developed for 
the forecast of volatility.  The model focuses on temporal sequence processing with 
minimum mean-squared error (MMSE) adaptive filtering algorithm is developed for 
stock market prediction using probabilistic neural network.[3], [4], [5].  The temporal 
dependencies are modeled with econometric algorithm in [6]. 
    The main objective of this model is to study the volatility of stock market perform-
ance within less than one month of trading, by the evaluation of four stocks listed in 
the New Zealand Stock Exchange (NZSX).  This model compares the stocks to iden-
tify consistence and difference in volatility of the same period of time. 
    This paper is organized as follows: Section 2 outlines the neural network model and 
the algorithms associated with the model.  Section 3 discusses the training sequence 
of the neural network followed by result analysis in Section 4.  Finally, we conclude 
the experimental results in Section 5. 
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2   Neural Networks 

In general terms, neural networks differentiate subtle pattern of changes as they ana-
lyze captured data and to learn as new patterns emerge.  While neural networks have 
been widely used in financial analysis for many years [7], [8], a number of design 
options are available offering different degrees of performance under different condi-
tions. The model that we propose is based on a linear optimal model as described 
below. 

2.1   Linear Optimal Model 

The neural network is modeled as a linear time invariant (LTI) system as: 

xn+1 = A.xn +.B.yn (1) 

where x and y can be expressed as an n-dimensional vector such that: 

xn = (.x1 , x2 , ... , xn )
T  (2) 

The superscript (T) denotes the transpose of an (n x n) matrix that determines the 
constants A and B.  The neural network used is a multi-layered neural network based 
model that maps the observations into inputs with the mappings realized by the net-
work that has been trained to obtain the necessary response [9].  The MMSE filter 
bank proposed in [10] is used for providing synaptic connections with the weight 
factor as described as x in eq. (2).  The weight x, which is obtained by using the filter 
shown in Fig. 1, represents the vector of signals conveyed between the neurons.  The 
neuron of each layer is illustrated in Fig. 2, where the operation of each layer’s node 
is expressed as: 

 

Fig. 1. Filter bank for weight calculations 
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Fig. 2. Neuron 
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2.2   Process 

The neural network is aimed at performing four processes in a sequential for model-
ing the volatility analysis by providing a logical description of temporal dependencies 
of any changes in statistical regularity detected during the desired time frame.   

Error Estimation. An error function E(x), based on the training sequence of the 
neural networks, is deduced with estimation e so that: 

).()(
2

1
)( ii

T
ii

n
i exexxE −−=  (5) 

Data Range Selection. To define the time frame of interest. It is observed, from re-
sults presented in Section 4, that the model gives most accurate estimation for be-
tween 15-20 days. 

Input Definition. Model inputs are selected once the range is known.  External pa-
rameters that may influence the market are selected as indicators.  These are deduced 
by exponential smoothing for forecast F at m period in advance: 

Lmtttm IbmSF −++= )..(  (6) 
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where S is the smoothed observation with respect to the index t denoting a given time 
period. b is the trend factor and I is the seasonal factor and L is the period of season.  
The trend factor b as a function of observation y is defined by: 
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+ −=
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Rules Selection. Model rules are defined by evaluating the model forecasts from the 
indicators and observations.  This is then applied to historical data to evaluate the follow-
ing parameters: correlation, mean absolute and relative error, and mean squared error.  

 

Fig. 3. Moving average: one month 

2.3   Moving Average 

Moving average charts plotted with closing price within a specific time frame are 
widely used for financial analysis. Their primary objective is to smooth a set data to 
facilitate identifying trends, which is found to be particularly effective when analyz-
ing volatile movements. 

Exponential moving average (EMA) is used to reduce the lag in moving average 
since these moving averages are lagging indicators as they are obtained based on 
previous closings of data.  Here, weights are applied to data acquired from later days 
over a specific period-based calculation given by: 

 

EMA =  W.(Pc - EMAp )  + EMAp 

where 
N

W
+

=
1

2
 

(7) 

 

The current EMA is obtained from closing price of previous trading day Pc and 
previous EMA (EMAp), with the weight W applied such that W is a function deter-
mined by the number of period N.  W is calculated by using the network shown in  
Fig. 1 with an N-weight FIR filter.  Data collected within the specified period is  
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Fig. 4. Network architecture 

filtered and sampled.  Each set of data is multiplied by the complex weight followed by 
a summation to obtain the current EMA as shown in Fig. 3 with a 20-day period as: 

=

=
N

p
pEMA

N
EMA

1

||
1

. (8) 

3   Training Sequence 

A feed-forward neural network is used for training [11].  Constructed with the node 
illustrated in Fig. 2, the network is derived as shown in Fig. 4.  In this architecture, 
layers 0, 1, and 2 represent the input, pattern, and summation, respectively.  The 
weight W is applied to all layers except the output.  The feed-forward network is 
trained using a set of patterns derived the training set based on EMAp with supervised 
learning.   The pattern has N number of elements which forms the number of input 
nodes.  The training algorithm with temporal back propagation derived from the prin-
ciple proposed by [12] reduces the total network errors by iteratively adjusting the 
weight W from eq. (7).  The pattern node output Y is obtained by training pattern P of 
input X as: 

22

).()(

ο

XPXP T

eY

−−
−

=  
(9) 

Where σ is the smoothing function calculated by the procedure described in [13]. 

4   Evaluation of Forecast 

The measure of volatility is evaluated by summing the conditional mean of EMAp 
and the error resulted from an idiosyncratic zero-mean, constant-variance smoothing 
function σ [14].  Forecasting evaluation has been performed with stocks listed in the 
NZX on data sets acquired in multiples of 20-day periods.  Computed correlation 
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dimension for stocks have been tested as an evaluation of commotion [15].  The neu-
ral network forecasting results are summarized in Table 1.  

The neural network is trained for direct prediction of trends.  Error that causes false 
predictions is minimized to less than 10% with training of less than 50 passes.  The 
performance is primarily controlled by the number of training iterations.  The network 
will be failed to extract important features and subtle details from the training set if 
insufficient training iterations is committed.  Conversely, over training will imply the 
network learns details of the training set to the detriment of its ability to abstract gen-
eral features if too many iterations are committed.  Also, this would significantly 
increase the processing requirements.. The number of run it has gone through the full 
training process, epochs, is evaluated as a performance of the total sum-squared error. 
This is shown in Fig. 5.  Finally, the mean error forecast performance is plotted in 
Fig. 6 showing a moderate improvement in forecasts compared to simple moving 
average computations. 

Table 1. Neural network test results between July 2004 and June 2005 

Data Set Profit opportunity 
count 

Missed opportunity 
count 

Error count Network 
Prediction 

A 51 33 1 36 
B 48 21 1 39 
C 73 35 2 41 
D 38 6 0 48 
E 41 10 2 37 
F 62 19 1 51 

 

 

Fig. 5. Error performance 
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Fig. 6. Mean error forecast comparison 

5   Conclusions 

This paper evaluates the performance of a 3 layer neural network that is constructed 
to learn predicting volatility of selected stocks based on exponential moving averag-
ing with data collected in blocks of 20-day closing prices.  The network models tem-
poral dependence of movement based on statistically volatility and moving averages 
which provides reasonably accuracy of forecast measures to better than 10% by using 
data collected for 6 stocks listed in the New Zealand Exchange.  Minimization of 
complexity has enabled training to be performed reasonably quickly without running 
into over training that may lead to decrease in the ability to observe general features.  
Further, this network does not require extensive memory for a large amount of data. 
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Abstract. This paper concerns the application of copula functions in
calculating financial market risk. The copula function is used to model
the dependence structure of multivariate financial assets. After introduc-
ing the traditional Monte Carlo simulation method and the pure copula
method we present a new algorithm named mixture method based on
copula’s properties and the dependence measure, Spearman’s rho. This
new method is used to simulate daily returns of two stock market indices
in China, Shanghai Stock Composite Index and Shenzhen Stock Com-
posite Index and then calculate six risk measures including V aR and
conditional V aR. The results are compared with that derived from the
traditional Monte Carlo method and the pure copula method. From the
comparison we show that for lower confidence level, the traditional Monte
Carlo and pure copula method perform better than mixture method,
while for higher confidence level, the mixture method is a better choice.

1 Introduction

The problem of modelling asset returns is one of the most important issues in
finance. People generally use Gaussian process because of their tractable prop-
erties of easy computation. However, it is well-known that asset returns are
fat-tailed. For multivariate case, the joint normal distribution and more gener-
ally the elliptical distribution restricts the type of association between margins
to be linear, but other dependence structures such as rank correlation and tail
dependence should also be considered by risk managers. These two difficulties,
Gaussian assumption and dependence structure, can be effectively solved by
copulas.

As we know, linear correlation has the serious deficiency that it is not invari-
ant under non-linear strictly increasing transformation, while the dependence
measures derived from copulas can overcome this shortcoming and have more
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broad applications (Nelson 1997, Wei et al. 2002, Vandenhende 2003). Further-
more, copulas can be used to describe more complex multivariate dependence
structures, such as non-linear and tail dependence (Hürlimann 2003). With the
development of computer software and information technology, the theory of
copulas experienced rapid development since the end of 1900’s (Nelsen et al.
2001, Genest 2001, Rodŕıguez-Lallena 2003).

But copulas have not been used in finance until 1999. After that, copulas
are often cited in financial literatures. Mendes and Leal (2002) and Hurlimann
(2004) investigated the problem of fitting multivariate distributions to financial
data. Mendes and Moretti (2002), Mendes and Rafael (2004), and Cossette et
al. (2002) studied the problem of calculating financial risk using copulas. In this
paper, we use copulas to model the dependence structure of multivariate financial
assets and design a new algorithm to calculate the financial risk in Chinese Stock
Market.

This paper is structured as follows: Section 2 gives the definition of copulas
and several important dependence measures. In Section 3 we introduce the six
financial risk measures which are always used by risk managers. Our focus is on
the calculation of V aR. In Section 4 we first introduce briefly the traditional
Monte Carlo method and the pure copula method for V aR calculation, then
present our algorithm based on copulas. Section 5 devotes to the calculation of
financial risk in Chinese Stock Market using the three simulation methods given
in Section 4. The comparison of the results derived from the three methods are
also made in this section. Section 5 concludes the paper.

2 Copulas and Dependence Measures

In what follows we give the definition of copula functions and some related
dependence measures. Readers interested in more details can refer to Nelson
(1999). Here we consider the bivariate case; nevertheless, all the results carry
over to the general multivariate setting.

Definition 1. A two-dimensional copula is a real function defined on I2 =
[0, 1]× [0, 1], with range I = [0, 1], such that

1) ∀ (u, v) ∈ I2, C(u, 0) = 0 = C(0, v), C(u, 1) = u,C(1, v) = v;
2) ∀ [u1, u2]× [v1, v2] ∈ I2 with u1 ≤ u2, v1 ≤ v2,

C(u2, v2)− C(u2, v1)− C(u1, v2) + C(u1, v1) ≥ 0.

As such, copulas can represent the joint distribution function of two standard
uniform random variables U1, U2:

C(u1, u2) = P (U1 ≤ u1, U2 ≤ u2).

We can use this feature to rewrite via copulas the joint distribution function
of two (even non-uniform) random variables. The most interesting fact about
copulas in this sense is the following Sklar’s Theorem.
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Theorem 1. (Sklar, 1959) Let F (x, y) be a joint distribution with continuous
margins F1(x) and F2(y). Then there exists a unique copula C such that

F (x, y) = C(F1(x), F2(y)). (1)

We can see from the theorem that any copula C pertaining to function F can
be expressed as

C(u, v) = F (F−1
1 (u), F−1

2 (v)) (2)

Sklar’s theorem is very important because it provides a way to analyze the
dependence structure of joint distribution without studying the marginal distri-
butions.

An often-used copula function is the following Gaussian copula

Cρ(u, v) =
∫ Φ−1(u)

−∞

∫ Φ−1(v)

−∞

1
2π(1− ρ2)1/2 exp

{−(s2 − 2ρst + t2)
2(1− ρ2)

}
(3)

The copula of any distribution F captures different types of dependence be-
tween variables. Here we present two dependence concepts which will be used in
this paper.

(i) Pearson correlation. Pearson correlation coefficient ρ(X,Y ) for random
variables X and Y is a measure of linear dependence. If X and Y are independent,
then ρ(X,Y ) = 0; if they are perfect linear dependent, ρ(X,Y ) = ±1. Linear
correlation is a natural dependence measure for multivariate normally, or more
generally, elliptically distributed random variables, but it is not invariant under
non-linear strictly increasing transformations.

(ii) Spearman’s rho. Let X and Y be two random variables with marginal
distribution functions F1 and F2 and joint distribution function F . Spearman’s
rho is defined by

ρs(X,Y ) = ρ(F1(X), F2(Y )),

where ρ is the linear correlation coefficient.
Spearman’s rho is a kind of rank correlation and can be considered as a

measure of the degree of monotonic dependence between X and Y , whereas
linear correlation only measures the degree of linear dependence. The linear
correlation coefficient depends on margins and joint distribution (or equivalently
copulas), being affected by nonlinear transformations, while Spearman’s rho is
not affected by nonlinear transformations and depends only on copulas. Using
copulas Spearman’s rho can be expressed as:

ρs(X,Y ) = 12
∫ 1

0

∫ 1

0
(C(x, y)− xy)dxdy, (4)

3 Risk Measures

In practice, many risk managers employ V aR (value-at-risk) as a tool of measur-
ing risk. Briefly speaking, V aR is the maximal potential loss of a position or a
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portfolio in some investment horizon under a given confidential level. Precisely,
V aR can be defined from the following

Pr(X > −V aRα) = α,

where X is a variable representing the portfolio’s return in investment horizon,
α is the confidence level.

While V aR is a very powerful tool for risk management, it is not a coherent
risk measure, that is, it is not sub-additive. For this reason, in recent years a
modified risk measure based on V aR— conditional V aR (CV aR in brief)— is
brought out to overcome this problem. Shortly speaking, CV aR gives the mean
loss that exceeds V aR, that is,

CV aRα = E[X |X > V aRα(X)] (5)

In this paper we will also calculate the following four risk measures. The
expected shortfall eX(α) and the median shortfall e∗X(α) are defined as

eX(α) = E[X − V aRα(X)|X > V aRα(X)] (6)

e∗X(α) = Median[X − V aRα(X)|X > V aRα(X)] (7)

These two measures represent the expected (median) excess of loss beyond
V aRα(X). The following two risk measures

mX(α) =
V aRα(X) + eX(α)

V aRα(X)
, m∗

X(α) =
V aRα(X) + e∗X(α)

V aRα(X)
(8)

represent the expected (median) total loss of a portfolio standardized by its
V aR.

From the definitions of the above six risk measures we can see that the key
point for the calculation of them is the calculation of V aR, which is the focus
of our algorithm. In next section we will give three methods for the calculation
of V aR.

4 Methods for V aR Calculation

In this section we first briefly introduce the traditional Monte Carlo method for
V aR calculation, then present two algorithms based on copulas and Monte Carlo
method.

4.1 Traditional Monte Carlo Method

In Monte Carlo method for calculating V aR, one first get the possible distri-
bution from assets’ historical data, then generate variables according with this
distribution and construct portfolio’s possible payoff, from which one can obtain
the estimate of V aR for a given confidence level. In traditional Monte Carlo
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method one always assume that the marginal and joint distributions for asset
returns are normal distribution.

The following algorithm generates variables r1 and r2 with normal distribu-
tions N(μ1, σ

2
1) and N(μ2, σ

2
2) and linear correlation ρ from two [0, 1]-uniform

variables u1 and u2:
1) Put s1 =

√−2 lnu1 sin(2πu2), s2 =
√−2 lnu1 cos(2πu2);

2) Put r1 = σ1s1 + μ1, r2 = σ2(ρs1 +
√

1− ρ2s2) + μ2.

4.2 Pure Copula Method

From above algorithm we can see that the traditional Monte Carlo method
restricts the joint distribution for asset returns to be normal, but it is well-known
that in practice asset returns are not normal. To overcome this problem one can
use a copula function to give the joint distribution properly characterizing the
dependence structure of asset returns.

The following algorithm generates variables with a given copula function C
being the joint distribution:

1) Generate random variables U,W with [0, 1]-uniform distribution;
2) For a given copula function C, calculate C−1

U (W ), and put V = C−1
U (W );

3) Put r1 = F−1
1 (U), r2 = F−1

2 (V ), where F1 and F2 are the given marginal
distributions for assets’ returns.

For the aim of comparison we call this algorithm a pure copula method. In
this method one can choose any copula function that meet his demand.

4.3 Mixture Method

In the following we will present our method, which we call a mixture method,
since in this method a mixture distribution is used to describe the dependence
structure between assets returns. Here the mixture distribution means the linear
combination of two distributions, with Spearman’s rho ρs being the combina-
tion coefficient. Before giving this algorithm, we first give the following lemma
(Embrechts et al., 2002) which will help to get the main result proved.

Lemma 1. Let X and Y be two random variables with distributions F1 and F2,
ρmin and ρmax are the corresponding minimum and maximum linear correla-
tions, thus ρ ∈ [ρmin, ρmax]. Put

FL(x, y) = max(F1(x) + F2(y)− 1, 0), FU (x, y) = min(F1(x), F2(y)),

λ =
ρmax − ρ

ρmax − ρmin
, F (x, y) = λFL(x, y) + (1− λ)FU (x, y),

then the bivariate mixture distribution given by F (x, y) has margins F1 and F2
and linear correlation ρ.

To go further we put

λs =
ρmax

s − ρs

ρmax
s − ρmin

s

,
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F
′
(x, y) = λsFL(x, y) + (1− λs)FU (x, y),

where ρs is the Spearman’s rho between variables X and Y , that is, ρs(X,Y ) =
ρ(F1(X), F2(Y )). Then we get the following theorem from above Lemma.

Theorem 2. The random vector generated by the following algorithm has the
joint distribution F ′(X,Y ) with margins F1, F2 and Spearman’s rho ρs:
1. Simulate U1 and U2 independently from standard uniform distribution;
2. If U1 ≤ λs, take (X,Y )T = (F−1

1 (U2), F−1
2 (1− U2))T ;

3. If U1 > λs, take (X,Y )T = (F−1
1 (U2), F−1

2 (U2))T , where superscript T means
the transpose of a vector..

Proof: From Sklar’s theorem, the random vector with joint distribution F
′
(X,Y )

has copula

C(F1(x), F2(y)) = λsCL(F1(x), F2(y)) + (1 − λs)CU (F1(x), F2(y)) (9)

where CL and CU are copulas corresponding to joint distributions FL(x, y) and
FU (x, y), respectively.

Let u = F1(x), v = F2(y), and substitute into (9) we have

C(u, v) = λsW (u, v) + (1− λs)M(u, v)

where W (u, v) and M(u, v) are the upper and lower Fréchet-Hoeffding bounds
of copula C(u, v) :

W (u, v) = max(u + v − 1, 0), M(u, v) = min(u, v).

Since the Spearman’s rho ρs between X and Y can be thought of as the linear
correlation between standard uniform random variables U = F1(x) and V =
F2(y), we conclude the proof from Lemma 1.

5 Application to Chinese Stock Markets

In this section, we will use the above three methods to calculate the financial
risk in Chinese Stock Markets. We choose Shanghai Stock Composite Index and
Shenzhen Stock Composite Index to form an equally weighted portfolio and
compute the six risk measures defined in Section 3 for this portfolio.

The data for the two market indexes consist of 1200 daily prices from January
4, 2001 to December 31, 2004. Simple statistics of the two indexes and the
portfolio are given in table 1.

To calculate the six risk measures, we first model the margins for the asset
returns, then adding an appropriate dependence structure. Using copulas we can
take into account the leptokurtic property of asset returns shown in Table 1. In
order to choose a suitable distribution we check the fitness effect of the mar-
gins of asset returns. The following Fig. 1 displays the fitness effect tested by
constructing p-p plots using Laplace and normal distributions.
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Table 1. Statistics of the two indexes and the portfolio

RSH RSZ RP

N (Valid) 1200 1200 1200

N (Missing) 23 23 23

mean .0000287 -.0001005 -.0000359

Std. Deviation .0136276 .0142559 .0138640

Skewness .896 .685 .795

Kurtosis 7.143 6.182 6.732
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Fig. 1. P-P plots of Laplace and normal distribution fitted to Shanghai and Shenzhen
index data

In figure 1, the above two plots are the fitness effect test for Laplace dis-
tribution fitted to Shanghai and Shenzhen Index data, respectively, while the
nether two plots are for normal distribution. From the figure we can see that
normal distribution which are usually fat-tailed is not so good a description for
asset returns as Laplace distribution which represents the leptokurtic property
of asset returns in a better way. For this reason we will use Laplace distribution
to fit the margins.

In calculating the risk measures, we make two simplification: first, it is as-
sumed no time dependence between the daily index returns; second, only the
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empirical estimates of the risk measures are computed, which works well for
small α.

In Monte Carlo simulation, the classical bivariate normal distribution assump-
tion is used to calculate the risk measures. In the pure copula method, Laplace
distribution is used for the asset return margins and Gaussian copula is used
to describe the dependence structure. From the introduction of the methods in
Section 4 it is easy to see that the traditional Monte Carlo method is equivalent
to the pure copula method if Gaussian copula is used to model the bivariate
distribution for asset returns. Different copulas may be employed in pure copula
method to describe the dependence structure between assets returns to inves-
tigate the effect of different copulas on risk measures. But here we only use
Gaussian copula because our focus is to compare the three simulation methods
and show the usefulness of copulas in measuring financial risk rather than to in-
vestigate the effect of different copulas on risk measures. In the mixture method,
we use Laplace distribution for the margins and the mixture distribution for the
dependence structure between asset returns.

The empirical estimates of V aRα, CV aRα, eX(α), e∗X(α), mX(α) and m∗
X(α)

for the equally weighted portfolio and for confidence level α = 0.05, 0.01 and
0.005 are given in table 2.

Table 2. Results for six risk measures under three methods

Traditional Monte Carlo Pure Copula Method Mixture Method

α .05 .01 .005 .05 .01 .005 .05 .01 .005

V aR -17.48 -23.45 -23.86 -17.28 -29.24 -35.22 -10.72 -19.24 -22.7

CV aR 1.24 0.38 -0.26 1.59 0.65 0.49 0.87 0.28 0.18

eX 18.73 23.83 24.12 18.87 29.89 35.71 11.59 19.52 22.88

e∗
X 18.43 23.93 24.28 17.75 29.48 35.45 10.83 19.17 22.59

mX 0.071 0.016 0.011 -0.092 -0.022 -0.014 -0.081 -0.015 -0.008

m∗
X 0.054 0.020 0.017 -0.028 -0.008 -0.007 -0.011 0.003 0.005

In order to check the reliability of the computed results, one can observe the
portfolio’s real value at a certain moment, and compare the computed results
with the real change of portfolio’s value to do backtest. For this, we calculate
V aR=-14.46 using the real data from the security markets. Comparing the re-
sults derived from the three methods shown in Table 2, we come to the two
conclusions: first, for lower confidence level, the traditional Monte Carlo and
pure copula method perform better than mixture method, while for higher con-
fidence level, the mixture method is a better choice; second, the dependence
structure between asset returns plays an important role in calculating risk mea-
sures, while the form of marginal distributions for asset returns puts relatively
little impact on risk measures.
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6 Conclusions

In this paper, we design a new algorithm using copulas to calculate financial risk.
From this paper we can see that copula is a very powerful tool for financial risk
measurement in that it fulfills one of its main goals: modelling the dependence
structure between individual risks.

Our work deals with the simulation problem in calculating portfolio’s V aR
and other risk measures. Based on copula theory and the dependence measure,
Spearman’s rho, a new simulation algorithm is presented and is used to calcu-
late the financial risk in Chinese Stock Markets. The portfolio is composed of
Shanghai Stock Composite Index and Shenzhen Stock Composite Index with
equal weight. Six risk measures derived from this new method are compared
with those obtained from the pure copula method and traditional Monte Carlo
simulation. The comparison result show that this new method has obvious ad-
vantage over the other two methods in two respects: first, it is free of choosing
the best suitable margin to model asset returns, rather than constrained by the
distribution assumption as in the traditional Monte Carlo method; second, in
terms of technology, this method is easier to understand and more practical than
the pure copula method which involves intractable computations.

In the original version of our paper we have another part of work. In that
part we use extreme copula to describe the dependence structure between two
extreme events and study the extreme risk. Stress test is made to describe the
extreme events of the portfolio and tail dependence is calculated to measure
the correlation of the extreme risks. From our point of view that part is also
important and useful. But because of the limitation of the length of the paper
we have to cut this part off and form another paper.
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Abstract. The spread of mobile devices, PDAs and sensors enabled the con-
struction of ubiquitous computing environments, transforming regular physical 
spaces into “Smart space” augmented with intelligence and enhanced with ser-
vices. However, the deployment of this computing paradigm in real-life is dis-
turbed by poor security, particularly, the lack or proper authentication, authori-
zation and key management techniques. Also, it is very important not only to 
find security measures but also to preserve user privacy in ubiquitous comput-
ing environment. In this paper, we propose efficient user authentication and key 
agreement protocol with anonymity for the privacy-preserving for ubiquitous 
computing environments. Our scheme is suitable for distributed environments 
with the computational constrained devices by using MAC-based security asso-
ciation token. 

1   Introduction 

Ubiquitous computing environments or smart spaces promote the spread of embedded 
devices, smart gadgets, appliance and sensors. We envision a Smart space to contain 
hundreds, or even thousands, of devices and sensors that will be everywhere, perform-
ing regular tasks. Providing new functionality, bridging the virtual and physical 
worlds, and allowing people to communicate more effectively and interact seamlessly 
with available computing resources and the surrounding physical environment. How-
ever, the real-life deployment of smart spaces is disturbed by poor and inadequate 
security measures, particularly, authentication, authorization and key management 
techniques. These mechanisms are inadequate for the increased flexibility required by 
distributed environments. Moreover, traditional authentication methods using sym-
metric key techniques either do not well in massively distributed environments, with 
hundreds or thousands of embedded devices like smart space. Authentication methods 
using public key techniques would clearly be a better solution compared to authenti-
cation methods using symmetric key techniques. But it may inappropriate to use pub-
lic key techniques in smart space with the computational constrained devices. 
                                                           
*  This work was supported by a grand No.R12-2003-0004-00012-0 from Ministry of Com-

merce, Industry and Energy. 
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    In this paper, we propose efficient user authentication and key agreement protocol 
with anonymity for the privacy-preserving for ubiquitous computing environments. 
Our protocol is suitable for distributed environments with the computational con-
strained devices by using MAC-based security association token. 
    We organize the paper as follows. In section 2, we describe Kerberos system, secure 
device association mechanism and authenticated key agreement protocol. In section 3, 
we propose user authentication and key management mechanism using MAC-based 
security association token. Security consideration and performance evaluation will be 
stated in section 4, and finally the conclusions are given in section 5. 

2   Related Work 

Kindberg and Zhang[2] have described protocols for validating secure associations 
setup spontaneously between devices. The secure device association method employs 
lasers, which provide relatively precise physically constrained channels. The initiator 
device is equipped with a laser whose output can be rapidly switched to provide a data 
stream. The target device is equipped with a securely attached light sensor that can 
read the data emitted by the initiator device. The initiator device creates new session 
key KS and sends it to target device using laser. Kindberg and Zhang scheme has 
merit to enable nomadic users to securely associate their devices without communica-
tion with trusted third parties. Because KS is shared between initiator and target de-
vice without authentication, the scheme also has potential security vulnerabilities, 
particularly, denial of service attacks. 
    Leighton-Micali scheme[4] focuses on the efficient, authenticated key agreement 
protocol based symmetric techniques. Key management using public key techniques 
would clearly be a better solution compared to key management using symmetric 
techniques from the standpoint of both ease of management and scalability. However, 
implementation of public key management techniques requires wide-spread deploy-
ment of public key infrastructure. Also, it may inappropriate to use public key tech-
niques in smart space with the computational constrained devices. Leighton-Micali 
scheme may be a good solution in distribution environments with the computational 
constrained devices. 

3   Proposed Scheme 

3.1   Protocol Architecture 

This paper proposes efficient user authentication and key agreement protocol with 
anonymity for the privacy-preserving for distributed environments with the computa-
tional constrained devices by using MAC-based security association token. The secu-
rity association token is similar to Kerberos’s ticket and employs concept of 
Leighton-Micali scheme[4]’s authenticated key agreement mechanism. Figure 1  
presents user authentication and key agreement protocol proposed in this study. 
    Our protocol components have a authentication server, service association server, 
target devices and user authentication portal. 
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Fig. 1. User Authentication and Key Agreement Protocol Architecture 
 

 AS(Authentication Server) performs user authentication and generates anony-
mous certificate for user to preserve user privacy. 

 SAS(Service Association Server) generate security association token for users 
after validating user’s anonymous certificate. 

 UAP(User Authentication Portal) is not only a mediator between user and AS but 
also is a mediator between user and SAS. UAP requests user’s anonymous cer-
tificate(or security association token) for AS(or SAS) and receive and transfer it 
to user. 

 Target devices provide users with ubiquitous services in smart space. 
 

The user authentication and key agreement protocol proposed in this study consist of 
three phases, which comprised of user authentication, security association generation, 
and service session key agreement. In addition, there is shared key set up as a pre-
processing. 

3.1.1   Symbols 

|| A symbol for the concatenation A and B for A || B 
|A| A symbol for the length of A 

⊕ A symbol for the XOR computation A and B for A ⊕  B 

CMAC(A, B) A CBC-MAC computation for message B using key A 
KU A shared master key between user U and AS 
KSAS A shared master key between SAS and AS 
KTi A shared master key between target device Ti and SAS 
PKU,SAS A pair-wise public key between user U and SAS 
BKU A smart space base key between user U and SAS 
PKU,Ti A pair-wise public key between user U and target device Ti 
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SK(U,Ti) A service session key between user U and target device Ti 
RAS A random number generated by AS 
RSAS A random number generated by SAS 
RU A random number generated by user U 

3.1.2   Phase 0: Shared Key Setup 

 KU: KU is to be set up between AS and user U. The KU is used to issue and validate 
user’s anonymous certificate. 

 KSAS: KSAS is to be set up between AS and SAS. 
 KTi: KTi is to be set up between SAS and target device Ti. 

 

The AS can issue user’s anonymous certificate with KU and KSAS. User U and SAS can 
verify pair-wise digital signature of anonymous certificate with KU and KSAS, respec-
tively. KTi is used to issue security association token and to verify pair-wise digital 
signature security association token. 

3.2   Phase 1: User Authentication 

We assume that user can access available UAP by using their own authentication 
devices, such as PDA, smart badge, mobile phone, password, etc. Figure 2 shows that 
UAP requests user’s anonymous certificate for AS and receive it. AS validate AUTHU 
value with KU. If the AUTHU is valid, AS consider as legal user and issue anonymous 
certificate for user and transfer to UAP. Then the UAP transfers the anonymous cer-
tificate to a user. The profile of anonymous certificate is presented in table 1. 
    A user can validate the anonymous certificate using KU. The user first computes 
CMAC(KU, toBeSignedACInfo) and check that it is equal to the AUTHU value.  
 

Table. 1. Anonymous Certificate Profile 

Field Descriptions 
Anonymous_Id User’s anonymous identifier generated by AS 
SAS_Id SAS identifier generated by AS 
Validity Validity period of anonymous certificate 
Nonce_AS(RAS) Nonce value generated by AS 

toBeSignedACInfo 

PKU,SAS 

A pair-wise public key between user U and 
SAS (It can be compute PKU,SAS = KMU ⊕  
KMSAS after computing KMU = CMAC(KU, 
RAS), KMSAS = CMAC(KSAS, RAS) ) 

AUTHU 

A pair-wise digital signature, which is gener-
ated by AS by computing CMAC(KU, toBe-
SignedACInfo), validates anonymous certifi-
cate with KU. 

AUTHSAS 

A pair-wise digital signature, which is gener-
ated by AS by computing CMAC(KSAS, to-
BeSignedACInfo), validates anonymous 
certificate with KSAS. 
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Fig. 2. Phase 1: User Authentication 

The user can compute a smart space base key BKU between a SAS and a user from the 
PKU,SAS of the anonymous certificate. If the length of PKU,SAS is 16 bytes(i.e., the 
block size of a cryptographic algorithm), the BKU will be computed by concatenating 
the upper 8 bytes of KMU and  KMSAS after calculating KMU = CMAC(KU, RAS), and 
KMSAS = PKU,SAS ⊕  KMU. If the size of PKU,SAS is 8 bytes, the BKU will be com-
puted by concatenating KMU and KMSAS. 

3.3   Phase 2: Security Association Token Generation 

Phase 2 issues a security association token after verifying user’s anonymous certifi-
cate. The security association token issuing procedures are as follows. Table 2 pre-
sents the profile of a security association token. 
 

1. The UAP requests security association token by transferring user’s anonymous 
certificate to SAS. 

2. SAS validates user’s anonymous certificate with KSAS. The validation process can 
be performed by comparing it with the AUTHSAS field after computing 
CMAC(KSAS, toBeSignedACInfo). 

3. If user’s anonymous certificate is valid, SAS can compute smart space base key 
BKU from PKU,SAS of user’s anonymous certificate. The computation of BKU is al-
most the same as computation of user’s smart space base key. If the length of 
PKU,SAS is 16 bytes(i.e., the block size of a cryptographic algorithm), the BKU will 
be computed by concatenating the upper 8 bytes of KMU and  KMSAS after calculat-
ing KMSAS = CMAC(KSAS, RAS), and KMU = PKU,SAS ⊕  KMSAS. If the size of 
PKU,SAS is 8 bytes, the BKU will be computed by concatenating KMU and KMSAS. 

4. SAS computes AUTH_Holder = CMAC(BKU, toBeSignedSATInfo) and 
AUTH_Target = CMAC(KTi, toBeSignedSATInfo) using smart space 
base key BKU and KTi respectively. 
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Table. 2. Security Association Token Profile 

Field Descriptions 

SAT_No 
Serial number of security association 
token 

Issuer_Id 
Issuer identifier of security association 
token(i.e., SAS ID) 

Holder_Id 
Holder identifier of security association 
token(i.e., Anonymous identifier in 
user’s anonymous certificate) 

Validity 
Validity period of security association 
token 

Nonce_SAS(RSAS) Nonce value generated by SAS 
Target_Id Target device identifier 

toBeSignedSATInfo 

PKU,Ti 

A pair-wise public key between user U 
and Ti (It can be computed PKU,Ti = 
KMTi ⊕  BKMU,Ti after computing 
KMTi = CMAC(KTi, RSAS), BKMU,Ti = 
CMAC(BKU, RSAS) ) 

AUTH_Holder 
A pair-wise digital signature, which is 
generated by SAS using a smart space 
base key BKU. 

AUTH_Target 
A pair-wise digital signature, which is 
generated by SAS using a shared key 
KTi between Ti and SAS 

3.4   Phase 3: Service Session Key Agreement 

This stage generate service session key SK(U, Ti) between user U and target de-
vice Ti using user’s security association token, which is issued from SAS. The ser-
vice session key agreement procedures are as follows. 

1. A user can generate service session key SK(U, Ti)using pair-wise public key 
PKU,Ti in user’s security association token and smart space base key BKU. If the 
size of PKU,Ti is 16 bytes, the SK(U, Ti) will be generated by concatenating 
the upper 8 bytes of BKMU,Ti and KMTi after computing BKMU,Ti = 

CMAC(BKU, RSAS), and KMTi = PKU,Ti ⊕  BKMU,Ti. If the size of PKU,Ti is 
8 bytes, the SK(U,Ti) can be generated by concatenating BKMU,Ti and KMTi. 

2. On receiving the security association token, target device Ti first computes 
CMAC(KTi, toBeSignedSATInfo) and check that it is equal to the 
AUTH_Target value in user’s security association token. If the check succeeds, 
target device Ti can compute service session key SK(U, Ti). The computation  
of SK(U, Ti) is almost the same as computation of user’s service session key. 
If the size of PKU,Ti is 16 bytes, the SK(U, Ti) will be generated by concate-
nating the upper 8 bytes of BKMU,Ti and KMTi after computing KMTi = 
CMAC(KTi, RSAS), and BKMU,Ti = PKU,Ti ⊕  KMTi. If the size of PKU,Ti is 
8 bytes, the SK(U,Ti) can be generated by concatenating BKMU,Ti and KMTi. 
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4   Security Consideration and Performance Evaluation 

4.1   Security Consideration 

For the user authentication and key agreement protocol proposed in this paper, we 
assume that AS(Authentication Server) is trusted as a TTP(Trust Third Party). User’s 
anonymous certificate is only generated by AS, because it can be generated using KSAS 
and KU. In addition, the validation of user’s anonymous certificate is secure because 
the AUTHSAS can only be verified by SAS and the AUTHU can only be verified by user 
U. Moreover, because the computation of KMU and KMSAS from the pair-wise public 
key PKU,SAS can only be computed by user U and SAS as described in Leighton-
Micali scheme[4], the smart space base key BKU is also secure. User’s security asso-
ciation token is only generated by SAS, because it can be generated using smart space 
base key BKU and shared key KTi between SAS and target device Ti. Also, the valida-
tion of user’s security association token is secure because the AUTH_Holder can 
only be verified by user U and AUTH_Target can only be verified by target device 
Ti. Moreover, because the computation of BKMU,Ti and KMTi from the pair-wise pub-
lic key PKU,Ti can only be compute by user U and target device Ti as described in 
Leighton-Micali scheme, the service session key SK(U, Ti) is secure. 

4.2   Performance Evaluation 

For performance evaluation, Kerberos system which has a similar structure to our 
scheme is used as a comparative system. Table 3 presents the summary of Kerberos 
message exchange protocol. 

Table. 3. Summary of Kerberos Message Exchanges 

(a) Authentication Service Exchange 
(1)  C  AS: IDc || IDtgs || TS1 

(2) AS  C: EKc[Kc,tgs || IDtgs || TS2 || Lifetime2 || Tickettgs] 
                     Tickettgs = EKtgs[Kc,tgs || IDc || ADc || IDtgs || TS2 || Lifetime2] 

(b) Ticket-Granting Service Exchange 
(3) C  TGS: IDv || Tickettgs || Authenticatorc 
(4) TGS  C: Kc,tgs[Kc,v || IDv || TS4 || Ticketv] 
Tickettgs = EKtgs[Kc,tgs || IDc || ADc || IDtgs || TS2 || Lifetime2] 
Ticketv = EKv[Kc,v || IDc || ADc || IDv || TS4 || Lifetime4] 
Authenticatorc = EKc,tgs[IDc || ADc || TS3] 

 
(c) Client / Server Authentication Exchange 

(5) C  V : Ticketv || Authenticatorc 

(6) V  C: EKc,v[TS5 + 1] 
                    Ticketv = EKv[Kc,v || IDc || ADc || IDv || TS4 || Lifetime4] 
                   Authenticatorc = EKc,v[IDc || ADc || TS5] 

 
    For performance evaluation between Kerberos system and our scheme, we use AES 
algorithm. Table 4 and 5 respectively shows the cryptographic algorithm performance 
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and experimental results between Kerberos system and our scheme. In Kerberos sys-
tem, the size of IDc, IDtgs, ADc, IDv, TS1, TS2, TS3, TS4, and TS5 were assumed as 4 
bytes. And Lifetime2 and Lifetime4 were assumed as 8 bytes, respectively. Tickettgs 
and Ticketv were assumed as 48 bytes and Authenticatorc was assumed as 16 bytes. In 
addition Kc,tgs and Kc,v were also assumed as 16 bytes, respectively. 

Table. 4. Performance of cryptographic algorithm 

Encryption 
(Decryption) 

Round key generation 
for encryption 

Round key generation 
for decryption AES-CBC 

570(Mbps) 0.306(micro-sec) 0.572(micro-sec) 
CBC-MAC Round key generation for CBC-MAC 

AES-CBC-MAC 
606(Mbps) 0.306(micro-sec) 

* Pentium IV 3.2 Ghz, Windows XP SP2, Microsoft Visual C++ 6.0 

Table. 5. Experimental result between Kerberos system and our scheme 

 Kerberos system 
(AES-CBC) 

Our scheme 
(AES-CBC-MAC) 

Client / User 5.206(micro-sec) 2.816(micro-sec) 
AS 2.354(micro-sec) 2.106(micro-sec) 
TGS / SAS 4.721(micro-sec) 3.269(micro-sec) 
Server / Target Device 2.869(micro-sec) 1.681(micro-sec) 
* Pentium IV 3.2 Ghz, Windows XP SP2, Microsoft Visual C++ 6.0 

 

    As we saw with table 5, our scheme is better than Kerberos system in sense of 
cryptographic computation processing. 

5   Conclusion 

In this paper, we propose efficient user authentication and key agreement protocol 
with anonymity for the privacy-preserving for ubiquitous computing environments. 
Our scheme is suitable for distributed environments with the computational con-
strained devices by using MAC-based anonymous certificate and security association 
token instead of using public key encryption technique. And our proposed protocol is 
better than Kerberos system in sense of cryptographic computation processing. 

References 

1. B. Neumann and T. Ts’o, “Kerberos: An Authentication Service for Computer Networks”, 
IEEE Communications Magazine, 32(9): 33-38, September 1994. 

2. Kindberg, T. and Zhang, K., “Secure Spontaneous Device Association”, Proceedings of 
UbiComp 2003: Ubiquitous Computing,, vol. 2864 of Lecture Notes in Computer Science, 
Seattle, WA, USA, October 12-15, 2003. Springer Verlag 



 Design of Anonymity-Preserving User Authentication and Key Agreement Protocol 499 

 

3. Jalal Al-Muhtadi, Anand Ranganathan, Roy Campbell and M. Dennis Mickunas, “A Flexi-
ble, Privacy-Preserving Authentication Framework for Ubiquitous Computing Environ-
ments”,  Proceedings of the 22nd International Conference on Distributed Computing Sys-
tems Workshops(ICDCSW’02), 2002. 

4. Tom Leighton and Silvio Micali, “Secret-Key Agreement without Public-Key Cryptogra-
phy”,  Advances in Cryptology CRYPTO 1993, 456-479, 1994. 

5. Kindberg, T. and Zhang, K., “Validating and Securing Spontaneous Associations between 
Wireless Devices”, Proceedings of 6th Information Security Conference(ISC’03), October 
2003. 

6. T.Kindberg and A. Fox, “System Software for Ubiquitous Computing”, IEEE Pervasive 
Computing, January-March, 2002, pp. 70-81. 

7. G. Banavar and A. Bernstein, “Software infrastructure and design challenges for ubiquitous 
computing applications”, Communications of the ACM, vol. 45(12), pp. 92-6, 2002 



An Efficient Identity-Based Key Exchange
Protocol with KGS Forward Secrecy for

Low-Power Devices

Robert W. Zhu, Guomin Yang, and Duncan S. Wong�

Department of Computer Science,
City University of Hong Kong

Hong Kong, China
{zhuwei, csyanggm, duncan}@cs.cityu.edu.hk

Abstract. For an ID-based key exchange (KE) protocol, KGS forward
secrecy is about the protection of previously established session keys after
the master secret key of the Key Generation Server (KGS) is compro-
mised. This is the strongest notion of forward secrecy that one can pro-
vide for an ID-based KE protocol. Among all the comparable protocols,
there are only a few of them providing this level of forward secrecy and
all of these protocols require expensive bilinear pairing operations and
map-to-point hash operations that may not be suitable for implementa-
tion on low-power devices such as sensors. In this paper, we propose a
new ID-based KE protocol which does not need any pairing or map-to-
point hash operation. It also supports the strongest KGS forward secrecy.
On its performance, we show that it is faster than previously proposed
protocols in this category. Our protocol is signature-based in which the
signature scheme is a variant of a scheme proposed by Bellare et al. in
Eurocrypt 2004. We show that the variant we proposed is secure and
also requires either less storage space or runtime computation than the
original scheme.

1 Introduction

Since the first set of identity-based (ID-based) Key Exchange (KE) protocols
were proposed [16, 14, 13, 12] in late ’80s and early ’90s, there has been a revival
of interest in ID-based KE protocols recently [17, 18, 11, 15] due to the discovery
of several new applications of pairings on elliptic curves [6].

On security, most of them [16, 13, 12, 17, 18, 15] only support partial or per-
fect forward secrecy but not the KGS forward secrecy [14, 11], the strongest
notion of forward secrecy in the context of ID-based KE protocols. By par-
tial forward secrecy, previously established session keys will remain secure after
the secret key of one communicating party is compromised. By perfect forward
secrecy, previously established session keys will remain secure after the secret
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keys of both communicating parties are compromised. By KGS (Key Genera-
tion Server) forward secrecy, previously established session keys will still remain
secure even after the long-term secret key of the KGS is compromised. Note that
compromising the KGS secret key implies compromising secret keys of all parties
in an ID-based cryptosystem. Hence the KGS forward secrecy is the strongest
notion among these three.

On performance, according to the state-of-the-art results in [1, 2], one bilinear
pairing operation requires at least 10 times more multiplications in the under-
lying finite field than an elliptic curve point scalar multiplication does in the
same finite field. For low-power devices such as sensors, cellphones and low-end
PDAs, which are usually characterized by limited battery lifetime and low com-
putational power, applications using bilinear pairings can be too expensive to im-
plement. In addition, most of the ID-based cryptosystems require a special hash
function called map-to-point hash function [6, 7] for converting a user’s identify-
ing information to a point on the underlying elliptic curve. This operation is also
time consuming and cannot be treated as a conventional hash operation which
is commonly ignored in performance evaluation. A map-to-point hash function,
on the other hand, is usually implemented as a probabilistic algorithm and is
more expensive than a point scalar multiplication in terms of computation time.

Our Contributions. We propose a new ID-based KE protocol which does not
require any pairing or map-to-point hash. It also supports the strongest KGS
forward secrecy. The protocol is also shown secure under the model defined
by Canetti and Krawzcyk [10]. Our protocol is signature-based in which the
signature scheme is ID-based and is a variant of BNN-IBS proposed by Bellare
et al. in [4]. We show that our scheme is secure and also requires either less
storage space or runtime computation than the BNN-IBS. On the performance
of our ID-based KE protocol, we show that it is faster than all comparable
protocols.

Paper Organization. In Sec. 2, we give a definition for ID-based signature
schemes. This is followed by the description of our ID-based signature scheme
and its security analysis in Sec. 3. In Sec. 4, we propose an ID-based KE protocol
and analyze its security using a modular approach proposed by Bellare et al. [3].
Performance evaluation of the protocol is given in Sec. 5. We conclude the paper
in Sec. 6. Due to the page limitation, we skip the section of related work. For
details, please refer to our full paper [19].

2 IBS: Security Model

An ID-based signature (IBS) scheme is a tuple (MKGen,UKGen, Sig, V er) of
polynomial-time algorithms. The first three may be randomized but the last one
is not.

– A Key Generation Server (KGS) runs the master-key generation algorithm
MKGen on input 1k, where k ∈ N is a security parameter, to obtain a
master public/secret key pair (mpk,msk).
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– The KGS can then run the user-key generation algorithm UKGen on msk
and identity ID ∈ {0, 1}∗ to generate a secret key usk for a user identified
by ID. It is assumed that usk is securely transported to that user.

– On input usk and message m ∈ {0, 1}∗, the signing algorithm Sig returns a
signature σ.

– On input mpk, ID, m and σ, the verification algorithm V er returns an
accept/reject decision to indicate whether signature σ is valid for identity
ID and message m.

For correctness, we require that for all k ∈ N, m ∈ {0, 1}∗, ID ∈ {0, 1}∗, if
(mpk,msg) ← MKGen(1k), usk ← UKGen(msk, ID) and σ ← Sig(usk,m),
then V er(mpk, ID,m, σ) = 1. We now provide the formal definition of a secure
IBS scheme in terms of existential unforegability against chosen message and ID
attacks (in short euf-cma-ida).

Definition 1. Let (MKGen,UKGen, Sig, V er) be an IBS scheme, A an ad-
versary, and k ∈ N a security parameter. Consider the game below which is run
by a simulator/challenger S.

– S executes MKGen(1k) to get the master public/secret key pair (mpk,msk).
– S runs A on 1k and mpk. During the simulation, A can make queries onto

the following oracles.
• CreateUser(ID): If ID is not yet created, S executes UKGen(msk, ID)

to get the user’s secret key uskID. ID is said to be created from now on
and 1 is returned. Otherwise, (that is, if ID has already been created) 0
is returned.

• Corrupt(ID): If ID has been created, uskID is returned and ID is said
to be corrupted; otherwise, ⊥ is returned for failure.

• Sign(ID,m): If ID has not been created, return ⊥ for failure. Otherwise,
S executes Sig(uskID,m) to get a signature σ and returns σ. Then, m
is said to be signed by ID.

– A is to output a triple (ID∗,m∗, σ∗).

A wins if V er(mpk, ID∗,m∗, σ∗) = 1, ID∗ is created but not corrupted and m∗

is not signed by ID∗. The IBS scheme is euf-cma-ida secure if for all probabilistic
polynomial-time (PPT) algorithm A, it is negligible for A to win the game.

In the next section, we describe a new IBS scheme which is euf-cma-ida secure
as defined in this section.

3 An IBS Scheme Based on EC-DLP

Let k ∈ N be a security parameter, ID ∈ {0, 1}∗ an identity, and m ∈ {0, 1}∗
a message. Let F be a finite field, C an elliptic curve defined over F, and P an
element of large prime order p in C . Let G be a cyclic subgroup of C generated
by the ‘base’ point P , such that the elliptic curve discrete log problem (EC-
DLP) is intractable. We assume that (C ,F, P, p) is a sequence of system-wide



An Efficient ID-Based KE Protocol with KGS Forward Secrecy 503

parameters1. Let H1 : {0, 1}∗ → Zp and H2 : {0, 1}∗ → Zp be two hash functions.
For security analysis, we view them as random oracles [5].

Master-Key Generation
(mpk,msk) ← MKGen(1k): The trusted KGS (Key Generation Server) ran-
domly picks x ∈R Zp and computes Ppub = xP . The master public key mpk is
set to Ppub and the master secret key msk is set to (x, Ppub).

User-Key Generation
usk← UKGen(msk, ID): If ID is not created, the KGS sets the user’s secret
key usk to (c, s, ID, Ppub) where c = H1(Ppub, ID, cPpub + sP ) and s ∈ Zp. This
secret key is generated as follows.

1. Randomly pick r ∈R Zp, compute R = rP and c← H1(Ppub, ID,R).
2. Compute s = r − cx mod p.

Signature Generation
σ ← Sig(usk,m): Given the user’s secret key usk = (c, s, ID, Ppub), a signature
σ = (c, T, π) on message m is generated as follows.

1. Randomly pick t ∈R Zp, compute T = tP .
2. Compute e← H2(Ppub, ID,m, T, c) and π = t− es mod p.

Signature Verification
1/0 ← V er(mpk, ID,m, σ): To verify the user’s signature σ = (c, T, π) on
message m, the verifier computes e← H2(Ppub, ID,m, T, c) and checks if

c
?= H1(Ppub, ID, cPpub + e−1(T − πP )).

If the equation holds with equality, return 1; otherwise, return 0.

3.1 Discussions

Note that T should be a nonce, that is, each value of T should only be used
once. For each new signature generation, a new T should be used. In addition,
the discrete logarithm of T should only be known to the signer. Otherwise, the
user’s secret key usk would be compromised. Hence in practice, the value of t
should be destroyed once π is computed.

A Variant of BNN-IBS. We consider our IBS scheme described above as
a variant of an IBS scheme called BNN-IBS which was proposed by Bellare et
al. in [4–Sec. 7.3 of the full paper]. In the following, we explain the differences
between them and show that our IBS scheme is more ‘friendly’ to low-power
devices as it requires less storage or computation resources.

1 For formality, one can include this set of parameters into the master public/private
key pair (mpk,msk) and have this set of parameters be generated by some prime
order elliptic curve cyclic subgroup generator.
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In BNN-IBS scheme, the component c in the user’s secret key usk is replaced
with R and the computation of s is changed to r + cx mod p. In other words,
component c is computed as H1(Ppub, ID, sP − cPpub) in BNN-IBS scheme, and
the user’s secret key usk now becomes (R, s, ID, Ppub) where R = sP − cPpub.
To sign a message m, the following steps are carried out and a signature σ =
(R,S, T, π) is generated.

1. Compute S = sP , randomly pick t ∈R Zp and compute T = tP .
2. Compute e← H2(Ppub, ID,m,R, S, T ) and π = t + es mod p.

To verify the signature, c = H1(Ppub, ID,R) and e = H2(Ppub, ID,m,R, S, T )
are first computed, and the following equations are then checked for equality.

πP
?= T + eS (1)

S
?= R + cPpub (2)

First of all, comparing with our scheme, the signature size of BNN-IBS scheme
is larger. Secondly, the BNN-IBS scheme requires one more scalar multiplication
for computing S in signature generation than ours. Although this additional
operation can be saved by precomputing S and then caching it at the signer
side, it will then require the signer to have more memory space for caching this
precomputed value. It turns out that the BNN-IBS scheme either requires one
more scalar multiplication during the runtime of signature generation or needs
more storage space than our scheme.

The BNN-IBS scheme has been shown to be euf-cma-ida secure (Def. 1) in
the random oracle model [5] under the assumption that the discrete logarithm
problem is hard (in [4–Sec. 7.3 of the full paper]). In the following, we show that
our IBS scheme is also euf-cma-ida secure.

Theorem 1. If there exists a PPT adversary A which wins the game of Def. 1
for the IBS scheme proposed above with probability at least ε, then there exists a
PPT adversary B which wins the game of Def. 1 for the BNN-IBS scheme with
probability at least ε.

Proof. We describe how to construct B when A is given. As defined in Def. 1,
a challenger S simulates a game which captures the notions of adaptive chosen
message attacks and ID attacks. At the end of the game, the adversary in the
game is to output a triple (ID∗,m∗, σ∗) such that ID∗ is not corrupted, m is not
signed by ID∗ and σ∗ is a valid signature of ID∗ on message m∗.

Given an adversaryA which breaks the euf-cma-ida security of the IBS scheme
proposed above, we construct an adversary B which will break the euf-cma-ida se-
curity of the BNN-IBS scheme by runningA and answeringA’s queries as follows.

– CreateUser: B relays such a query directly to S and relays back the answer
from S to A.

– Corrupt: B relays such a query to S. Suppose the user’s secret key usk
returned by S is (R, s, ID, Ppub), B then queries S for H1(Ppub, ID,R). Sup-
pose the answer of S is c̄. B then sets c to −c̄ mod p (will be explained
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shortly) and sends (c, s, ID, Ppub) to A as the simulated answer to A’s Cor-
rupt query.

– Sign: B relays such a query to S. Suppose S’s answer to query Sign(ID,m)
is σ = (R,S, T, π), B then queries S for H1(Ppub, ID,R). Suppose the an-
swer of S is c̄, then it must be the case that R = S − c̄Ppub for having σ
be valid according to Eq. (2) on page 504. B sets c to −c̄ mod p and sends
σ′ = (c, T, π) to A as the simulated answer to A’s Sign(ID,m) query.

– H1: For any query of H1 from A, B relays it to S. Suppose the answer of
S is c̄, B sets the answer for A to −c̄ mod p.

– H2: For any query of H2 from A, B handles it in the following two cases
depending on the query input.
Case 1: If the query is on (Ppub, ˜ID, m̃, T̃ , c̃) where T̃ is some point and

−c̃ mod p is the answer of S on query H1(Ppub, ˜ID, R̃) for some point
R̃, then B queries S for H2(Ppub, ˜ID, m̃, R̃, S̃, T̃ ) where S̃ = R̃ − c̃Ppub.
Suppose the answer of S is ē. B sets the answer for A to −ē mod p.

Case 2: Otherwise (that is, at least one component of the input does not
satisfy the form shown in Case 1), B randomly picks a value in Zp as
the answer to A. Consistency (for replying the same value for the same
queries) is maintained by having a table of queries values and answers
maintained by B.

When A outputs a valid signature (c∗, T ∗, π∗) with message m∗ and identity
ID∗, due to the random oracle assumption, A must have queried for c∗ =
H1(Ppub, ID

∗, R∗) where R∗ is some point in order to pass all the steps of sig-
nature verification described in Sec. 3 (Note that the return of S for that H1
query is −c∗ mod p.). B sets σ∗ = (R∗, S∗, T ∗, π∗) where S∗ = R∗ − c∗Ppub and
outputs the triple (ID∗,m∗, σ∗).

Analysis. To check the correctness of the simulation, first note that the uskNew=
(c, s, ID, Ppub) of our protocol satisfies

c = HNew
1 (Ppub, ID, sP + cPpub)

while the uskBNN−IBS = (c̄, s, ID, Ppub) of BNN-IBS satisfies

c̄ = HBNN−IBS
1 (Ppub, ID, sP − c̄Ppub).

By setting c = −c̄ mod p, we can see that the output of HNew
1 is the complement

of that of HBNN−IBS
1 . Hence in the simulation above, we set the answer to A

for queries of H1 to the complement of the answer made by S for obtaining the
reduction. Due to the similar reason, we also need to set the answer to A for
queries of H2 to the complement of the corresponding answer made by S.

Obviously, the running time of B is in polynomial of that of A. In addition,
from A’s point of view, all queries are simulated or relayed correctly. A can-
not distinguish a simulated environment and a real game. Hence, if A makes a
forgery of the IBS scheme proposed above, the reduction above correctly trans-
forms the forgery to a forgery of the BNN-IBS scheme. ��
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4 An ID-Based Key Exchange Protocol

We now propose an ID-based key exchange (KE) protocol. The KE protocol is
built using the IBS scheme described above. In the following, we first describe
our scheme, then analyze its security under the Canetti-Krawczyk model [10] (in
short, CK-model), and finally in the next section, we show that the scheme is
much faster than previously proposed protocols.

Let k ∈ N be a security parameter. Let A and B be the initiator and responder,
respectively. They are identified by IDA, IDB ∈ {0, 1}∗, respectively. Let the
secret key uskA of A be (cA, sA, IDA, Ppub) and the secret key uskB of B be
(cB, sB, IDB, Ppub), which are generated according to the User-key Generation
algorithm described in Sec. 3. Suppose A and B have a unique session-id ψ
shared already. Below is the description of the ID-based KE protocol which is
illustrated in Fig. 1.

Step 1. A picks tα ∈R Zp, computes α = tαP , and sends (IDA, ψ, α) to B.
Step 2. Upon receipt of (IDA, ψ, α), B picks tβ ∈R Zp, computes β = tβP and

sends (IDB , ψ, β, cB, TB, πB) to A, where (cB, TB, πB) is B’s signature on
message mB = (ψ, β, α, IDA). B also computes the session key γ = tβα and
erases tβ .

Step 3. Upon receipt of (IDB, ψ, β, cB, TB, πB), A checks the correctness of
each component in the incoming message and checks if the signature verifi-
cation algorithm V er(Ppub, IDB,mB, (cB, TB, πB)) returns 1, where mB =
(ψ, β, α, IDA). If the verification succeeds, A sends (IDA, ψ, cA, TA, πA) to
B where (cA, TA, πA) is A’s signature on mA = (ψ, α, β, IDB). A then com-
putes γ′ = tαβ, erases tα, and outputs the session key γ′ under session-id ψ.

Step 4. Upon receipt of (IDA, ψ, cA, TA, πA), B checks the correctness of each
component in the incoming message and determines if the signature verifica-
tion V er(Ppub, IDA,mA, (cA, TA, πA)) returns 1, where mA =(ψ, α, β, IDB).
If the verification succeeds, B outputs the session key γ under session-id ψ.

A → B : IDA, ψ, α
A ← B : IDB, ψ, β, cB , TB , πB

A → B : IDA, ψ, cA, TA, πA

Fig. 1. An ID-based KE protocol

4.1 Security Analysis

The protocol can be viewed as a Diffie-Hellman key exchange followed by a
signature-based mutual authentication. TA and TB correspond to the key con-
tributions of A and B, respectively, and signatures (cA, TA, πA) and (cB , TB, πB)
of the IBS scheme proposed in the previous section correspond to the mutual au-
thentication. In the full paper [19], we show that the protocol can be constructed
using the modular approach introduced in [3, 10]. In the following, we skip the
details of the model defined by Canetti and Krawzcyk [10] (in short, CK-model)
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and apply the CK-model directly to show the security of our protocol. In [10],
the following protocol called Protocol SIG-DH has been shown to be secure under
the CK-model.

A→ B : IDA, ψ, α
A← B : IDB, ψ, β, SIGB(mB)
A→ B : IDA, ψ, SIGA(mA)

In the protocol, mB = (IDB , ψ, β, α, IDA) and mA = (IDA, ψ, α, β, IDB).
To instantiate the signature scheme using the IBS scheme described in Sec. 3, we
have SIGA become (cA, TA, πA) and SIGB become (cB , TB, πB). In addition,
from the computation of e in the signature generation phase, we can see that
some components in mA and mB are also redundant. By further eliminating
those redundant components, the final optimized protocol will become the one
shown in Fig. 1.

In the following, we further evaluate our ID-based KE protocol by considering
some additional features or attacks that are not captured by the CK-model.

KGS Forward Secrecy. Our ID-based KE protocol constructed above using
the modular approach of [3, 10] is essentially the Protocol SIG-DH of [10] which is
secure under the CK-model. This also implies that the protocol satisfies perfect
forward secrecy. Although the CK-model does not capture the KGS forward
secrecy, we can still see that our protocol supports the KGS forward secrecy as
session keys are solely derived from contributions α and β.

Key Compromise Impersonation Resilience (KCIR). As defined in [8],
a protocol provides resistance to key compromise impersonation if compromise
of the long-term secret of a party A does not allow the adversary to masquerade
to A as a different party. To see that compromising A’s secret uskA does not
allow the adversary to masquerade to A as B, we notice that the adversary has
to provide a signature of B in the second message of the protocol before making
A accept. As long as α is a nonce and B’s signature is existentially unforgeable,
the adversary cannot provide a correct signature. Similar reasons can be applied
to explain the KCIR of B as well.

5 Performance Analysis

In Table 1, we summarize the number of different operations of some well-known
ID-based KE protocols and our protocol proposed above. We ignore the time
taken by conventional hash operations and point addition operations as they are
much more efficient when compared with pairings, scalar multiplications, and
map-to-point hash operations.

According to the state-of-the-art results in [1, 2], one pairing operation requires
at least 10 times more multiplications in the underlying finite field than a point
scalar multiplication does in the same finite field. Hence those pairing-based KE
protocols are much slower than the one proposed in this paper. When compar-
ing with old, non-pairing based protocols such as [16, 13, 12], our protocol is also
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Table 1. Performance Comparison

Smart [17] Yi [18] Chen-Kudla [11] Our Protocol
Pairing 2 1 1 0

Scalar Multiplication 2 3 4 6
Map-to-point Hash 1 1 1 0

much faster because each communicating party of these old, non-pairing based
protocols needs to do expensive modular exponentiation operations. For proto-
cols proposed in [14], they can be implemented under an elliptic curve group and
one of the protocols in [14] is also believed to support the KGS forward secrecy.
On its performance, the protocol requires each communicating party to carry out
seven scalar multiplications. Hence it is slightly less efficient than our protocol.
In addition, the protocol is not known to be provably secure. In [9], Burmester
showed that the protocol is vulnerable to an attack called triangle attack. Since
the triangle attack is captured in the CK-model and our protocol is proven secure
in this model, therefore, our protocol is not vulnerable to this attack.

6 Conclusion

In this paper, we proposed an ID-based signature scheme and showed that it
is a variant of the BNN-IBS scheme proposed by Bellare et al. [4]. Our scheme
is more efficient than BNN-IBS as it requires less storage space or less runtime
computation. Using our ID-based signature scheme, we proposed a new ID-based
KE protocol. The protocol does not require any pairing operation or map-to-
point hash operation. It also supports the strongest KGS forward secrecy. For
security analysis, we show that it can be constructed using the modular approach
of [3]. On its efficiency, we showed that it is faster than all comparable ID-based
KE protocols.

For the full version of this paper, please check [19].
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Abstract. We studied the objective of spam based on a financial profit truth - 
the cost for sending spam against anti-spam techniques should be little than the 
return from the negligible response from the recipients. Spammers have to leave 
some real contact information in the spam for the recipients to touch them eas-
ily, no matter what methods they use to fight against anti-spam techniques. In 
this paper, we present a method to automatically identify such contact informa-
tion entities in spam, and build an online blocklist for the spam filters to classify 
spam, especial unsolicited commercial email (UCE). 

1   Introduction 

With rapid advance of Internet, email has become a very important communication 
medium to a great many people. Within two or three years, the spam problem has 
grown astronomically. According to the spam statistical report of Symantec, there are 
over 60 percent of worldwide Internet email identified as spam, about 80 percent of 
spam are involved in commercial solicitations (UCE) [1]. And beyond e-mail, instant-
messaging spam and SMS spam on mobile phones have also become problems. 

Nowadays, people have been developing different techniques in different ways to 
fight with spam. We are involving in a long battle between those who want to send 
spam (spammers) and those who want to stop it. Spammers often change their email 
boxes frequently, modify the style, format or content of message to fight against anti-
spam techniques. However, when we investigate the objective of spammers, we find 
there also exists a financial profit truth in spam, especially in UCE − the cost used to 
succeed against anti-spam techniques and send spam should be little than the return 
from the negligible response from recipients. The profit makes it worth the expense of 
sending spam. Therefore, spammers must leave some real contact information in the 
spam so that a recipient can find out them easily if he interests in the content of a 
spam. Since current email service can not support electronic financial transactions 
independently.  

In this paper, we describe a method to automatic identify such real contact infor-
mation entities in the spam, and build an online blocklist containing them. We studied 
the economic cost for spammers to change different type of contact information, and 
developed an efficient searching algorithm for the blocklist according to the economic 
cost. In practical, this blocklist can be used to set up a personalized email filter for an 
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email client or an email server in a company. It also can be used as the features to 
enhance the effectiveness of content-based spam filters based on machine learning 
methodologies [2] [3] [4]. The same approach also can be used in mobile telecom 
Short Message Service, or SMS spam filtering. In a collaborative filtering system [5] 
[6], when a user classifies an email as spam, signature is computed on the email and 
added into the collective knowledge database. A signature is computed on every new 
email received and compared to the database of known spam. If the signature matches 
one in database, it is deemed spam. The algorithm used to compute signatures here is 
the key. The same idea of the blocklist can be involved in computing the signature 
and makes the algorithm to be more robust (or fuzzy).  

2   Identify Contact Information Entities in Spam 

Email has provided a fast and efficient electronic communication medium to people, 
but it still lacks enough security techniques to support electronic commerce deals or 
transactions independently nowadays. A UCE spammer has to provide some real 
contact information in spam, otherwise a recipient can not know how to touch him 
even if he is interesting in the spam. To identify these contact information entities 
contained in spam, we analyzed three public spam corpora collected by SpamAssassin 
[7] and a personal spam corpus collected from author’s email boxes. Our experimen-
tal results show that, we can identify 92.7% emails in these corpora to be containing 
at least one pieces of contact information in their message body (excluding email 
header). These contact information entities can be divided into four types: email box, 
Uniform Resource Locator, or URL link, telephone number (includes fax number) 
and mail address (including contact person or company name and the address). 

When we want to use the contact information to build a blocklist for email filtering 
or classification, we shall consider what method spammers can use to attack the 
blocklist. Certainly spammers can avoid the detection of the blocklist by changing the 
contact information in spam frequently. Therefore we should design and implement 
our blocklist searching strategy based on the economic cost with respect to changing 
each type of contact information. 

To our knowledge, we find the cost for changing each kind of contact information 
is quite different to a spammer who wants to change it frequently. We discuss the cost 
of four types of contact information as the following. 

Email Box.  Today a spammer can easily register a new email box from many email 
service providers without any fee, e.g. hotmail, yahoo. As the cost of delivery, stor-
age, and processing is borne directly by the recipient, spam could be seen as the elec-
tronic equivalent of "postage-due" junk mail. A spammer often seek out and make use 
of vulnerable third-party systems such as open email relays and open proxy servers, 
which do not properly check who is using the email server and pass all emails to the 
destination address. Once an email box has been indicted as an inbox of a spammer, 
the spammer can replace it with a new email box in the new spam, and still keeps the 
box without losing his old customers. Since the concept of spam is personalized to 
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individual. It is not easy for the email service provider to collect legal proof to termi-
nate the email account if the spammer didn’t send spam by using the box directly.  

URL Link.  A URL link in a spam usually redirects the recipient to visit a website set 
up by the spammer, or provides content information data for a spam composed with 
html format. It needs more technical skills for people to compose web pages. Estab-
lishing a website often costs much more, spammer has to pay registration fee of DNS 
domain name, monthly rent of service of the ISP. It will cost a spammer much more 
time and money if he wants to change the domain name, or move from this ISP to 
anther. Although there are some ISPs provide some free-charge web host service 
today, the resources what they provide are rather limited (for example, few ISPs pro-
vide virtual web host service for an independent domain). A website hosting there 
often looks lacking public reputation to attract people. 

Telephone Number.  The fee for renting a telephone or fax line is a bit expensive. 
The cost of changing a telephone number frequently is much more expensive and also 
not allowed by most telecommunication providers. On the other hand, a spammer will 
lose his old customers when he changes his phone or fax numbers. 

Mail address.  The cost for changing the address of company or home will be largest 
among four types of contact information, if the address is real one. 

Concluding above discussion, if we use W to indicate the economic cost of chang-
ing one of contact information respectively, the amount of the cost can be indicated as 
below, 

addresstelURLemail WWWW  <≤<  (1) 

Since all email boxes and URL links are created obeying the standard of SMTP 
protocol, HTTP protocol and RFCs related to them. Telephone numbers are strings 
consisting of a sequence of 0-9 digital number. We can use a regular expression pat-
tern matching algorithm to identify and extract these three types of contact informa-
tion entities with high accuracy. For mail address, we have tried to use some machine 
learning methods to identify them in the emails. Unfortunately, the precision of the 
result is still not good enough to be present in this paper. However, we also discover 
that there are only 1.4% of emails manually identified as containing mail address in 
our experimental corpora. Furthermore, there are only 0.02% of emails containing 
only mail address without any other contact information entity inside. In this paper, 
we just use three types of contact information (email box, URL link and phone num-
ber) to present our idea. 

3   Build a Personalized Online Blocklist 

Different from common sense of term “blocklist” in anti-spam methodologies, our 
blocklist is rather similar to a blacklist of spammers. Since the blocklist contains con-
tact information entities of spammers. We used the blocklist to set up a simple email 
filter. The email filter works as, when an email arrives, the email filter splits the email 
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into sequence string lines firstly. Then it uses pattern matching technique to identify 
and extract three types of contact information in the lines of message body. After that, 
these contact information will be processed and compared with the patterns in the 
blocklist. If the matching result is satisfied the defined conditions, the email will be 
classified as a spam, otherwise the email will be passed through as a ham (good 
email). 

3.1   Build the Blocklist with User Feedback  

The blocklist works as the main part of an online email filter. At the initial state, the 
blocklist contains nothing. When an email is manually identified as a spam by the 
user, the email filter will automatically identify and extract the contact information 
entity in the email. Then the entities are converted into regular expression string pat-
terns and added into the blocklist. If a new email contains same contact information 
arrives, the email filter will classify it as spam. On the other hand, if the email filter 
classifies a ham as a spam, or a spam as a ham, the error can be corrected by the user 
manually. Corresponding patterns in the blocklist will be updated to void same error. 
Such procedure is called as the aggregative training of the blocklist, as we know. 

3.2   Data Structure of Blocklist 

To handle different types of contact information, the blocklist consists of three pattern 
lists, which store corresponding type of contact information respectively (as shown in 
Fig.1.). A phone number is notated with a sequence of several digital numbers (0-9). 
We can directly save it into the list as a string. In this section, we will mainly describe 
how to process and store other two types of contact information entities, email box 
and URL link. 

 

 

Fig. 1. Different contact information are processed and store in to three lists independently 

A regular email box can be divided into two parts: an account name (or alias) and a 
DNS domain name of the mail server, as well as a URL link can be divided into two 
parts: a DNS name or IP address of the web server host, and a pathname of the web-
page file. According to the rules of DNS domain name, we design and develop a suf-
fix tree to construct Email List and URL List. Here we present an example to illus-
trate the suffix tree structure. 
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When we consider an email box ilug@linux.ie, we can split it into substrings, ie, 
linux, @ilug. For a URL link http://www.linux.ie/mailman/listinfo/ilug, it can be split 
into ie, linux, www, mailman,listinfo, ilug. Then ie becomes the root of the tree, sub-
strings for DNS domain name become the left leaves, and substrings for user account 
or pathname become the right leaves respectively. Fig. 2 demonstrates how to use this 
suffix tree to notate an email box and a URL link. 

 

Fig. 2. A sample: using suffix tree to notate an email box and a URL link 

The major drawback of using blocklist as email filter is that, with increasing 
amount of the elements in the blocklist, the performance of the filter will drop down. 
To handle huge amount of spam today, how to keep the good performance of the 
blocklist becomes a crucial problem we have to overcome. We consider two ways to 
optimize the query operation of the blocklist and reduce the drawback. First, we de-
veloped an optimization algorithm to keep the blocklist compact. This compacting 
algorithm has been used in optimizing Email list and URL list. Second, we apply 
dynamic programming algorithm to the suffix tree to implement an efficient approxi-
mate string matching query in the Email and URL lists. 

3.3   Compacting the Blocklist 

The basic idea of the algorithm is similar to candidate-elimination learning algorithm 
[8]. Each element in the Email or URL list contains several substrings to consist a 
regular expression pattern. We can think that these substrings compose a hypothesis. 
Here we present an example to describe this algorithm. If there is an element “ie, 
linux, www, mailman, listinfo, ilug” in URL list, then it can compose a hypothesis as 
below, 

>=< iluglistinfo,mailman,www,linux,ie,H           1   (2) 

In practical, this hypothesis tells us that a spammer can use the directory 
/mailman/listinfo in the host www.linux.ie for spam. When a new element “ie, linux, 
www, mailman, images” is inserted into the list, another directory /mailman/images in 
the same host has been used for spam too. 
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>=< imageslistinfo,mailman,www,linux,ie,H           2  (3) 

Empirically we can assume that spammers possibly have right to use directory 
/mailman for spam too. Then we get a new hypothesis as below, 

>=<∨= ?  ,  ,  ,  ,213 mailmanwwwlinuxieHHH  (4) 

When we apply this algorithm to the suffix tree of Email list and URL list, we get a 
result as shown in Fig. 3.  

 
 

Fig. 3. Merge different leaves at same level in the suffix tree 

 
To avoid blocking some common email service providers (e.g. hotmail.com, ya-

hoo.com, gmail.com), we also set up a white list to keep them. The compacting algo-
rithm will skip the compacting the patterns containing these domain names in the 
Email list. 

3.4   Query the Blocklist  

When an email arrives, the email filter identifies and extracts contact information 
from the message body respectively. Then each contact information entity will be 
compared with the patterns in the corresponding list. Actually this comparison is a 
search problem in the suffix tree. The search starts at the root, traverses the tree in left 
to right order, comparing corresponding nodes in the two trees one by one. The search 
will stop if it finds out an error (a pair of nodes doesn’t match exactly). Otherwise it 
will continue to traverses whole nodes in the tree. Table 1 illustrates the details of the 
searching algorithm. 

In order to improve performance of querying the blocklist, we also add two pa-
rameters for each pattern in the lists in our implementation. One is a counter to record 
the number of the pattern being matched, another records latest updated date of the 
pattern. We use two parameters in eliminating the patterns which are not counted any 
more as the spammers have changed their contact information along time. 
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Table 1. Dynamic programming algorithm for suffix tree matching  

function searchList(string line, string array pattern)  
 begin 
     float similarity = 0;  
     for each element in array pattern 
        if(similarCal(line, pattern[]) >= similarity)  
            similarity = similarCal(line, pattern[]); 
            if(similarity = 1)  
                  return similarity = 1;  
            endif 
        endif; 
     endfor; 
     return similarity;  
 end  
function similarCal(string pattern, string contact) 
 begin 
    integer matchdtrings = 0;  
    string array host_pattern = split (pattern); 
    string array path_pattern = split (pattern); 
    string array host_contact = split (contact); 
    string array path_contact = split (contact); 
    for each element in host_pattern  
       if(host_pattern[].equal.host_contact[]) 
           matchstring = matchstring + 1; 
       else break;  
       endif 
    endfor 
    if(matchstring = length(host_pattern)) 
       for each element in path_pattern 
         if(path_pattern[].equal.path_contact[]) 
             matchstring = matchstring + 1;  
         else break;  
         endif 
       endfor 
    endif    
    if(matchstring >=2) 
         return matchstring/length(pattern);  
    else 
         return 0;  
    endif 
 end. 

3.5   Searching Priority 

We assign the priority order of searching three lists with respect to the economic cost 
of them. As the discussion in Section 2, the searching order for three lists shall be 
arranged as: Firstly, searching algorithm searches Telephone list to do exact string 
matching, then it searches URL list by using approximate string matching, finally it 
will search Email list. The search will be stopped if a full pattern matching result is 
returned. 
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Another search strategy we also used in our experiments is that. If an email con-
tains at least one URL link or telephone number entity, then searching algorithm just 
searches corresponding lists and skips the steps for searching Email list. 

4   Experiments 

To test the performance of our blocklist, we use three public spam corpus suits 
(named public corpus 1, public corpus 2 and public corpus 3 in this paper) and a pub-
lic hard ham corpus collected by SpamAssassin, a personal spam corpus and a per-
sonal ham corpus collected from author’s inbox in practical. Public corpus 1 and 2 
contain 500 emails respectively, and public corpus 3 contains 1,391 emails. There are 
250 emails in public hard ham corpus, 1,126 emails in personal spam corpus and 350 
emails in personal ham corpus.  During processing of our blocklist filter, there are 
total 16,897 email box, 18,376 URL link, and 2,010 telephone number entities can be 
identified and extracted in the four spam corpuses.  There are total 252 emails can not 
be identified, the average percentage is 7.13%. Fig. 5 depicts the number of different 
entities distribution of each corpus. 
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Fig. 4. The number of contact information entities in the experimental corpuses  

To test the efficiency of the compacting algorithm, we write another program 
which builds a URL List to contain all different URL patterns without any pattern 
merging. We use this program to measure the amount of different URL links in each 
corpus, and compare them with the results of compacted URL list. Fig. 6 shows the 
results. The average of compression ratio can go up to 10:1.68 in the experiment. 

We also concern false positives error problem in the blocklist filter: in some case, a 
ham might be classified as a spam because it contains a contact information entity has 
been added into the blocklist. We processed the public hard ham corpus and com-
pared the result with public corpus 2.  In the result of public hard ham corpus, there 
are 393 email boxe, 1085 URL link, and 67 Telephone number entities.  The overlap 
of URL links are 17 (1.57%), email boxes are 5 (1.2%), and there is no overlap of 
telephone number in two corpuses.  When we compare the results of personal ham 
and spam corpuses, there is no overlap entity between the two corpora.   
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Fig. 5. The comparison result for the efficiency of compacting algorithm 

5   Related Work and Our Conclusions 

Fighting with spam is a constant battle. We can not expect that we can develop a new 
technology to solve the problem at all. There is no “right way” or “best way”. The 
best way to reduce spam is to use as many ways as possible in a coordinated and co-
operative manner [9]. The heart of an anti-spam system is classifying messages, and 
filtering them based on the user or organizational preferences. Setting up a blacklist 
might be the first method for spam reduction. In 1975, Postel had proposed the desti-
nation host/IMP (mail server) would keep a list of sources to refuse [10]. Nowadays 
blacklist is commonly used in many ISPs and public Web email service providers, 
e.g. hotmail. Bayesian filtering has become a popular spam-filtering technique today. 
In a Bayesian filter, a message is tokenized into words to count their occurrence prob-
abilities. If a message contains many words which are only used in spam, and few 
which are never used in spam, it is likely to be spam. Well-tuned Bayesian filters can 
make significant performance to individual user or organization [2] [3] [5]. But their 
performance is lowered drastically when they run at ISP level [11]. 

Beside these work, we are also interesting in information extraction and segmenta-
tion by using learning and linguistic methodologies. W. Cohen recent paper presents a 
learning approach for extracting signature and reply lines from email. They compared 
several learning algorithms, including recently developed sequential learning algo-
rithms (Conditional Random Fields, or CRFs, Conditional Markov Models, or CMMs 
and Voted Perceptrons), and no-sequential learning algorithms (booted decision tree, 
Naïve Bayes and SVM). The experimental extracting accuracy has achieved higher 
than 98-99% in a 617-messages dataset [12].  Recalling the mail address extraction 
problem we mentioned in this paper. How to identify and extract such piece of string 
is still a barrier we want to overcome in the future work. 

In this paper, we present an implementation of automatically identifying and ex-
tracting three types of contact information entities in spam. These contact information 
entities are converted into string matching patterns to build a blocklist for spam filter-
ing. To overcome the main drawback of the blocklist − the query time increases with 
the number of patterns inside the blocklist, we developed a compacting algorithm to 
optimize the patterns in the list aiming at the construction of email address and URL 
link. The experimental result shows the compacting algorithm is high efficient. By 
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studying and comparing the economic cost of different type of contact information, 
we concluded a priority order for enhancing the searching performance of the block-
list at the searching strategy level. For further work, we are planning to use the same 
idea of blocklist to implement a collaborative filtering system. We believe there are 
still more room to improve our work presented in this paper. 
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Abstract. In this paper, we consider cooperative games arising from
total domination problem on graphs. We introduce two games, rigid to-
tal dominating set game and relaxed total dominating set game, and
focus on their cores. First, a common necessary and sufficient condition
for the balancedness of the two total dominating set games is obtained.
Next, the computational issues on cores are discussed. We prove that in
general the problems of testing the balancedness and testing the mem-
bership of the core are all NP-hard for both total dominating set games.

Keywords: Rigid total dominating set game, relaxed total dominating
set game, core, balancedness, NP-hard.

1 Introduction

A cooperative cost game Γ = (N, ν) consists of a player set N = {1, 2, · · · , n}
and a characteristic function ν : 2N → R, where for each subset S of N (called
a coalition), ν(S) represents the cost incurred by the coalition of players in S
without participation of other players. The central problem in cooperative game
is how to distribute the total cost ν(N) among the individual players in a ‘fair’
way. Different requirements for fairness and rationality lead to different distri-
butions of cost which are generally referred to solution concepts of cooperative
games. Among many of these solutions concepts, the core has attracted much at-
tention from researchers. A distribution vector x = {x1, x2, · · · , xn} is called an
imputation of the game Γ = (N, ν) if

∑
i∈N xi = ν(N) and ∀i ∈ N : xi ≤ ν({i})

(individual rationality). The core of the game Γ = (N, ν) is defined as:

Core(Γ ) = {x ∈ Rn : x(N) = ν(N) and x(S) ≤ ν(S), ∀S ⊆ N},

where x(S) =
∑

i∈S xi for S ⊆ N . The set of constraints imposed on Core(Γ )
is called subgroup rationality which ensures that no coalition has an incentive
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to split from the grand coalition N and does better on its own. If the core of a
game is non-empty, then the game is called balanced.

In this paper, we discuss cooperative cost games that arise from total domina-
tion problem on graphs. Given a graph G = (V,E) with vertex weight function
ω : V → R+ that assigns a fixed cost to each vertex in V , a total dominating
set of G is a subset T ⊆ V such that every vertex in V is adjacent to at least a
vertex in T . The total domination problem is to find a minimum weighted total
dominating set of G, i.e. a total dominating set that minimizes the total cost
of its vertices. Total dominating set were introduced by Cockayne, Dawes and
Hedetniemi [1], and total domination problems have been extensively studied.
An illustration of total domination problem is the following example. Consider a
number of regions in which certain rescue facilities are going to be placed. There
is a fixed cost for the placement of a facility in a certain region. The problem is to
select the regions in which to place rescue facilities at minimum placement cost
in total, such that each region should be rescued and helped by a rescue facility
placed in its neighboring region when necessary. This problem can be viewed as
a total domination problem on the graph of the connections among the regions.

A nature question arising from the above example is how to allocate the
total cost of placing the rescue facilities among the participating regions. In this
paper, we use cooperative game theory to study this problem. We introduce two
closely related cooperative cost games, the rigid total dominating set game and
the relaxed total dominating set game, to model the cost allocation problem.

Let G = (V,E;ω) be a graph where vertices in V correspond to the considered
regions, edges in E represent pairs of regions which are neighbors and ω : V →
R+ describes the fixed cost of placement in each region. The two total dominating
set games are both defined on G with the player set being V . They have the same
cost value of the grand coalition which equals the minimum weight of a total
dominating set of G, while may take different cost value of other coalitions. In
the rigid total dominating set game, coalitions are only allowed to place rescue
facilities in their own regions, i.e. each coalition will find a total dominating set
with minimum weight only in the induced subgraph corresponding to itself. By
dropping this requirement, we establish the relaxed total dominating set game.
In spite of the differences between the two games, we present a close relationship
between their cores, and prove a common necessary and sufficient condition for
the balancedness of the two games.

The main technique we use in this work is linear program duality characteri-
zation of cores. Linear integer programming and the duality theory have proven
itself a very powerful tool in the study of cores. Shapley and Shubik [13] for-
mulated a two-sided market as the assignment game, and showed that the core
is exactly the set of optimal solution of a linear programming dual to the op-
timal assignment problem. This approach is further exploited in the study of
linear production game [12], partition game [6], packing and covering games [3],
etc. Also the linear and integer programming techniques find its application in
some games derived from facility location problems, such as, facility location
game [9] and dominating set games [14]. For the facility location game defined
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on a tree, Curiel [2] proved that the core is always non-empty and an element
of the core can be obtained via the corresponding dual programming. Goemans
and Skutella [9] studied facility location games in general cases. They establish a
special canonical relaxation of integer program formulation for a facility location
problem and showed that the core of a facility location game is non-empty if and
only if there is no integrality gap for this relaxation problem. Velzen [14] studied
three kinds of cooperative games that arise from the weighted domination prob-
lem on graphs. It was shown that the core of each game is non-empty if and only
if the corresponding linear programming relaxation of the weighted domination
problem has an integer optimal solution, and in this case, an element in the core
can be found in polynomial time. Our work in this paper is in much spirits as
that of Velzen’s work.

This paper is organized as follows. In section 2, we give definitions of total
dominating set games and present a relationship between the cores. Section 3 is
dedicated to the balancedness of both games. We first present characterizations
of the cores, and then derive a common necessary and sufficient condition for
the balancedness of the two games. In section 4, we consider the computational
complexity issues concerning the core. It is proved that for general graphs, the
problems of testing balancedness and testing whether a given cost distribution
belongs to the core are both NP-hard for both total dominating set games.

2 Definitions of Total Dominating Set Games

Let G = (V,E) be an undirected graph with vertex set V and edge set E. Two
distinct vertices u, v ∈ V are called adjacent if (u, v) ∈ E. For any non-empty
set V ′ ⊆ V , the induced subgraph by V ′, denoted by G[V ′], is a subgraph of
G whose vertex set is V ′ and whose edge set is the set of edges having both
endpoints in V ′. The open neighborhood N(v) of vertex v ∈ V consists of the
vertices adjacent to v, i.e., N(v) = {u ∈ V : (u, v) ∈ E}. For any subset S ⊆ V ,
we denote N(S) =

⋃
v∈S N(v).

A total dominating set of graph G is a set of vertices T ⊆ V such that
N(v) ∩ T �= ∅ for each v ∈ V . That is, every vertex in V is adjacent to at least
one vertex in T . Let ω : V → R+ be a cost function on the vertices. The total
domination problem is to find a so-called minimum weighted total dominating
set of G, which minimizes the total cost of its vertices. The cost of a minimum
weighted total dominating set is called the weighted total domination number,
denoted by γt(G,ω). Throughout the paper, we assume that graph G has no
isolated vertex to ensure the existence of total dominating set of G.

Let G = (V,E;ω) be a graph with vertex weight function ω : V → R+. The
rigid total dominating set game (rigid TDS game) Γ = (V, c) corresponding to
G is defined as:

1) The player set is V = {1, 2, · · · , n};
2) For each coalition S ⊆ V ,

c(S) =
{
γt(G[S], ω) if G[S] has total dominating set
+∞ otherwise
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In the rigid TDS game, each coalition can not place rescue facilities in vertices not
belonging to itself. We define another related game, the relaxed total dominating
set game (relaxed TDS game), by dropping the requirement that coalitions are
only allowed to use vertices corresponding to members of the coalition. Formally,
the relaxed TDS game Γ̃ = (V, c̃) corresponding to G is defined as:

1. The player set is V = {1, 2, · · · , n};
2. For each coalition S ⊆ V ,

c̃(S) = mim{γt(G[T ], ω) : T ⊇ S and G[T ] has total dominating set}.
Since coalitions have more choice of placing the facilities in the relaxed TDS
game than in the rigid TDS game, for all S ⊂ V , it holds that c(S) ≥ c̃(S). For
the grand coalition V , c(V ) = c̃(V ) = γt(G,ω). It follows that

Core(Γ̃ ) ⊆ Core(Γ ). (2.1)

Moreover, we show that Core(Γ̃ ) coincides with the nonnegative part of Core(Γ ).

Theorem 2.1. Let Γ = (V, c) and Γ̃ = (V, c̃) be the rigid and relaxed TDS
games corresponding to graph G = (V,E;ω), respectively. Then we have

Core(Γ̃ ) = Core(Γ ) ∩Rn
+. (2.2)

Proof. It is easy to see that the relaxed TDS game Γ̃ = (V, c̃) is monotonic,
i.e., c̃(S) ≤ c̃(T ) for every S ⊆ T . For each x ∈ Core(Γ̃ ), we have that xi =
c̃(V )−∑

j∈V \{i} xj ≥ c̃(V )− c̃(V \ {i}) ≥ 0 for every i ∈ V . Also followed from

(2.1), it holds that Core(Γ̃ ) ⊆ Core(Γ ) ∩Rn
+.

On the other hand, we shall show that Core(Γ ) ∩ Rn
+ ⊆ Core(Γ̃ ). Let x ∈

Core(Γ ) ∩Rn
+. Clearly, x(V ) = c(V ) = c̃(V ). Let T ⊂ V be an arbitrary subset

such that c(T ) > c̃(T ), and let T0 ⊆ V be a subset such that T ⊆ N(T0) = T
and ω(T0) = c̃(T ). It follows that c(T ) = c̃(T ) = c̃(T ). Hence we have

x(T ) ≤ x(T ) ≤ c(T ) = c̃(T ),

where the first inequality holds because x ≥ 0 and the second inequality holds
because x ∈ Core(Γ ). Therefore, x ∈ Core(Γ̃ ).

3 Balancedness of Total Dominating Set Games

In this section, we first provide descriptions of the cores for the rigid and relaxed
TDS games. Based on these descriptions, we prove a common necessary and
sufficient condition for the balancedness of the two games.

For a graph G = (V,E), the adjacent matrix of G, denoted by A(G) = [aij ],
is a |V |× |V |-matrix with rows and columns indexed by the vertices in V respec-
tively, where aij = 1 if vertex i and j are adjacent, and aij = 0 otherwise. Then
the total domination problem can be formulated as the following 0-1 program:

IP(G) : γt(G,ω) = min{ωx : A(G)x ≥ 1, x ∈ {0, 1}|V |}. (3.1)
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The relaxed TDS game Γ̃ = (V, c̃) belongs to the class of covering games
introduced in Deng et al. [3]. The following theorem provides a characterization
of the core and a necessary and sufficient condition for the balancedness of the
relaxed TDS game Γ̃ . For the proof of this theorem we refer to Deng et al. [3].
Consider the LP relaxation LP(G) and its dual DLP(G) of IP(G):

LP(G) : min{ωx : A(G)x ≥ 1, x ≥ 0};
DLP(G) : max{y1 : yA(G) ≤ ω, y ≥ 0}. (3.2)

Theorem 3.1. Let Γ̃ = (V, c̃) be the relaxed TDS game corresponding to graph
G = (V,E;ω). Then Core(Γ̃ ) �= ∅ if and only if there is no integrality gap for
the relaxation LP(G) of the total domination problem on graph G. In such case,
a vector z = (z1, z2, · · · , zn) is in the core if and only if it is an optimal solution
to the dual program DLP(G).

In the rest of this section, we will show that the balancedness of the rigid
TDS game is equivalent to that of the relaxed TDS game. That is, both TDS
games are balancedness if and only if the LP relaxation LP(G) has an integer
optimal solution. For this purpose, we first introduce a kind of vertex subset,
called basic T-set, which plays an important role in the description of the core
elements for the rigid TDS game.

Definition. Let G = (V,E) be a graph. A subset B ⊆ V is called a basic T -set
of G if it satisfies one of the following conditions:

(1) G[B] = K3 (the complete graph with 3 vertices);
(2) |B| ≥ 2, there exists a vertex v ∈ B such that G[B] is a v-star, i.e.,
B ⊆ {v}∪N(v) and any two vertices in B \{v} are not adjacent (G[B] = K2
is included in this case).

The set of all basic T -sets of G is denoted by B.
Let T be a total dominating set of graph G = (V,E). It is easy to see that T

can be partitioned into several basic T -sets B1, B2, · · · , Bk ∈ B, (i.e. Bi∩Bj = ∅
and

⋃k
i=1 Bi = T ), and correspondingly, the vertex set V can be partitioned

into k disjoint subset V1, V2, · · · , Vk such that Bi ⊆ Vi ⊂ N(Bi) (i = 1, 2, · · · , k)
and

⋃k
i=1 Vi = V . In the next lemmas, we first provide a description of the core

elements of the rigid TDS game, and then make use of this description to show
that if the rigid TDS game is balanced, then there exists a nonnegative core
element. (In the rest of this paper, for simplicity, we let ω(S) =

∑
i∈S ωi for

each subset S ⊆ V .)

Lemma 3.2 Let Γ = (V, c) be the rigid TDS game corresponding to graph
G = (V,E;ω). It holds that x ∈ Core(Γ ) if and only if

(1) x(V ) = c(V ) = γt(G,ω);
(2) For each basic T -set B ∈ B and each subset S : B ⊆ S ⊆ N(B), x(S) ≤

ω(B).
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Proof. Suppose that x ∈ Core(Γ ). Then we have x(V ) = c(V ). For each B ∈ B,
and each subset S : B ⊆ S ⊆ N(B), B is a total dominating set of S. It implies
that S is a coalition with cost at most ω(B), that is, x(S) ≤ c(S) ≤ ω(B).
Now we prove its sufficiency. Let S be an arbitrary coalition. If there is no total
dominating set in G[S], then x(S) < c(S) = +∞. Otherwise, let T ⊆ S be
a minimum weight total dominating set of G[S], i.e. S ⊆ N(T ) and ω(T ) =
c(S). Let {B1, B2, · · · , Bt} be a basic T -set partition of T , then there exists
a corresponding partition {S1, S2, · · · , St} of S such that Bi ⊆ Si ⊆ N(Bi)
(i = 1, 2, · · · , t). Hence, we have

x(S) =
t∑

i=1

x(Si) ≤
t∑

i=1

ω(Bi) = ω(T ) = c(S),

where the inequality follows from our assumption 2). Therefore, x ∈ Core(Γ ).

Lemma 3.3. Let Γ = (V, c) be the rigid TDS game corresponding to graph
G = (V,E;ω). If Core(Γ ) �= ∅, then there exists an x ∈ Core(Γ ) such that
x ≥ 0.

Proof. Suppose x �≥ 0 for all x ∈ Core(Γ ). Let y = (y1, y2, · · · , yn) be an element
of Core(Γ ) such that the number of zero component is as large as possible. Since
y �≥ 0, we assume that yi0 < 0 and j0 = argmin{dG(i0, j) : yj > 0}, that is,
j0 is the vertex nearest to vertex i0 with yj0 > 0. Then we define another cost
allocation ỹ as follows:

ỹk =

⎧⎨⎩yi0 + ε k = i0
yj0 − ε k = j0
yk i ∈ N \ {i0, j0}

where ε = min{yj0 ,−yi0}. It is obvious that ỹ(V ) = y(V ), and ỹi0 ≤ 0, ỹj0 ≥ 0
and at least one of ỹi0 and ỹj0 is zero. We shall show that ỹ is also an element
of Core(Γ ).

According to Lemma 3.2, showing that ỹ ∈ Core(Γ ) boils down to showing
that for all B ∈ B and S : B ⊆ S ⊆ N(B), it holds that ỹ(S) ≤ ω(B). Since
y ∈ Core(Γ ), we only need to consider coalitions containing i0 and not containing
j0, which has the allocated cost at ỹ is larger than that at y. Let B ∈ B and let
S : B ⊆ S ⊆ N(B) be a subset such that i0 ∈ S and j0 �∈ S. We distinguish
between three cases.

Case 1. j0 ∈ N(B).
Then S′ = S ∪ {j0} ⊆ N(B) and

ỹ(S) ≤ ỹ(S) + ỹj0 = ỹ(S′) = y(S′) ≤ ω(B).

The last inequality holds because y ∈ Core(Γ ) and B ⊆ S′ ⊆ N(B).
Case 2. j0 �∈ N(B) and i0 ∈ S \B.
Then S′ = S \ {i0} satisfies B ⊆ S′ ⊆ N(B), and hence

ỹ(S) = ỹ(S′) + ỹi0 = y(S′) + ỹi0 ≤ ω(B).
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The second equality holds because ỹi = yi for all i ∈ S \ {i0}, and the last
inequality holds because y ∈ Core(Γ ) and ỹi0 ≤ 0.

Case 3. j0 �∈ N(B) and i0 ∈ B.
First we suppose B′ = B \ {i0} ∈ B. Let U = {i0} ∪ [(N(i0) ∩ S) \ B]. Then

S \U satisfies that B′ ⊆ S \U ⊆ N(B′) and for all k ∈ U , dG(i0, k) ≤ dG(i0, j0),
which implies that yk ≤ 0. Hence we have

ỹ(S) = ỹ(S \ U) + ỹ(U) ≤ y(S \ U) ≤ ω(B′) = ω(B)− ω(i0) ≤ ω(B).

Secondly, we suppose B′ = B \ {i0} �∈ B. Then i0 and B must be the case either
G[B] = K2 or G[B] (|B| > 2) is an i0-star, which we depict in figure 1. It implies
that dG(i0, k) < dG(i0, j0) for all k ∈ S and yk ≤ 0. Hence ỹ(S) ≤ 0 ≤ ω(B).

� �

i0

�

�

� �

�
��

�
��i0

Fig. 1. The position of vertex i0 in B

Therefore, we conclude that ỹ ∈ Core(Γ ) and ỹ has the number of zero com-
ponent less than that in y by 1 or 2, which contradicts to our assumption of y.
Hence there must be an element x ≥ 0 in Core(Γ ).

In the the following theorem, a common necessary and sufficient condition for
the balancedness of the two TDS games is given.

Theorem 3.4. Let Γ = (N, c) and Γ̃ = (N, c̃) be the rigid and relaxed TDS
games corresponding to graph G = (V,E;ω), respectively. The following state-
ments are equivalent:

1) Γ = (V, c) is balanced;
2) Γ̃ = (V, c̃) is balanced;
3) LP relaxation LP(G) has integer optimum solution.

In such case, an optimal solution to the dual program of LP(G) is in both Core(Γ )
and Core(Γ̃ ).

Proof. The equivalence of 2) and 3) follows from Theorem 3.1. “2) → 1)” fol-
lows from the observation (2.1) that Core(Γ ) ⊆ Core(Γ̃ ). And “1) → 2)” can
be proved by Lemma 3.3 and the result Core(Γ̃ ) = Core(Γ ) ∩ Rn

+ given in
Theorem 2.1.

In general, the corresponding TDS games may have empty core. However, it was
proved that for some kinds of special graphs, such as, trees and interval graphs,
LP(G) always has integer optimal solutions [10, 11], it follows that the corre-
sponding TDS games are always balanced and a core element can be computed
by solving the dual program of LP(G) in polynomial time.



Total Dominating Set Games 527

4 Computational Complexity on Cores

The computational complexity as a rational measure for game theoretical con-
cepts has attached more and more attention recently. Deng and Papadimitriou [4]
found a game for which the core is nonempty if and only if a certain imputa-
tion (Shapley value in this case) is in the core. For the minimum cost spanning
tree game, the core is always non-empty and a core element can be found in
polynomial time [8], however, Faigle, et al. [5] showed that the membership test-
ing problem is co-NP-complete. Deng, et al. [3] discussed the complexity con-
cerning the core for a class of combinatorial optimization games. Goemans and
Skutella [9] recently showed that, for a facility location game, if the core is non-
empty, a core element can be found in polynomial time, and membership testing
problem can also be solved in polynomial time. However, it is NP-complete to
decide whether the core is non-empty.

The computational complexity issues concerning the cores of the TDS games
will be the focus of this section. We first prove that for general graphs the problem
of testing balancedness for both TDS games is NP-complete. As a corollary, we
show that the problem of testing whether a given distribution belongs to the core
is also NP-hard. However, when the core is non-empty, finding a core element
can be carried out in polynomial time for both games by Theorem 3.4.

Theorem 4.1. Let Γ = (N, c) and Γ̃ = (N, c̃) be the rigid and relaxed TDS game
corresponding to graph G = (V,E;ω), respectively. Then it is NP-complete to
decide whether the core of Γ = (N, c) or Γ̃ = (N, c̃) is non-empty.

Proof. By Theorem 3.4, it suffices to show that it is NP-complete to decide
whether or not the LP relaxation LP(G) has an integer optimal solution. The
problem of deciding whether LP(G) has an integer optimal solution is obviously
in NP. To prove the NP-hardness, we construct a polynomial time transforma-
tion from a well known NP-complete problem, 3-SATISFIABILITY [7]. Con-
sider an arbitrary instance of the 3-SATISFIABILITY:

Instance: Collection C = {C1, C2, · · · , Cm} of clauses on a finite set U =
{x1, x2, · · · , xn} of variables such that |Ci| = 3, i = 1, 2, · · · ,m.

Question: Is there a set of values for these Boolean variables (called a truth
assignment) in U such that all the clauses in C are true?

Construct a graph G = (V,E) as follows:

a) Corresponding to each variable xi in U , there are three vertices {vi, ai, vi}.
The two vertices vi and vi represent literals xi and xi, respectively. The vertex
ai is connected to both xi and xi.

b) Corresponding to each clause Cj = (x̃j1, x̃j2, x̃j3) in C is a vertex bj. Denote
W = {b1, b2, · · · , bm}.

c) The vertex bj corresponding to Cj = (x̃j1, x̃j2, x̃j3) is connected to three
vertices representing the corresponding literals in clause Cj respectively. For
example, the vertex b1 corresponding to clause C1 = (x1, x2, x3) is connected to
three vertices v1, v2 and v3.
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d) The vertex set of the graph G is V =
⋃n

i=1{vi, ai, vi} ∪ W . The vertex
weight function is defined as:

ω(u) =
{

4 u ∈W
1 u ∈ V \W

The graph G = (V,E;ω) is depicted in Figure 2.
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Fig. 2. Graph G = (V, E)

Now we claim that the 3-SATISFIABILITY problem is satisfiable if and only
if the LP relaxation LP(G) for the total domination problem on the constructed
graph G has an integer optimal solution.

It is easy to verify that the solution z given in the following is an optimal
solution to LP(G), and the optimum value of LP(G) is 2n:

z(v) =

⎧⎨⎩1/2 v = vi, vi i = 1, 2, · · · , n
1 v = ai i = 1, 2, · · · , n
0 v = bj j = 1, 2, · · · ,m

(4.1)

We first assume that the 3-SATISFIABILITY problem is satisfiable. Let t
be a truth assignment satisfying all the clauses in C. We define a 0-1 function
y : V → {0, 1} as follows:

For t(xi) = “true”, let y(vi) = y(ai) = 1 and y(vi) = 0, ∀i ∈ {1, 2, · · · , n};
For t(xi) = “false”, let y(vi) = y(ai) = 1 and y(vi) = 0, ∀i ∈ {1, 2, · · · , n};
For each bj , let y(bj) = 0, ∀j ∈ {1, 2, · · · ,m}
Clearly, y is an feasible solution to linear program LP(G) with objective value

2n, so y is an optimal solution to LP(G).
Conversely, assume that LP(G) has an integer optimal solution y. By the

optimization of y (objective function value is 2n) and the vertex weight function
defined on graph G, we have that

1) y(bj) = 0, ∀j ∈ {1, 2, · · · ,m};
2) y(ai) = 1, ∀i ∈ {1, 2, · · · , n};
2) For each i ∈ {1, 2, · · · , n}, there must be only one vertex in {vi, vi} with

the corresponding variable value being 1.
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Thus we define a truth assignment t as follows:
t(xi) = “true”, if y(vi) = 1, ∀i ∈ {1, 2, · · · , n};
t(xi) = “false”, if y(vi) = 1, ∀i ∈ {1, 2, · · · , n}.
It is easy to show that such a truth assignment can guarantee that each clause

is satisfied. In fact, for any clause Cj , if all the three literals in it is not “true”,
then the constraint corresponding to the clause vertex bj in LP(G) is not satisfied
by y. This contradicts to that y is a feasible solution to LP(G). Therefore, the
3-SATISFIABILITY problem is satisfiable.

Corollary 4.2. Let Γ = (N, c) and Γ̃ = (N, c̃) be the rigid and relaxed TDS
game corresponding to graph G = (V,E;ω), respectively. Given a cost distribu-
tion vector z ∈ Rn, it is NP-hard to decide whether z is in Core(Γ ) or Core(Γ̃ ).

Corollary 4.3. Let Γ̃ = (N, c̃) be the relaxed TDS game corresponding to graph
G = (V,E;ω). If Core(Γ̃ ) �= ∅, then both computing a core element and check-
ing whether a given cost distribution belongs to the core can be carried out in
polynomial time for Γ̃ .

Corollary 4.4. Let Γ = (N, c) be the rigid TDS game corresponding to graph
G = (V,E;ω). If Core(Γ ) �= ∅, then computing a core element can be carried out
in polynomial time for Γ .

Although the balancedness condition of the two TDS games is the same, we
are not aware of a polynomial time algorithm for checking whether a given cost
distribution belongs to the core for the rigid TDS game, when it is balanced. We
guess this problem is NP-hard.
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Abstract. The problem of information flow is studied to identify de facto com-
munities of practice from tacit knowledge sources that reflect the underlying 
community structure, using a collection of instant message logs. We character-
ize and model the community detection problem using a combination of graph 
theory and ideas of centrality from social network analysis. We propose, vali-
date, and develop a novel algorithm to detect communities based on computa-
tion of the Local Flow Betweenness Centrality. Using LFBC, we model the 
weights on the edges in the graph so we can extract communities. We also pre-
sent how to compute efficiently LFBC on relevant edges without having to re-
calculate the measure for each edge in the graph during the process. We vali-
date our algorithms on a corpus of instant messages that we call MLog. Our re-
sults demonstrate that MLogs are a useful source for community detection that 
can augment the study of collaborative behavior. 

1   Introduction 

Organizations are increasingly investing in knowledge management solutions to man-
age and leverage both implicit and explicit knowledge assets. Community detection 
and expertise location have become important aspects of knowledge management 
systems. The problem of finding the right person to help with a particular task or 
knowledge area persists in both academic and corporate spheres. Time and effort are 
spent searching for relevant information when another person in the community could 
easily provide assistance. Expertise can be surprisingly difficult to find, even in insti-
tutions that invest money to attract and retain world-class experts, given the mergers, 
growth, globalization, and employee turnover that diminish the effectiveness of in-
formal social networks. 

Frequently, there is a performance gap because community detection and expertise 
location solutions focus explicitly on assimilated digital information and miss a vast 
amount of the information in the general office which transpires through other  
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modalities such as paper, telephone, and meetings. Until a few years ago, instant  
messaging was a multitasking activity that appealed only to adolescents eager to chat 
with as many friends as possible – often with one hand on the keyboard, and the other 
on the telephone. In recent times, corporate users have discovered that instant messag-
ing facilitates the exchange of small but often critical details back and forth effi-
ciently, providing yet another shortcut in the already light-speed process of electronic 
messaging. A typical e-mail thread may cycle three to five days towards completion. 
However, when empowered with instant messaging, the same participants in that e-
mail discussion can make decisions in real time, and perhaps shorten that cycle to five 
minutes. Therefore, corporate instant message logs are an example of a naturally 
occurring modality in the general office environment from which organizational, 
collaborative and knowledge assets can be extracted. 

In this context, our goal is to transform a corporate instant-message corpus into a 
knowledge asset that can be used for community detection, organizational change 
management, project management, etc. In today's enterprises people frequently col-
laborate with others who are not members of their “official” team, but organize spon-
taneously in “virtual teams”. We refer to such virtual teams as communities. Keeping 
track of such teams is made difficult by their very flexibility and volatility. One way 
is to ask people to list the members of their virtual teams, but this is slow, costly and 
difficult to keep up to date. Another way is to reorganize the company around the 
virtual teams, but this is practical only when the virtual teams are stable enough and 
long lasting, which is rare in modern organizations. 

In this paper, we exploit the observation that members of virtual teams tend to 
communicate with all the other members in their team through a variety of modalities, 
of which instant messaging is often a significant one. Figure 1shows the type of 
community we are interested in detecting: sets of nodes densely connected internally, 
but with lower density of external links [7]. 

 

Fig. 1. Graph with community structure 

    If we represent an instant message communication log as a graph where the nodes 
represent people and the edges represent an instant message between two persons, a 
community will appear as a set of highly interconnected nodes with few connections 
to nodes outside the community. We present an efficient model and algorithm for 
finding such highly interconnected subsets of people. The rest of this paper is organ-
ized as follows: section 2 describes related work; section 3 introduces our basic 
framework for community detection; and section 4 discusses our validation method-
ology and experimental results. 
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2   Related Work 

Social Network Analysis (SNA) is the mapping and measuring of relationships and 
flows between people, groups, organizations, computers or other informa-
tion/knowledge processing entities [26]. This research approach has developed rap-
idly over the past twenty years, principally in sociology [5, 10], science studies [3, 4, 
16], and communication science [19, 20, 12]. A social network is a set of nodes (peo-
ple, organizations or other social entities) connected by a set of relationships, such as 
friendship, affiliation or information exchange [25]. The nodes in the network are the 
people and groups while the links show relationships or flows between the nodes. 
SNA has been used to identify structures in social systems based on the relations 
among the nodes rather than the attributes of individual cases [20, 19]. One of the 
methods used to understand networks and their participants is to evaluate the location 
of the participants in the network. Measuring the network location is finding the “cen-
trality” of a node. These measures help determine the importance, or prominence, of a 
node in the network. Three of the most popular centrality measures are: degrees, be-
tweenness, and closeness [15]. Girvan and Newman [6, 7] propose algorithms that 
involve iterative removal of edges from a network to split it into communities, the 
edges removed being identified using one of a number of possible centrality meas-
ures, and subsequently, these measures are, crucially, recalculated after each removal. 
However, there are limitations to this since it is not scalable – even the best algo-
rithms to compute centrality indices run in O(nm) and O(nm+n2log n) time on un-
weighted and weighted graphs, respectively, where m is the number of links and n the 
number of nodes [2]. 

With this introduction to key SNA measures, let us switch to the hyperlinked envi-
ronment on the Web. Hyperlinks let individuals or organizations running websites on 
the Internet expand their social or communication relations by making possible easy 
and direct contact among people or groups. Using hyperlinks, people can practice 
bilateral communication and coordination that crosses and/or strengthens off-line 
boundaries within and between organizations. Jackson [9] suggested that the methods 
of SNA are applicable to the study of hyperlinks among websites. This is in contrast 
to hyperlink research which did not adopt SNA methods [8, 11, 23]. Research em-
ploying SNA hyperlink is referred to as hyperlink network analysis (HNA) [21]. 

It seems appropriate to relate SNA to data-mining research from structured and un-
structured data. The goal of data mining is to discover or derive new information from 
data, finding patterns across datasets, and/or separating signal from noise [13]. Text 
data mining has led to the research field of corpus-based computational linguistics, 
where statistics over large text collections are computed in order to discover useful 
patterns. These patterns are used for various subproblems within natural language 
processing, such as part-of-speech tagging, word sense disambiguation, and bilingual 
dictionary creation [1]. Another way to view text data mining is as a process of ex-
ploratory data analysis [24, 14] that leads to the discovery of previously unknown 
information, or to answer as yet unanswered questions.  

Finally, the area of collaborative filtering, particularly on the Web, has relevance to 
this area of research. “Collaborative filtering” or “social filtering” of information [17, 
18] attempts to automate the process of “word-of-mouth” by which people  
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recommend products or services to one another. The generalized approach to collabo-
rative filtering systems is as follows: 

• preferences of a large group of people are registered; 
• by means of a similarity metric, a subgroup of people is selected whose prefer-

ences are similar to those of the person who is seeking advice; 
• a (possibly weighted) average of the preferences of that subgroup is calculated; 
• a resulting preference function is used to recommend options on which the advice-

seeker has expressed no personal opinion as yet. 

As an example, in Ungar et al. [22] the symmetric relationship of people and movies 
is used to group movies based on who watched them and use movie groups to group 
people. The authors define a formal statistical model: people and movies belong to 
classes that are derived by the estimation-model process. The model randomly assigns 
people and movies to classes and for each class assigns a link with probability pk,m 
that a person in class k is linked to a movie in class m. 

A natural extension of the idea of community detection would lead to the study of 
information propagation. A major body of research on information flow has been on 
the basis of the analogy between the spread of disease and the spread of information. 
Much epidemiology literature, including Girvan et al. [6], is based on homogeneous 
networks in which a node’s contact points are chosen randomly from the sample 
space. This is different from the current problem at hand in which there is an underly-
ing network of communication and information flow. The study of disease propaga-
tion models would enable us to understand how communities dynamically change as 
nodes are added and removed from a network. 

The focus of this paper, however, is community detection on the basis of informa-
tion flow from a given snapshot of the underlying communication network. We char-
acterize and model the community detection problem using a combination of graph 
theory and ideas of node centrality from social network analysis. We propose, vali-
date and develop a new algorithm to detect communities based on computing the 
Local Flow Betweenness Centrality (LFBC). Using LFBC, we model the weights on 
the edges of the graph so we can extract communities effectively. We also present an 
approach for efficient computation of the LFBC on relevant edges without the need to 
recalculate the measure for each edge in the graph during each pass of the iterative 
process. 

3   Information Flow 

We concentrate on defining the information flow measure that best captures the 
communities implicit in an MLog. Social network researchers measure network activ-
ity for a node by using the concept of degrees – the number of direct connections a 
node has. This leads to the concept of “connector” or “hub” in a network. One might 
hypothesize that more connections would be better. In practice, however, having 
connections only to an immediate cluster does not help make an important connec-
tion. What matters more is where the connections lead. The betweenness-centrality 
measure captures the degree of influence a node has over the information that flows in 
a network. Betweenness centrality captures a powerful role in the network, but can 
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also be a single point of failure. If the pattern of direct and indirect connections be-
tween two nodes allows them to access all the nodes in the network more quickly than 
anyone else, they have a high degree of “closeness”. They have the shortest paths to 
all others – they are close to everyone else. They are in an excellent position to moni-
tor the information flow in the network – they have the best view of what is happen-
ing in the network. 

We begin with a baseline algorithm for community detection based on between-
ness centrality. 

3.1   Betweenness Centrality 

Betweenness Centrality (BC) has been established as an important quantity to charac-
terize how influential a node is in communications between each pair of nodes. The 
communication paths between a pair of nodes (i, j) are the shortest pathways, and the 
number of such pathways is denoted by c(i, j). Among them, the number of the short-
est pathways running through a node k is denoted by ck(i, j) and the fraction 
ck(i, j)/c(i, j) by gk(i, j). Then the BC of the node k is defined as the accumulated 
amount of gk(i, j) for all pairs (i, j) for i distinct from j and k [25]. Without considering 
the existence of multiple shortest pathways between node i and node j the BC of a 
node k can be seen as the number of shortest pathways passing through k during the 
activity of the whole network. Likewise, BC of an edge can be computed as well. 
    Betweenness centrality is, in some sense, a measure of the influence that a node has 
over the flow of information through the network. Conceptually, high betweenness 
nodes lie on a large number of non-redundant shortest paths between other nodes; 
they can thus be thought of as “bridges” or “boundary spanners.” For our purpose of 
detecting communities, we exploit this definition such that a high BC measure indi-
cates a node that is bridging two communities. In general, BC has been shown to 
increase exponentially with connectivity as a power law, and, therefore, is a computa-
tionally involved network measure. Current algorithms computing betweenness can 
deal with networks of up to several hundred nodes efficiently. However, with the 
increasing interest in Web magnitude datasets, there is an increasing demand for effi-
cient computation of centrality indices on networks with millions of nodes. 

3.2   BC for Community Detection 

Given the definition of Betweenness Centrality of a node, we define a baseline algo-
rithm that uses BC to detect communities in the graph implicitly defined by an MLog. 
An MLog is represented as a graph where the nodes represent people and each edge 
represents an instant message exchanged between two persons. The baseline algo-
rithm is as follows: 

1. Detect connected components in graph. 
2. Compute BC for each node in the subgraph. 
3. Remove the node with the highest BC since it is a “boundary spanner”. 
4. Create two new connected components and repeat from 2 until the subgraph has 

the desired number of nodes in the community. 
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    In Figure 2, nodes a and b represent two nodes (people) in a network. The BCs of 
nodes a and b are denoted as BCa and BCb respectively. Now the network containing 
only nodes a and b is extended with the addition of a new community (that may com-
prise several interconnected nodes) to which node b is connected. The point of con-
nection of node b to the new community is node c. By definition of BC, the introduc-
tion of this new community to the network will increase the BC of node b. 

 

Fig. 2. The BCj changes when a new community is added 

    This means that node b is likely to be considered a “bridge node” or “boundary 
spanner” and will be eliminated from the graph due to its high BC. This appears 
counter intuitive to us in terms of the community comprising of nodes a and b weak-
ening due to node b’s connection to a few nodes in a new community. If we model the 
number of instant messages exchanged between two persons as the weight on the 
edge connecting them, it is not clear how the weights may be used to compute the BC 
of an edge. To avoid the separation of two nodes resulting from the addition of a new 
community far from them and to make use of the information embedded in the 
weights we introduce the Local Flow Betweenness Centrality. 

3.2.1   Local Flow Betweenness Centrality in Information Flow 
The aim is to remove edges iteratively in the graph G implied by an MLog, and to 
detect communities arising from this process. Consider the edge (a, b) in G and all the 
edges (ki, a) and (hj, b) such that ki is connected to a but not with b, and hj is con-
nected to b but not with a as in Figure 3. 

 

Fig. 3. The LFBC of (a, b) is computed as in (1) 

    Let wx,y represent the weight on the edge between nodes x and y. Metaphorically 
any source nodes hj is trying to communicate a certain amount of information whj,b to 
the destination a, and to do so it “stresses” the edge (b, a) with “capacity” wa,b, by 
passing through the mediator b. At this stage we are not considering the presence of 
multiple mediators. The LFBC is computed as in (1) and provides a way to measure 
local information flow. 
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    It is intuitive that the LFBC will be higher on inter-community than intra-
community edges, because the number of “missing” edges is lower inside than outside 
a community. 

The final stress on each edge is calculated as the difference between the total local 
flow passing through such an edge discounted by the capacity of that edge, where the 
number of conversations between two persons is a rough estimate of the capacity of 
an edge. To illustrate LFBC, let’s consider the example in Figure 4. 

 
Fig. 4. The LFBC of (a, b) is 11 

    We should notice that the weights on edges (a, c) and (b, c) do not participate in the 
computation of LFBCa,b because c is connected to a and with b. All k and h nodes, in 
order to communicate with node b and node a, respectively, stress the edge (a, b). 

We reason as follows: within a community almost all the nodes are connected to all 
the others, and therefore there is no “stress” due to a source trying to communicate 
with a destination. In contrast, the edges that separate two communities are stressed 
by the weight of the information flow that must occur between the two adjacent 
communities for information to flow. 

If it is “in between” or “separating” two communities, so that many communica-
tions have to pass through it, an edge has a high stress factor. Using BC computed 
over the nodes in Figure 3, the baseline algorithm would remove node b after the first 
iteration. However, b is an important node in the community comprising a and b. 
Using LFBC computed over edges, instead of BC over the nodes we modify the base-
line algorithm as follows: 

1. Detect connected components in graph. 
2. Compute LFBC for each edge in the subgraph. 
3. Remove the edge with the highest LFBC (highest stress) since it is an edge that 

inhibits information flow. 
4. Create two new connected components and repeat from 2 until the subgraph has 

the desired number of nodes in the community. 

3.2.2   Local Information Flow 
As shown before the LFBC is computed by hypothesizing a local flow of information 
between two nodes that are not directly connected in order to determine whether they 
are part of the same community. The use of the LFBC instead of the BC relies on the 
assumption that an edge which is “globally” in between communities, at the level of 

9 

a b

h3 

7 

2 

5 

4

h1 c 

2 
8 1 

h2 

k1 

k2 



538 F. Salvetti and S. Srinivasan 

 

the whole network, should also be “locally” in between, i.e., with respect to its imme-
diately adjacent links. Recalculating the BCs after the removal of an edge is computa-
tionally expensive because it involves virtually all edges in the graph. Using the 
LFBC instead presents the advantage that when an edge is removed to recalculate the 
LFBCs it is possible to subtract the weight of such an edge from all the edges previ-
ously “stressed” by it. Based on the definition of LFBC we should note that the edges 
involved are only some of the ones adjacent to it. Consider the network shown in 
Figure 5. 

 

Fig. 5. Local computation of LFBCs when (a, b) is removed 

    Edges are labeled with the current values of LFBC. The elimination of the edge 
(a, b) effects only the recalculation of the EFS for edges (a, ki) and (a, hj) where ki is 
connected to a but not to b, and hj is connected to b but not to a. Therefore, the notion 
of Local Information Flow dramatically reduces the computational cost. 

3.3   Algorithm to Detect Communities 

We now arrive at the final algorithm to detect communities from an MLog corpus in 
the following manner: we transform the log into an undirected graph G, where each 
person participating in the conversation is represented by a node. Two nodes are con-
nected by an edge if they are engaged in an instant message. Each edge carries a 
weight corresponding to the number of messages exchanged between the two persons. 
Note that directionality of the edge is ignored at this stage because we do not consider 
any directionality of the communication exchanged through an instant message. 

The MLog is modeled as follows: let m be the total number of individuals present 
in the log, and A an m×m square matrix. Each element of this matrix, denoted as ai,j, is 
an integer that represents the number of messages exchanged between the person i 
and the person j. The matrix A is a square symmetrical matrix that corresponds to the 
connectivity matrix of an undirected weighted graph. Communities are represented by 
subgraphs. The aim of the algorithm is to identify subgraphs where each node is con-
nected to many nodes in the same subgraph and to few nodes outside the subgraph. In 
order to measure the cohesion of a subgraph we use these definitions: 

• k-core: a subgraph Q with n vertices is a k-core if any internal node is adjacent to 
at least k nodes in Q. 

• k-core-factor: the k-core-factor of a subgraph Q is the maximum k for which Q is 
a k-core. 

• community: A subgraph Q with n vertices and a certain k-core-factor is accepted 
as a community if k is greater or equal to α ∃ (n-1) with α∈ [0,1]. 
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The final algorithm is as follows: 

1. Detect connected components in graph. 
2. For each connected component, verify if the connected component matches our 

definition of community, for a given value of α. 
3. Compute LFBC for each edge in subgraph. 
4. Cut the edge with the highest stress factor since it is most locally in between, and 

repeat from 2. 

4   Community Detection 

Our experimental corpus consists of two datasets: the first is a test dataset of 350 
corporate instant messages contributed by 100 users. The participants in this test data-
set were a global corporate team whose members spanned groups in research, devel-
opment, marketing and sales. Subject matter experts who understood both the user 
community that contributed the data as well as the content compiled the ground truth 
which comprised of 6 classes/user-groups and 14 users. For this test corpus, we had 
access to both, the link information in the MLog such as user a sent an instant mes-
sage to user b at certain time, as well as the actual transcript of the message that was 
exchanged. 

The second dataset was a larger, unknown corpus consisting of a snapshot of IBM’s 
global, intranet instant message logs. The logs were collected over a 2-hour span, at 
peak time maximizing global usage by about 320,000 employees. The size of the test 
corpus was ~220,000 instant message logs with about 100,000 unique employees/nodes. 
For this corpus, due to privacy and legal concerns we had access to only the link infor-
mation in the Mlog, such as the fact that user a messaged user b at time t. 

4.1   Validation Methodology 

We consider validation of communities detected from MLogs similar for validation of 
clustering algorithms. There are several ways to measure the precision of clustering 
algorithms based on either some external or internal measures. An external validity 
measure matches some prior knowledge about the data that is usually a set of classes 
and labels for that data. In the internal measure case, instead, the cluster validity is 
based on the data features; this is equivalent to using the measure as the clustering 
objective function itself. When there is no prior knowledge about the results, one way 
to evaluate clustering is to ask humans to judge the quality of the results. An alterna-
tive to this is to ask humans to cluster the dataset in classes that will be treated as 
ideal clusters to compare with the algorithm results for the evaluation. 

We use this approach for our test dataset – subject matter experts classified the 100 
users from the test corpus into 5 distinct communities. For the larger intranet, global 
dataset we used a data-warehousing/business intelligence approach to validation: i.e., 
we generated communities of aggregated nodes – Country, Division and Work Loca-
tion. We then asked the appropriate executive subject-matter experts to judge the 
quality of our findings. While this is a subjective measure with no quantitative num-
ber to assign to the quality of our results, our findings were remarkably accurate and 
reflected the business collaborations very effectively. 
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4.2   Experimental Results 

Figure 6 shows the users’ connectivity graph for the smaller, test dataset – this en-
codes the ground truth against which we wish to verify our community detection 
results. From Figure 6, we see that we have four distinct components that do not in-
teract with each other, and 5 communities. The shaded nodes in each ellipse are the 
nodes belonging to the 5 communities as identified by the subject-matter expert. The 
node highlighted with a box around it is very well connected in the graph – i.e. there 
are edges from this node to many other nodes in the graph. As a result, when the BC 
measure is used to detect communities [7], the algorithm ends up removing the edge 
between two nodes in the first community. This substantiates our intuition explained 
in Figure 2 where the addition of a new community results in weakening the cohe-
siveness between nodes in the first community. In contrast, the LFBC measure mod-
els this correctly by employing the concept of Local Flow and by using the extra in-
formation available as the weights on the edges. The LFBC based community identi-
fication detected the communities in the ground truth reported in Figure 6 with an 
accuracy of 100%. 

 

Fig. 6. Ground truth communities in the test dataset 

    Figures 7, 8, 9 and 10 show the results of the algorithm on the larger corporate 
MLog. For this corpus, we did not survey the participants to identify ground truth 
about user communities. Instead, we aggregated the user nodes by country, division 
and work location by querying the corporate LDAP directory services, and detected 
communities among these aggregated nodes and validated them through visual in-
spection by the subject matter experts. Figures 7, 8 and 9 reflect the communities 
whose detection was based on the aggregations of nodes by country. All users belong-
ing to a specific country were aggregated by representing the communications be-
tween two countries as the weight on the edge. The shadow over the world map indi-
cates the part of the world where it was nightfall during the period of IM capture. 
Figure 7 is a representation of the network traffic with the aggregated nodes by coun-
try. The red links show communications involving at least one country where it is 
night. 
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Fig. 7. IM communications aggregated by country 

    Figure 8 shows the 10 strongest links that comprise the USA, Canada, Brazil, 
Mexico, the UK, Germany, France, Ireland and India. 

 

Fig. 8. 10 heaviest connections 

 
   Figure 9 shows by means of different colors different communities identified 

through the algorithm based on the EFS without considering the USA. 

 

Fig. 9. Communities without US with α=0.5 
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    Figure 10 shows a different aggregation – along the divisions within the IBM  
corporation. 

C
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Fig. 10. Communities without US with α=0.5 

    The communities labeled A, B, C, and D, which correctly represent Sales, Inte-
grated Supply Chain, Server Brand Management, and Storage Technology, represent 
a high degree of collaboration among the nodes in that specific community. The vali-
dation methodology for these communities consisted of surveys and feedback from 
the appropriate IBM business executives that could relate the collaborations to mean-
ingful business tasks. 

Finally, we also posed the following findings and questions along the lines of busi-
ness intelligence to the appropriate business executives within IBM. These questions 
were deemed to be extremely relevant to feeling the “pulse” of the business. 

• Why is the link between Canada and US the strongest? 
• Why are Spain and Portugal isolated? 
• Why is Argentina so central in South America? 
• Why does India generate so much IMs in the night? 
• Is South American expertise lost to the European market? 
• Why is the tie between Canada and Chile so strong? 
• Why is MLog traffic so heavy within Brazil – Rio, Manaus and Sao Paulo? 
• Why do the divisions Integrated Supply Chain and Maintenance Services collabo-

rate so much? 
• Should the S&D division be talking to other divisions more? 

The relevance and accuracy of these findings were validated by executives in the 
appropriate lines of business within IBM. Various lines of business substantiated the 
reasons for these sets of collaborations. The results were validated in two ways: first, 
some set of collaborations confirmed working businesses and projects while others 
indicated problems in terms of how a particular project was being run due to lack of 
the right collaborations. For the sake of confidentiality the specific project details 
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cannot be discussed in this paper. While this is not a quantitative measure such as 
those reflected by clustering accuracy measures or precision/recall measures, the 
combination of the ground-truth validation of the small experimental corpus, together 
with the validation of such “business intelligence” on the large corpus leads us to 
believe in the promise of the LFBC- based approach. 

5   Conclusion 

We have presented a model for characterizing communities using a combination of 
graph theory and ideas of node centrality from social network analysis. We have in-
troduced a new algorithm to detect communities based on Local Flow Betweenness 
Centrality (LFBC). Using the LFBC we present a framework for modeling the 
weights on the graph edges corresponding to community characteristics. We also 
present an approach for efficient computation of the LFBC on relevant edges without 
the need to calculate the measure for every edge in the graph at each iteration. We 
have validated our algorithms on a corpus of instant messages that we call MLog. In 
terms of future work, we would like to formalize the performance gains due to the 
“local” nature of the LFBC computation, and generalize the algorithm to deal with 
directed and undirected graphs. Finally, we would like to define robust evaluation 
measures that can be used on different experimental corpora to measure the accuracy 
of community detection algorithms. 
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Abstract. The rapid development of computer and Internet enables people who 
have common interests to build loosely coupled networked communities. 
Through stimulating individual’s creativity to augment community’s 
communicative and collaborative abilities for acquiring new ideas and 
knowledge is becoming highlight research and achieving more and more experts’ 
attentions. In this paper, we focus on exploring effective computerized 
collaborative support for enhancing human’s creativity for networked 
community. Versatile aids are explored, such as visualization of expert opinion 
structure, clustering of contributed opinions for concept formation and 
idea/knowledge detecting and growing, etc. all integrated into a group 
argumentation environment (GAE) with a simple example. 

Keywords: Creativity, Networked Community, Dual Scaling Method, Centroid. 

1   Introduction 

In daily life, many interesting phenomena can be described and explained through 
network. For instance, scale free network [1], such as World Wide Web, actor 
connectivity and science coauthorship, can aid to solve practical problems better. Also, 
social network has become one of highlights in academic research. Social network 
analysis (SNA) pays more attention to the relationships between people, and their roles 
played in the network [2]. Above all, computers and computer networks as  advanced 
information techniques has been becoming an integral part of our life. It promotes and 
facilitates the research on network and its phenomena, such as powerful development 
and advancement on electric business, networked economy and knowledge network- 
ing, etc. Via the network, people who gather with common interests, form common 
ground and consensus. That builds the funentmental organization as a vitual team, 
networked group or community, even society. Global networking provides the 
convenient way to facilitate communication and interaction free from the limitation of 
time and location.  

In general, community as a group allows free discussion, speech, brainstorming, 
dynamic data/information/knowledge sharing and transferring [3]. Debate, negotiation, 
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argumentation and consensus building are common communicative and collaborative 
activities for community. Collaboration and technical support collaborative tools are 
key elements for productivity of improvement in both physical and networked settings. 
Nunamaker divided collaboration into three levels toward problem solving: the first 
one is collective level, in which individuals are independent and uncoordinated. 
Community starts from individuals, while an individual is a potentially unique 
community. The second one is coordinative level. All community’s individuals are 
limited to share their information in this level. The highest level is concerted level in 
which collaborative communities are established [4]. In our opinions, accordingly, 
some technical applications can be easily found to match the three levels. Personal Web 
homepages, advertisements, etc. can work as collective level; BBS, forum, messager, 
etc, for information sharing can represent the coordinative level; The highest level tools 
may include group support system (GSS), computer supported cooperative work 
(CSCW), etc. Similar to Nunamaker’s view, Mase et, al also provided three modes 
from the group thinking perspective. Individual thinking mode as the foundation for 
group thinking is the thinking of community’s each constituent member. There is no 
interaction and individual’s deep thinking in isolation. The cooperative thinking mode 
is also referred as the communication mode. Individuals as pre-community work 
together cooperatively to understand each other through their interaction. Furthermore, 
community can not only share their information and ideas, but create new things all 
together in collaborative thinking mode [5]. New creation and favorable collaborative 
tools are the important factors to build and maintain a positive and active networked 
community.  

Based on the different type of communities, new creation can be new design, new 
products and new theories, etc. Expert community through distributed argumentation, 
pays more attention to the created and emerged new ideas, new knowledge, even their 
wisdoms. For that, how to effectively and efficiently exploit individuals’ implicit 
knowledge, externalize their mental models, stimulate his/her intuition, insight and 
creativity, and augment their communicative and interactive abilities together with 
computerized support is a major concern. The content or platform for group 
collaboration for the networked community also can be called ‘ba’, a Japanese word, 
where idea/knowledge is created, shared and exploited for different domains’ experts 
for creative problem solving [6].  

In this paper, we concentrate on computerized collaborative support for enhancing 
human’s creativity for networked community during argumentation process. Versatile 
computerized aids have been developed, such as visualization of expert opinion 
structure, clustering of contributed opinions for concept formation and idea/knowledge 
detecting and growing, etc. all integrated into a group argumentation environment 
(GAE), to support the emergence of a ba for knowledge creation.  

2   Computerized Support for Enhancing Information Sharing and  
     Knowledge Creation for Networked Community 

To facilitate group argumentation for enhancing information sharing and knowledge 
creation for networked community, heavy endeavors have been engaged in 
computerized support with tremendous advances of information and network 
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technologies. Absorbing some ideas from AIDE [7], AA1 [8], the architecture of we 
developed versatile aids for community is given. 

2.1   Architecture of Computerized for Group Argumentation 

Fig. 1 shows the four layers of the architecture of the integrated group argumentation 
environment (GAE) which is based on client/server framework and mainly includes an 
online electronic brainstorming argumentation room (BAR). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
Both user interfacing layer and core functional layer show what can be achieved at 

client window of BAR, though some services provided by server. Firstly, GAE can be 
regarded as a ‘ba’ for networked community. Furthermore, by providing visualized 
thinking structure during the group working process together with a variety of 

Fig. 1. Architecture of Group Argumentation Environment 
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analytical mechanisms about the process and participants, it aims to support emergence 
of creativity, even wisdom. Follows introduce some salient functions. 

2.2   Visualized Shared Memory for Group Argumentation 

As shown in Fig. 2(a), the main client window for visualized shared memory is 
consisted of event record area, dialoguing area and visualizing area. 

Visualized analysis transforms qualitative knowledge into a 2-dimenstional map, 
which helps the participants to understand community’s others’ opinions easier, find 
common interest, stimulate further thinking, acquire intuition and insight, facilitate 
knowledge sharing and new ideas generation. Following are two visualized viewers: 

Common viewer, a discussion space as a joint thought space for all participants of 
community. Via the 2-dimensional space, the idea association process to stimulate 
participants’ thinking, idea generation, tacit knowledge surfacing and even wisdom 
emergence is exhibited based on the utterances and keywords from participants. The 
global structure and relationships between participants and their utterances are shared 
by all participants in the session. It helps users to acquire a general impression about 
each participant’s contributions toward the discussing topic, and understand the 
relationships of each thinking structure about the topic between participants. 

Personal viewer, a personalized space where records individual thinking process 
during discussion. It provides a personalized idea-gathering space where the 
relationships between utterances and keywords are visualized. Individual creativity 
may be stimulated through personalized work via this personalized space. It helps the 
user to understand how one piece of information (utterance) affects the group thinking 
process and understand the relationships between each participant’s mental process. 

Fig. 2(b) shows retrospective analysis which applies same mechanism as both 
viewers and provides participants to “drill down” the discussing process for visualized 
partial perspectives. Further analysis of pieces of discussion such as selected intervals 
of discussion or combination of any selected participants may be helpful to detect the 
existence or formulating process of a micro community and acquire further 
understanding about participants’ thinking structure.  

From the visualized structure about the discussion in the course, the standpoints of 
participants could be estimated based on distances between participants. All those are 
based on a mn ×  frequency matrix constructed by n utterance-objects and m  
keyword-objects (see the Table 1). In general, the matrix is a sparse matrix since 
keywords are only mentioned by some utterances. This frequency matrix is changing 
dynamically. As more utterances submitted, more rows and columns are appended. By 
the terms of graph theory, frequency matrix describes the relations between vertex 
(participants or utterances) and edge (sharing keywords).  

In Table 1, where ijw =0, when keyword j is not mentioned in utterance i otherwise, 

ijw = ijW . The weighting policy is as follows: keywords appearing frequently throughout 

an entire argumentation process are very general words, which are not important for the 
utterance-object and are lightly weighted. On the other hand, keywords frequently used 
in a certain utterance-object or referred again after a long interval are important for the 
utterance-object [9]. 
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We applied an exploratory, descriptive multi-variant statistical method—dual 

scaling, to analyze and process the matrix [10,11]. Dual scaling has some of the 
characteristics of correspondence analysis and exploratory factor analysis. The math 
underlying dual scaling is based on calculations of eigenvectors and eigenvalues of a 
frequency matrix. As a result, a pair of utterances with more common keywords may 
locate closer in the 2-dimention space. In the common viewer, utterance object is the 
participants; participants who share more keywords may be within a cluster. Here share 
keywords may mean participants hold similar concerns toward those keywords.  

Different from the topological graph, the above algorithm formed graph is an 
interpretable graph, which reflects the data’s nature in the database. But the topological 
structures have been designed and the forms are structured. In our research, we want to 
cluster the utterances and keywords of the experts in networked community, and the 
aim is to externalize the mental process of the human thinking. Here, we think, the 
interpretable diagram is more suitable to embody the thinking activities than the 
topological graph. 

2.3   Facilitator Agent 

If fewer ideas are contributed by participants, the chairman can launch facilitator agent. 
Once every two minutes in default, the agent extracts the most infrequently posted 
keyword and submits it with the userID of “Conversation” if no more keywords are 
provided. It not only takes a more fervor environment, also stimulates participants’ 
further thinking and interaction. As far as the most infrequent keyword is concerned, it 
effectively extends ideation of participants because they have to keep silence if no more 
new ideas can be produced after focusing heavily on one thesis for a long time. In a 
word, “Conversation” can help create new great ideas as a virtual participant. Appling 
facilitator agent participant in argumentation process also embodies the man-machine 
interaction.  

Table 1. Utterance sets and keyword sets 

X 

Y 

keyword1 

1x  

keyword2 

2x  

K
 K
 

keywordm 

mx  
 

utterance

1 1y  11w  12w  
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=
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=
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M  M  
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=
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2.4   Record of Original Keyword Provider 

Boden distinguishes creativity into two senses: psychological creativity (P-creativity), 
and historical one (H-creativity). A valuable idea is P-creative if the person in whose 
mind it arises could not have had it before, no matter how many people may have had 
the same idea already. By contrast, a valuable idea is H-creative if it is P-creative and 
no one else has ever had it before with respect to the whole of human history [12]. We 
agree to Boden’s claim that P-creativity is more critical than H-creativity. In group 
argumentation, if you are the original keyword provider, the keywords which represent 
your ideas are your P-creativity results, as shown in Fig. 2(c). The function of record of 
original keyword provider in GAE system is to assist the users in finding what they had 
not noticed so far (P-creativity) that could lead them to really creative work at last. 

2.5   Concept Formation 

Concept formation means automatic summarizing and clustering of experts’ utterances 
and detecting the typical keywords as meaningful groups or sub-communities of ideas 
based on visualized maps. The following are two methods to support concept 
formation: 

1) Automatic affinity diagram (AAD): sometimes called the KJ diagram after its 
creator, Kawkita Jiro. AAD is to map the 2-dimension personal structure into 16×16 
grids. As Fig. 2(e) showed, those utterances which fall into same cell are regarded as 
one cluster. 

2) Centroidal clustering algorithm: centroid is the center of each set produced with 

cluster and given by
=

=
n

i

mim t
n

C
1

1 . Combining K-means clustering method [13], which 

equation is
=

=
m

j

iji t
m

m
1

1 , we use it to get k centroids, where k is an assumed number of 

clusters. The closest keyword to the centroid could be regarded as cluster label. 

2.6   Idea/Knowledge Detecting and Growing During Argumentation Process 

During group argumentation process, participants contribute and share their opinions 
(utterances, keywords) continuously. Locating and detecting current focuses and some 
representative ideas from the mass information with some quantitative methods may 
help stimulate experts’ further thinking. For that, clustering algorithm of centroid is 
used to extract those typical keywords as ideas/knowledge based on the 
two-dimensional maps produced in common viewer of GAE. The concrete algorithm is 
shown in 2.5. Through recording series of extracted keywords at different given time, 
the process of idea/knowledge growing and evolution in group argumentation is 
explained well, as shown in Fig. 2(f). 

The detailed introduction of other functions of GAE, such as evaluation of 
participation by calculation of eigenvectors about agreement matrix and dissimilarity 
matrix for further testing of some assumptions about individual impacts towards group 
behaviors, and information support for customized search, abstract and summarization, 
can see the reference [14]. 
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Fig. 2. Client Window of BAR (a) Main client window, b(b) Retrospective viewer, (c) Original 
keyword provider, (d) Clustering analysis (K=3), (e) KJ Editor (16×16), (f) Argumentation 
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3   An Example of GAE 

In this example, the topic for discussion is about group support systems. Four persons 
whose registered IDs are Tang, Liu, MSKS and MADIS respectively participated the 
discussion and formed a networked community. Fig. 2 shows basic analysis taken in 
this test. Fig. 2(a) is a whole perspective of all concerned participants’ contributions. It 
shows participants who share more common keywords locate closer in the 2-dimension 
space. Fig. 2(b) is the opinion structures of Users MADIS, Tang and MSKS as a subset 
community formed in retrospective viewer. Fig. 2(d) shows 3 clusters by K-means 
clustering method, where keywords ‘visual’, ‘analogy’ and ‘Meta-synthesis’ are 
acquired as the label (centroid) of each cluster. 

Fig. 2(e) shows the affinity list based on personal viewer, which divides the whole 
utterance set into 6 cells according to their space relationship. It could be seen the 
utterances in one cell are related to each other. For example, all 3 utterances within Cell 
[row 7, col=12] are about GSS or similar tool systems, then that cell could be titled as 
group support system. On the other hand, all 3 utterances within Cell [row=11, col=5] 
exhibit concerns on man-machine interaction. Automatic affinity list could be regarded 
as a rough classification about participants’ opinions during the brainstorming session. 
Further processing could be taken to acquire a more reasonable classification. 

Dynamic visualized structures of the concerned topic may reinforce the stimulation 
and facilitate further thinking during community interactive process. The evolving 
diagrams may also help to find some hidden structures to aid communication and 
collaboration for community. Such a work is oriented to maintain an interactive ba and 
facilitate for idea emergence during group divergent thinking process. 

4   Concluding Remarks 

In this paper, we focus on computerized collaborative support for enhancing human’s 
creativity for networked community. Research on creativity and knowledge creation 
together with computerized supports provides basis for our research [12, 15-17]. What 
we are exploring is not only a computerized support tool for communities’ 
communication and interaction, but also expecting to support the emergence ba for 
creative problem solving. Our developed group argumentation environment exhibits 
our ideas, which acts as a virtual ba promoting members exchange ideas, stimulating 
their creativity and enhancing argumentation effects.  

Our current work is still at very initial stage from both research and practice [14, 
18-20]. From the research perspective, currently we mainly concentrate on cognitive 
modes and mental models for individual of community, and group communication and 
collaboration behaviors and responses. The aim of GAE is to support dynamic emergence 
of a knowledge creation environment (ba). Lots of further work are under exploration, 
such as better human-machine interaction, opinion synthesis in consideration of expert’s 
background, and evolving process of keyword network to detect the pathway of 
knowledge creation, etc. More experiments, that is, building multi-communities, will also 
be undertaken for verification and validation of GAE in practice.  
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Abstract. The replacement problems are extensively studied from a
number of disciplines including economics, finance, operations research,
and decision theory. Much of previous theoretical work is “Bayesian”.
In this paper, we restudy the on-line replacement problem by using the
competitive analysis. The goal is to minimize the total cost of cumulative
payment flow plus changeover costs. Firstly, a refusal strategy is proposed
and the competitive ratio for k = 1 is obtained. Furthermore, a new
time-independent strategy Snew is presented and we prove that it is
r-competitive when M ∈ [c, d]. Finally, weights are introduced to the
original model and some results are achieved.

1 Introduction

R.Bellman [1] studied the replacement problem via dynamic programming. This
problem is described as follows: The flow rate f(t) is chosen by an adversary from
the real interval [m,M ] where 0 < m ≤ M . For a start, suppose that both m
and M are known to the online player. At each time 0 < t < T the online player
can changeover and continue paying money at the rate f(t). The changeover cost
is 1 unit. The player chooses any number k of changeover times. The total cost
consists of payment flow and changeover costs. The objective function is

y = k +
k∑

i=0

(ti+1 − ti)f(ti)

The previous research work [5, 7] of the replacement problems is mainly based
on the conventional “average case analysis” . R.E.Yaniv et.al. [2, 4, 8] first ini-
tiated the worst-case competitive analysis of the on-line replacement problem.
Namely, the online player knows nothing about the future but decides to select a
replacement strategy based on past and present information. The off-line player
knows the strategy which the on-line player adopt and chooses a flow function
to maximize the competitive ratio [3, 9]. In the paper [2], some results were ob-
tained. For example, the general lower bound on the competitive ratio of any
deterministic strategy were presented, which is Θ( lnM

lnlnM ) for a fixed m.
In the paper [6], Azar et.al. studied the discrete time replacement problem

variant with multiple, permanent replacement options and achieved some results.

X. Deng and Y. Ye (Eds.): WINE 2005, LNCS 3828, pp. 554–563, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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For the convex variant a simple 7-competitive algorithm was obtained and the
competitive ratio O(min{log(crmax), loglog(cfmax), log(cnmax)}) was achieved
to study the non-convex variant.

2 Our Contributions

In this paper, we study the on-line replacement problem P0 and variant prob-
lem P1. P1 is the weighted version of P0. Based on the time-independent strat-
egy S∗∗∗

ρ (m,M) [2], we present a refusal strategy which the refusal times se-
quence is no-increasing. Namely, the online player makes the ith changeover at
time t if f(t) ≤ Mi(t). Otherwise, it refuses to changeover. In this case, when
the changeover save costs more than the penalty costs( 1

ρk−1 times) the online

player will choose to changeover. we obtain the competitive ratio
√

M+1
m+1 for√

M+1
m+1 < 2.
Next, we propose a new time-independent strategy Snew in which the online

player changes over for the ith time when the flow rate decreases to the level of
Mi. We get the following results: The changeover sequence Mi designed strictly
decreases below m within k+1 steps; Snew is r-competitive for M ∈ [c, d] where

c = m +
√
r and d =

(
√

r(�r�+1)− �r�
r )m+r−�r�

1− �r�
r +
√

r(�r�+1)−r
.

Finally, we present the weighted replacement problem. The weighted value
η ∈ (0, 1) weights the relative importance of payment flow and changeover. It
has very realistic meaning to consider this factor. For example, the replacement
costs of cars are clearly different from those of computers and this will affect
the choice of the replacement value in different phase. The introduction of this
parameter does lead our mathematic model further to approach the real life.
In this section, we propose a characterization theorem that gives necessary and
sufficient conditions. This characterization theorem provides an efficient tool for
determining the competitive ratio. In the rest of this section, we construct a
refusal strategy WS(m,M) and obtain the following results: The changeover

time is k = �(βm+ 1)(r− 1)�. If
√

βM
βm+1 ≤ βm+2

βm+1 , then r =
√

βM
βm+1 and k = 1.

3 Replacement Problem P0

Let {Mi}k
i=1 be the changeover thresholds sequence which is strictly decreasing

within the open interval (M,m) and {bi}k
i=1 be the refusal times sequence which

is non-increasing with the time horizon [0, 1].

3.1 A Refusal Strategy Based on S∗∗∗
ρ (m, M)

In the paper [3], a time-independent policy S∗∗∗
ρ (m,M) with the changeover

thresholds sequence {Mi}k
i=1, has been presented, which shows that the sequence
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defined by this strategy decreases below m within k+1 steps for sufficiently large
ρ. We quote as follows:

The sequence of changeover thresholds {Mi} is{
M0 = M

Mi+1 = Mi+k
ρ − 1, integer i ≥ 1 (1)

where each ρ > 1, and k = �ρ�.
This is an approximately optimal policy for m > 0 which has a stronger upper

bound for the general case. Therefore, we propose a new refusal policy based on
above sequence of changeover thresholds. In this section, we consider the refusal
strategy Sr, which is the time-independent strategy S∗∗∗

ρ (m,M) with refusal
time.

3.1.1 Competitive Analysis of Sr When k = 1
It pays the penalty ( 1

ρk−1 times) the online player should changeover. We present
a refusal times sequence {bi} as follows.

bi =
{

1− 1
ρk−1(Mi−1−Mi)

0 ≤ i ≤ k

0 i = k + 1
(2)

Lemma 1. For all 1 ≤ i ≤ k, {bi} is non-increasing.

Proof. From (1), we can get Mj = M
ρj + ρ−k

(ρ−1)ρj + k−ρ
ρ−1 by induction on j. There-

fore, we obtain

Mi−1 −Mi =
M

ρi−1 +
ρ− k

(ρ− 1)ρi−1 +
k − ρ

ρ− 1
− M

ρi
− ρ− k

(ρ− 1)ρi
− k − ρ

ρ− 1

= (M +
ρ− k

ρ− 1
)(

1
ρi−1 −

1
ρi

)

=
M(ρ− 1) + ρ− k

ρi
(3)

For every ρ > 1, Mi−1 − Mi is strictly decreasing with i. Hence, substitute
equality (2) with (3), we get the following result:

bi = 1− ρi−k+1

M(ρ− 1) + ρ− k

It is not hard to see that {bi} is non-increasing with i. ��
Lemma 2. For all 1 ≤ i ≤ k, bi ∈ [0, 1].

Proof. From (3), we obtain

ρk−1(Mi−1 −Mi) = ρk−1−i(M(ρ− 1) + ρ− k) (4)

We can observe that
ρk−i−1 ≥ ρ−1 (5)

for k ≥ i.
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From the assumption M > �ρ�
ρ−1 , it implies that

M(ρ− 1) + ρ− k > ρ (6)

Hence, substitute (4) with (5) and (6), we obtain

ρk−1(Mi−1 −Mi) > 1 (7)

It clearly follows that bi ∈ [0, 1] from (2) and (7). ��

3.1.2 Competitive Analysis of Sr When k = 1

Theorem 1. The competitive ratio of Sr is
√

M+1
m+1 for

√
M+1
m+1 < 2.

Proof. When k = 1, from (1) and (2), we can write Sr as follows:

M1 =
M + 1

r
− 1 (8)

b1 = 1− 1
ρ0(M −M1)

= 1− 1
M + 1−√m + 1M + 1

(9)

M2 =
M1 + 1

r
− 1 =

M + 1
r2 − 1 ≤ m (10)

Solving the inequality (10), we obtain r ≥
√

M+1
m+1 . We know that r < 2 for

the assumption of k = �r�, hence
√

M+1
m+1 < 2.

In the rest of this section, we will claim that the refusal strategy Sr will
achieve the competitive ratio r. Like the paper [3], for b2 = 0, the condition C1
can be rewrite as follows:

M ≤ r ·min{M,M1 + 1,Mb1 + m(1− b1) + 1,M1b1 + m(1− b1) + 2} (11)
M1 + 1 ≤ r ·min{M,M1 + 1,m + 1,m + 2} (12)
M1 + 1 ≤ r ·min{M,m + 1,m+ 2} (13)

We know that M > m + 1 and M1 > m. Clearly, inequalities (12) and (13)
hold for m + 1 is the minimum of the righthand side.

Next, we will check inequalities (11). The following four cases should be con-
sidered.

Case 1. M ≤ rM , it’s trivially holds for r ≥ 1.
Case 2. M ≤ r(M1 + 1) = M + 1 holds.
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Case 3. M ≤ r(Mb1 +m(1− b1)+1). Substituting r with
√

M+1
m+1 and b1 with

(10), we obtain following result.

r(Mb1 + m(1− b1) + 1) = r(M(1 − 1
M −M1

) + m
1

M −M1
+ 1)

≥ r(M + 1 +
M+1

r2 − 1−M

M − M+1
r + 1

)

= rM − 1 (14)

We note that the assumption M > k
r−1 (k = 1 in this case), which implies that

rM − 1 > M . Hence, this inequality holds.

Case 4. M ≤ r · (M1b1 + m(1− b1) + 2). We can see that

r · (M1b1 + m(1− b1) + 2) = r(M1(1− 1
M −M1

) + (
M + 1
r2 − 1)

1
M −M1

+ 2)

= r(M1 + 2)− 1
= r(M + 1) (15)

Therefore this inequality holds for r ≥ 1.
Finally, For b1 = 1− 1

M−M1
we can prove that Mb1+M1(1−b1)+1 = M . It is

easy to see that condition C2 is identical to Case 4, and condition C2 holds. ��

3.2 A New Optimal Strategy

In this section, we propose another time-independent strategy Snew which can
obtain the competitive ratio r when M is an element of the real interval.

Let {Mi}k
i=1 be the changeover thresholds sequence. Then we define{

M0 = M

Mi = M −
√

i
r (M −m) integer i ≥ 1

(16)

where r > 1 and k = �r�
Lemma 3. In this case, the sequence {Mi} strictly decreases below m within
k + 1 steps.

Proof. For k = �r�, we obtain that r < k + 1 ≤ r + 1. Set i = k + 1, and we get
the following result from (16).

Mk+1 = M −
√

k + 1
r

(M −m)

≤ m (17)

��
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Theorem 2. For M ∈ [c, d], Snew is r-competitive.

Proof. Set bk+1 = 0 and bi = 1, i = 1, 2, · · ·, k. The two sufficient and necessary
conditions of the paper [2] reduce to the following condition.
C1 for all 0 ≤ i ≤ j ≤ k,

Mi + j ≤ r ·min{M,Mi+1 + 1} (18)

Set c = m +
√
r, and d =

(
√

r(�r�+1)− �r�
r )m+r−�r�

1− �r�
r +
√

r(�r�+1)−r
.

For M ≥ c, we can get

M ≥ m +
√
r

= M −
√

1
r
(M −m) + 1

= M1 + 1 (19)

Hence we only confirm that Mi + j ≤ r · (Mi+1 + 1) holds.
For M ≤ d , and substituting �r� with k, we can obtain the following result.

M −
√

k

r
(M −m) + k ≤ rM −

√
r(k + 1)(M −m) + r (20)

For i ∈ [1, k], inequality (20) can be expressed as follows.

M −
√

i

r
(M −m) + k ≤ rM −

√
r(i + 1)(M −m) + r

Namely, Mi + k ≤ r(Mi+1 + 1). Hence, condition C1 holds and Snew is r-
competitive. ��

4 Weighted Replacement Problem P1

In this section, we consider a class of the weighted replacement problem. As
discussed in the introduction, to model this problem, we select an objective
function to trade off payment flow and changeover costs. The factor η ∈ (0, 1)
weights the relative importance of payment flows and changeover. Compared
with original problem P0, the objective function of P1 is defined as follows:

y
′
= ηk + (1− η)

k∑
i=0

(ti+1 − ti)f(ti) (21)

where k is the changeover times, η ∈ (0, 1) is the factor that weights the cost of
payment flow versus the cost of changeover.

Without loss of generation, let β = 1−η
η and the equation (21) can be ex-

pressed:

y = k + β

k∑
i=0

(ti+1 − ti)f(ti) (22)
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We present a characterization theorem which can help to establish a refusal
strategy and achieve a competitive ratio r.

Lemma 4. S is r-competitive if and only if the following two conditions hold:
C1 for 0 ≤ i ≤ j ≤ k,

βMibj+1 + βMj(1 − bj+1) + j ≤ r ·Min

⎡⎢⎢⎣
βM0
βMi+1 + 1
βM0bj+1 + βm(1− bj+1) + 1
βMi+1bj+1 + βm(1 − bj+1) + 2

⎤⎥⎥⎦
C2 for 0 ≤ i < j ≤ k

βMibj + βMj(1 − bj) + j ≤ r ·Min

⎡⎢⎢⎣
βM0
βMi+1 + 1
βM0bj + βm(1− bj) + 1
βMi+1bj + βm(1 − bj) + 2

⎤⎥⎥⎦
Proof. The proof is similar to the proof of the paper [3] presented. Hence we
omit it here. ��

4.1 The Refusal Strategy WS(m, M)

In this section, we construct a refusal strategy WS(m,M) and analyze its com-
petitive ratio. The sequence of changeover thresholds {Mi} is{

M0 = M

Mi+1 = βMi+i
βr − 1

β , 0 ≤ i < k
(23)

where each r > 1.

And the refusal times sequence {bi} is

bi =
{

1− 1
β(Mi−1−Mi)

, 0 ≤ i ≤ k

0, i = k + 1
(24)

In the rest of this section, we will claim bi ∈ (0, 1). Firstly, we obtain Mi by
induction on j.

Mi = (M0 +
r2

β(r − 1)2
)r−i − r2

β(r − 1)2
+

i

β(r − 1)

Therefore, set Δ = M0 + r2

β(r−1)2 , and we can get following result:

Mi−1 −Mi =
Δ

ri−1 −
r2

β(r − 1)2
+

i− 1
β(r − 1)

− Δ

ri
+

r2

β(r − 1)2
− i

β(r − 1)

=
βM0(r − 1)2 + r2 − ri

β(r − 1)ri
(25)

which implies that the difference Mi−1 −Mi is decreasing with i.
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Using the equations Mk−1 = r(βMk+1)−k+1
β and Mk = r(βm+1)−k

β , we get

Mk−1 −Mk =
r(βMk + 1)− k + 1

β
− βMk

β

= (r − 1)Mk +
r − k + 1

β

=
(r − 1)(r(mβ + 1)− k)

β
+

r − k + 1
β

(26)

It is easy to see that
k < r(βm+1)− βm (27)

for Mk+1 = m and Mk > m.
Substituting inequation (25) into equation (24), we achieve

Mk−1 −Mk =
(r − 1)(r(mβ + 1)− k)

β
+

r − k + 1
β

>
1
β

(28)

Therefore, we can get following Lemma from (22) and (26).

Lemma 5. For 0 ≤ i ≤ k, bi ∈ (0, 1).

We know that Mk+1 is the minimal value, so Mk+1 = m ≤Mk+2 = βm+k+1
βr −

1
β . We can obtain

k ≥ r(βm + 1)− βm− 1 (29)

From (27) and (29), we achieve the following result.

Lemma 6. The changeover time is k = �(βm + 1)(r − 1)�.

Theorem 3. If
√

βM
βm+1 ≤ βm+2

βm+1 , then r =
√

βM
βm+1 and k = 1.

Proof. If
√

βM
βm+1 ≤ βm+2

βm+1 , then we obtain k ≤ 1 from Lemma 6. Namely, WS

strategy consists of one changeover threshold. Set r =
√

βM
βm+1 , we can get

following result from (23).

M1 =
βM

βr
− 1

β

=
√
βM

√
βm + 1− 1
β

(30)

And

b1 = 1− 1
βM + 1−√βM

√
βm + 1

=
βM −√

βM(βm + 1)
βM + 1−√

βM(βm + 1)
(31)
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We know that b2 is set to zero. Therefore condition C1 reduces to the following
equalities from Lemma (5).

βM ≤ r ·min{βM, βM1+1, βMb1 + βm(1 − b1)+1, βM1b1 + βm(1 − b1) + 2}
(32)

βM1 + 1 ≤ r ·min{βM, βM1 + 1, βm + 1, βm + 2} (33)
βM1 + 1 ≤ r ·min{βM, βm+ 1, βm + 2} (34)

It is easy to see that min{βM, βM1 + 1, βm + 1, βm + 2} = βm + 1 for
βM > βm + 1. Otherwise, the on-line and the off-line player never changeover
and the competitive ratio is 1. We only verify βM1+1 ≤ r(βm+1) for inequality
(33) and (34). It holds for M2 = m.

Next we consider the inequality (32) which has four cases discussed.
Case 1 and Case 2 clearly hold. By setting i = 0 the result can be obtained

from (23).

Considering Case 3, and substitute b1 with (31) and r with
√

βM
βm+1 we will

confirm the following inequality holds.

β(M −M1)2 ≥M −m (35)

For M1 =
√

βM
√

βm+1−1
β and

√
βM

βm+1 ≤ βm+2
βm+1 , so we need to prove

β(M −M1)2 ≥ (β(M −m)− 1)2

β

≥M −m (36)

We know that βM ≥ βm + 1, hence inequality (36) holds.
Case 4, we need to check that the following inequality holds.

βM ≤ r(βM1b1 + βm(1 − b1) + 2) (37)

Similar to Case 3, we substitute b1 and r again, and to verify the inequality (37)
holds we need to prove M −M1 ≥M1 −m. This inequality obviously holds.

Finally, for 0 ≤ i < j ≤ 1, condition C2 is βMb1 + βM1(1 − b1) + 1 ≤
r · min{βM, βM1 + 1, βMb1 + βm(1 − b1) + 1, βM1b1 + βm(1 − b1) + 2}. It is
easy to see that βMb1 + βM1(1 − b1) + 1 = βM for substituting b1 with 1 −

1
β(M−M1) . Therefore condition C2 holds. ��

5 Concluding Remarks

In this paper, we restudy the online replacement problem and introduce the
weight in the original model. Although this is only one step toward a more
realistic solution of the problem, the introduction of this parameter considerably
complicates the analysis and achieves some different results. There are some
possible extensions that will lead towards more realistic models. For example,
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because the replacement problem is an important area of the financial decision,
the methods of measurement used must be based on the concept of “time value
of money”. These include the methods of discount rate of return(DRR), net
present value(NPV ) and so on. Another research direction is how to introduce
the risk-reward model [10] to this problem.
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Abstract. We study a specific bin packing problem which arises
from the channel assignment problems in cellular networks. In cellular
communications, frequency channels are some limited resource which
may need to share by various users. However, in order to avoid signal
interference among users, a user needs to specify to share the channel
with at most how many other users, depending on the user’s application.
Under this setting, the problem of minimizing the total channels used
to support all users can be modeled as a specific bin packing problem
as follows: Given a set of items, each with two attributes, weight and
fragility. We need to pack the items into bins such that, for each bin,
the sum of weight in the bin must be at most the smallest fragility of all
the items packed into the bin. The goal is to minimize the total number
of bins (i.e., the channels in the cellular network) used. We consider
the on-line version of this problem, where items arrive one by one. The
next item arrives only after the current item has been packed, and the
decision cannot be changed. We show that the asymptotic competitive
ratio is at least 2. We also consider the case where the ratio of maximum
fragility and minimum fragility is bounded by a constant. In this case,
we present a class of online algorithms with asymptotic competitive
ratio at most of 1.7r, for any r > 1.

Keywords: Bin packing; Channel assignment; On-line algorithm.

1 Introduction

In a typical cellular network, various users communicate with the base station
using various frequency channels. While in a CDMA (code division multiple ac-
cess) system, since each channel has a capacity much larger than the bandwidth
requirement of a single user, it is possible to allow many users to share the
same channel. Therefore to maximize the bandwidth utility in such system, one
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straightforward approach is to assign as many users to a single channel. How-
ever such assignment may result in interference between the users on the same
channel, which affects the quality of communication. There exists a trade-off be-
tween the bandwidth utilization and communication quality. Roughly speaking,
the fewer the users to share a common channel, the better the communication
quality of each user. The requirements on communication quality may differ
from users depending on the applications the users are running. To quantify the
quality of communication of a user on a channel, we use a measure called the
signal to noise ratio (SNR) [7, 9, 10]. Suppose there are M users communicating
with a central base station at the same time with the same channel. If user i
transmits with power pi, then the signal received by the base station is si = pigi,
where gi is the gain on the channel for user i. The SNR of user i is given by

si

N0 +
∑

1≤j≤M,j �=i sj
, (1)

where N0 is the background noise power, e.g., the receiver thermal noise, which
is assumed a constant. Generally speaking, the larger the value of SNR the better
the communication quality. Suppose that each user specifies a minimum SNR
that the user can tolerate. The objective of the channel assignment problem
(CAP) is to assign the users to channels so that the SNR of each user of each
channel is better than the minimum SNR the user specifies.

To tackle the CAP, Bansal, Liu and Zankar [1] defined the problem of bin
packing with fragile objects (BPFO). The traditional bin packing problem [3, 2]
is defined as follows. A sequence of (ordinary) items is given where each item
has weight in (0, 1]. The goal is to pack all items into a minimum number of
bins so that the total item weight in each bin is no more than 1. For BPFO,
besides weight wi, each (fragile) item is associated a fragility fi. In each bin,
the total weight of the items in the bin must be no more than the minimum
fragility among the items in the bin. Precisely, suppose k items ai1 , ai2 , . . . , aik

are packed into the same bin. The packing is feasible if

wi1 + wi2 + . . . + wik
≤ min{fi1 , fi2 , . . . , fik

}.
The goal of BPFO is to find a feasible packing of all items with the minimum
number of bins.

It can be shown that BPFO can model CAP. The frequency channels can be
regarded as bins and the users as the items. For each user i, we let the amount of
power received at the base station si be the weight wi of item i. Suppose user i
requires a minimum SNR of value βi. From the SNR expression 1, we can see
that user i can tolerate at most siβi −N0 power from other users on the same
channel and still maintain the communication quality. We let fi = si+siβi−N0.
Then, CAP can be seen as a special case of BPFO. In the rest of the paper, we
will focus on solving the BPFO.

Suppose an item is denoted as (w, f) where w is the weight and f is the
fragility of the item. Fig. 1 gives an example of two feasible ways of packing the
items (1, 4), (2, 6), (2, 6), (2, 6) and (3, 6). One (non-optimal) solution is to pack
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the first two items into one bin. The sum of weights is 3, which is less than the
minimum fragility 4. Then the next two items are packed into one bin and the
final item into another bin (see Fig. 1(a)). In the optimal solution, one can pack
the first item and the last item into one bin and the other items into another
bin (see Fig. 1(b)).

(2,6)

(2,6)

(1,4)
(2,6)

(3,6)

(a) Non-optimal

(1,4)

(3,6) (2,6)

(2,6)

(2,6)

(b) Optimal

Fig. 1. Two feasible ways of packing the items (1, 4), (2, 6), (2, 6), (2, 6), (3, 6)

Bansal, Liu and Zankar [1] studied the offline version BPFO, i.e., the set of
items is given in the beginning. In this paper, we consider the on-line version of
BPFO where the items arrive one by one, and the weight and fragility of an item
are not known until the item arrives. This on-line version of BPFO also models
the on-line version of CAP where the users arrive one by one and the power
and minimum SNR of user are not known until the user arrives. For the on-line
BPFO, when an item arrives, it must be assigned to one of the bins before the
next item becomes known. Our goal is still to find a feasible packing of all items
which minimize the number of bins.

The classical bin packing problems have been studied extensively. It is well
known that the problem is NP-hard [6]. For other results in bin packing, the
readers are referred to the survey papers [3, 2, 4]. For the offline BPFO, Bansal,
Liu and Zankar [1] gave a 2-approximation algorithm, i.e., the algorithm can
always pack the items with at most two times the number of bins used in the
optimal solution. They also showed that no algorithm can achieve an approxi-
mation ratio of less than 3/2 unless P = NP . Then they gave an algorithm that
uses at most the same number of bins as the optimum solution but the sum of
item weight in each bin can be at most twice the minimum fragility of that bin.

Competitive analysis: To evaluate the on-line algorithms presented in this
paper, we adopt the conventional measure of competitive ratio. For any input
sequence I, let A(I) and OPT (I) denote the number of bins used by the on-line
algorithm A and an optimal offline algorithm, respectively. The on-line algorithm
A has a competitive ratio c if there exists a constant h such that

A(I) ≤ c ·OPT (I) + h

for any input sequence I. In such case, we also say that A is a c-competitive
on-line algorithm. The asymptotic competitive ratio R∞

A of A is defined by
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R∞
A = lim sup

m→∞
Rm

A where Rm
A = max{A(I)/OPT (I) | OPT (I) = m}.

For simplicity we may use just A and OPT instead of A(L) and OPT (L) if the
context is clear.

Our results: Let k be the fragility ratio, which is the ratio between maximum
fragility and minimum fragility. We show that no on-line algorithm can have
asymptotic competitive ratio less than 2 when k can be arbitrary large. We
also show that the asymptotic competitive ratio of an any-fit algorithm, which
include the classical first-fit and best-fit, is at least k. For the case that k is
bounded by a constant, we develop a class of on-line algorithms that achieves
the asymptotic competitive ratio 1.7r for any r > 1.

The remainder of this paper is organized as follows. In Section 2 we show that
when the fragility ratio can be arbitrary large there is no on-line algorithm that
is better than 2-competitive. In Section 3 we consider that the fragility ratio
is bounded by a constant k. Section 3.1 shows that the asymptotic competitive
ratio of an any-fit algorithm cannot be better than k. Section 3.2 gives a new
class of algorithms and shows that its asymptotic competitive ratio 1.7r for
any r > 1.

2 Unbounded Fragility Ratio

In this section we assume that the fragility ratio k can be arbitrary large. We
show that the asymptotic competitive ratio is at least 2 for any on-line algorithm.

Theorem 1. For the problem of packing fragile objects, no on-line algorithm
has a asymptotic competitive ratio less than 2.

Proof. First, we give an adversary of at most 6 items. We show that for any
on-line algorithm the competitive ratio of packing these items is at least 2. Then
we argue that the adversary can be extended to a long sequence that the optimal
solution needs an arbitrary large number of bins.

The adversary begins with two items a1 and a2, where a1 = (ε, 1/4 + ε) and
a2 = (1/4, 1), for 0 < ε < 1/12. In the following, we exhaust all the ways how
an on-line algorithm A can pack these two items and the subsequent items and
show that the competitive ratio is at least 2.

Case 1. If the items a1 and a2 are packed into two different bins, the adversary
stops. Clearly, A = 2 and OPT = 1.

Case 2. Consider the items a1 and a2 are packed into the same bin, namely B1.
Since the smaller fragility among these two items is 1/4+ε, which is the same as
the total weight. B1 is considered full in this case. The adversary gives another
two items a3 and a4, where a3 = (ε, 1/4 + ε) and a4 = (1/4, 1), respectively.

Case 2.1. Consider the items a3 and a4 are packed into the same bin. Then
adversary has the final two items a5 = (1/4 − ε, 1/4 + ε) and a6 = (1/4, 1)
arrive, which obviously cannot be packed into one bin. So the algorithm needs
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to use 4 bins in total, i.e., A = 4. On the other hand, the optimal offline algorithm
can pack a1, a3 and a5 into one bin, and the remaining items into another bin,
thus OPT = 2.

Case 2.2. Consider the items a3 and a4 are packed into two different bins,
namely B2 and B3, respectively. In this case, the adversary gives an item a5 =
(2ε, 1/2 + 2ε).

Case 2.2.1. If the item a5 is packed together with item a3, i.e., into bin B2. The
adversary gives the last item a6 = (1/4− ε, 1/4+ ε). Since a6 cannot fit into the
existing three bins, B1, B2 and B3, it has to be packed into a new bin. Therefore,
A = 4. On the other hand, the optimal offline algorithm can pack a1, a3 and a6
into one bin, and a2, a4 and a5 into another bin. Then OPT = 2.

Case 2.2.2. If the item a5 is packed together with item a4, i.e., into bin B3.
The adversary gives the last item a6 = (1/4 + ε, 1). Since a6 cannot fit into the
existing three bins, B1, B2 and B3, it has to be packed into a new bin. Therefore,
A = 4. On the other hand, the optimal offline algorithm can pack items a1, a3, a5
into one bin and items a2, a4, a6 into another bin. Then OPT = 2.

Case 2.2.3. If the item a5 is packed into a new bin, then the adversary stops. We
have A = 4 but the optimal offline algorithm can use two bins, i.e., OPT = 2.

From all above cases, we show that RA ≥ 2. To bound the asymptotic
competitive ratio, we can give an item sequence of length arbitrary large, so that
the number of bins required by the optimal solution is arbitrary large. Let I1
denote the sequence of items given by the adversary above (with at most 6 items).
We define an arbitrary long sequence, composed by subsequence, I1, I2, . . . , Im,
where Ii is obtained from Ii−1 as follows. Since the fragility can be arbitrary
large, we can make a copy of the sequence Ii−1 and consider it as Ii but with the
weight and the fragility of the items to be scaled up by the a ratio so that the
minimum weight of items in Ii is larger than the maximum fragility of the items
in Ii−1. In that case, any item in Ii cannot be packed into the bins containing
items of Ii−1 and the optimal solution needs to use as many bins as the length
of the sequence, which is arbitrary large. Together with the fact that for every
subsequence Ii the on-line algorithm uses at least two times the number of bins
of the optimal solution for Ii, we have the asymptotic competitive ratio for any
on-line algorithm at least 2. ��

3 Bounded Fragility Ratio

In this section we assume that the fragility ratio k is a given constant. We first
analyze the any-fit algorithm and then develop some new algorithms.

3.1 Any-Fit Algorithms

We consider a common type of algorithms, called the any-fit algorithms. An any-
fit algorithm packs an item into a non-empty bin if the bin can accommodate the
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item, otherwise the item is packed into an empty bin. There are special cases of
the any-fit algorithm, e.g., first-fit and best-fit which differ in the way of choosing
which non-empty bin to pack the item. In the following theorem, we show that
an any-fit algorithm has an asymptotic competitive ratio at least k.

Theorem 2. The asymptotic competitive ratio of an any-fit algorithm cannot
be better than k.

Proof. The adversary sequence consists of 2kn items: a, b, a, b, . . . , where a =
(1 − 1/kn, k) and b = (1/kn, 1). An any-fit algorithm packs each pair items a
and b into one bin. Thus, the number of bins used by the any-fit algorithm is
kn. For the optimal solution, one can pack k items a together into one bin, and
all the kn items a2 in one bin. Then OPT = n + 1. The theorem follows as n
can be arbitrary large. ��

3.2 Items Divided by Classes

We define a general method to pack the items by first dividing the items into
classes. A predefined parameter r > 1 is used. An item with fragility f belongs
to the class s for an integer s if f ∈ [rs, rs+1). As the fragility ratio is at most
k, the number of classes is at most �logr k�. We only pack items of the same
class into the same bin. The bin which stores an item of class s is denoted as a
class s bin. The general method is described as follows. When a new item with
fragility f arrives, we find an integer s such rs ≤ f < rs+1. If there is a class s
non-empty bin that the item can fit in, then pack the item into one of those
bins. Otherwise, pack the item into an empty bin.

We give two specific implementations of the general method, namely the
ANFr and AFFr. They differ in the way of packing items of the same class.
In short, ANFr makes use of next-fit and AFFr makes use of first-fit. Precisely,
for ANFr, it maintains at most one active non-empty bin only for each class.
If the item cannot fit in the active bin, the bin is closed and the item is packed
into an empty bin which becomes the only active bin in the class. It is clear that
next-fit takes O(1) time to pack each item and O(n) time to pack a sequence of
n item. For AFFr, according to the order in which the bins are used, it finds
the first non-empty bin in the class where the new item can fit it and packs the
item into that bin. However, in the worst case it takes Θ(n log n) time to pack a
sequence of n items [8].

In the following we give a tight analysis of the performance of ANFr .

Lemma 1. The asymptotic competitive ratio of algorithm ANFr cannot be bet-
ter than 2r.

Proof. We give an adversary as follows. There are 2rn pairs of items (1/2, r) and
(ε, 1) arriving, where ε > 0 is a sufficiently small number. After that, a sequence
of items with small weights and increasing fragilities arrives. Precisely, the whole
item sequence is

(1/2, r), (ε, 1), (1/2, r), (ε, 1), . . . , (1/2, r), (ε, 1)︸ ︷︷ ︸
4rn items

, (ε, r2), (ε, r3), . . . , (ε, k).
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It can be seen that ANFr = 2rn + T − 1 where T ≤ logr k is the number of
classes. For an optimal solution, it can pack 2r items (1/2, r) into one bin and all
the items with weight ε into another bin. Hence, OPT = n+ 1. The asymptotic
competitive ratio of algorithm ANFr is (2rn+T −1)/(n+1), which is arbitrary
close to 2r as n and hence OPT are arbitrary large. ��
Before we analyze the upper bound on the asymptotic competitive ratio of
ANFr, we give a lower bound on the number of bins to pack a set of items
in the following lemma.

Lemma 2. Given a set of n items (wi, fi) for 1 ≤ i ≤ n, the n items cannot be
packed with less than

∑n
i=1 wi/fi bins.

Proof. For any packing of the n items, consider one of the bins. Suppose that
t items (wj1 , fj1), . . . , (wjt , fjt) are packed into the bin. We have

∑t
i=1 wji ≤

mint
i=1(fji) and thus

∑t
i=1 (wji/fji) ≤

∑t
i=1 wji/mint

i=1(fji) ≤ 1. Counting all
the bins in the packing, we can see that the number of bins used is at least∑n

i=1 wi/fi.

Theorem 3. The asymptotic competitive ratio of algorithm ANFr is no more
than 2r.

Proof. Consider an item sequence I. We create another item sequence I ′ based on
I. For each item (w, f) in I, there is a corresponding item (w, f ′) in I ′, with the
same weight but different fragility. Precisely, if rs ≤ f < rs+1 for some integer s,
i.e., the item of I in class s, then we have f ′ = rs+1 and the corresponding item
of I ′ is in class (s+1). It is easy to see that the number of bins required to pack
the items in I ′ is no more than that for items in I, i.e., OPT (I ′) ≤ OPT (I),
because each item has a larger fragility.

Let S and S′ be the sets of integers that denote the classes required to divide
the items in I and I ′, respectively. By the construction of I ′, we can see that for
each i ∈ S, we have i+1 ∈ S′. Let qi and q′i be the total weight of items in class i
for I and I ′, respectively. We have qi = q′i+1 according to the construction of I ′.
By Lemma 2, we have OPT (I ′) ≥∑

i∈S′ q′i/r
i =

∑
i∈S qi/r

i+1.
Consider I and the packing of items in class i by ANFr. Let bi be the number

of bins used by ANFr for the items in class i. We have ANFr(I) =
∑

i∈S bi. We
claim that bi ≤ 2rqi/r

i+1 + 1 for any i ∈ S. The claim is proved as follows. We
say that two bins of the same class are “adjacent” if in the execution of ANFr

one of the bins is closed and immediately the other one is made active. For any
two adjacent bins of the same class i, we can see that their total weight is at least
ri, otherwise all items in the two bins can be packed into one. This implies that
on average, except the last one if bi is odd, each bin stores items of total weight
at least ri/2. Therefore, except the last bin if bi is odd, if we consider each bin
has weight just ri/2, the total weight of all bins is at most the total weight of
items in class i. Precisely, we have (bi − 1)ri/2 ≤ qi, i.e., bi ≤ 2rqi/r

i+1 + 1.
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As a result, we have

BANFr(I) =
∑
i∈S

bi ≤
∑
i∈S

(2rqi/r
i+1 + 1) ≤ 2rBOPT(I ′)+ |S| ≤ 2rBOPT(I)+ |S|

where |S| ≤ logr k is the number of classes. ��
In the following we analyze the performance of AFFr and give an upper bound
on its asymptotic competitive ratio. Our analysis makes use of the function W
defined in [5] and some lemma and theorem related to the classical bin pack-
ing [5]. The function W : [0, 1]→ [0, 8/5] is defined as follows:

W (α) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

6
5α for 0 ≤ α ≤ 1

6 ,

9
5α− 1

10 for 1
6 < α ≤ 1

3 ,

6
5α + 1

10 for 1
3 < α ≤ 1

2 ,

6
5α + 4

10 for 1
2 < α ≤ 1.

Lemma 3 (Garey et al. [5]). Given a set of numbers S = {w1, w2, . . .} with
total at most 1, i.e.,

∑
wi∈S wi ≤ 1, we have

∑
wi∈S W (wi) ≤ 1.7.

Theorem 4 (Garey et al. [5]). In the classical bin packing problem, given any
sequence I of n items with weights w1, w2, . . . , wn, the number of bins used by
first-fit, FF (I), satisfies the inequality: FF (I) ≤∑

1≤i≤n W (wi) + 1.

From Lemma 3, we have a lower bound on the number of bins used in the classical
bin packing.

Corollary 1. In the classical bin packing problem, given any sequence I of n
items with weights w1, w2, . . . , wn, the number of bins required to pack all items
of I is at least

∑
1≤i≤n W (wi)/1.7.

Theorem 5. AFFr(I) ≤ 1.7r ·OPT (I) + logr k for any item sequence I.

Proof. Consider an item sequence I. We create a new item sequence I ′ so that
for each item (w, f) in I, there is a corresponding item (w, f ′) in I ′ with f ′ = rs

where rs ≤ f < rs+1 for some integer s. It can be proved that AFFr(I) ≤
AFFr(I ′).

Consider a packing by AFFr for items of I ′. Let S and S′ be the sets of integers
that denote the classes required to divide the items in I and I ′, respectively. Note
that S = S′ because for any item of I the corresponding item of I ′ falls into the
same class as the item of I. Let b′i be the number of bins used for the items in
class i and let T i = {wi

1, w
i
2, . . .} be the weights of items in class i. As S = S′,

the definition of the set T i is the same for both I and I ′. Since all items in class i
have the same fragility ri, we can apply Theorem 4 and have an upper bound
on b′i, i.e., b′i ≤

∑
wi

j∈T i W (wi
j/r

i) + 1. Summing up for all classes, we have
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AFFr(I ′) =
∑
i∈S′

b′i ≤
∑
i∈S′

∑
wi

j∈T i

W (wi
j/r

i) + |S′|

≤ r ·
∑
i∈S′

∑
wi

j∈T i

W (wi
j/r

i+1) + |S′|

≤ r ·
∑

(w,f)∈I

W (w/f) + |S| (2)

because S = S′ and for each class i item (w, f) ∈ I we have f < ri+1 and the
function W is monotonic increasing.

We define a classic bin packing problem instance Ic by the input sequence I.
For each item (w, f) in I, we create an item in Ic with weight w/f . The number
of bins used by the optimal packing for Ic, OPT c(Ic), is at most the number
of bins used by the optimal packing for I, i.e., OPT c(Ic) ≤ OPT (I), because
we can always transform the latter solution to a former one. By Corollary 1, we
have 1.7 ·OPT c(Ic) ≥∑

(w,f)∈I W (w/f). Together with Inequality 2, we have

AFFr(I) ≤ AFFr(I ′) ≤ 1.7r ·OPT c(Ic) + |S| ≤ 1.7r ·OPT (I) + |S|
where |S| ≤ logr k is the number of classes. ��

Remarks: Suppose that the items of the input sequence consist of only d distinct
fragilities. We can modify our algorithm AFF to group only the items of the
same fragility to the same class and then apply first-fit to pack the items. If
d < k, then AFF in this case has a slightly better performance in terms of the
additive constant, i.e., AFF ≤ 1.7r ·OPT + d.
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Abstract. Falling across the problem of the unforeseen congested events
in the logistic transportation, we build the online vehicle scheduling
model with the recoverable congested vertices in this paper. Our opti-
mization objective minimizes the total time of online scheduling. Consid-
ering the dynamic occurrence characteristics of the congested vertices one
by one, we first introduce three online scheduling strategies, i. e., Greedy
Strategy, Reposition Strategy, and Waiting Strategy, and analyze the
advantages and disadvantages of competitive performances of the three
strategies. Then we propose the Simple Choice Strategy. By competitive
performance analysis, we think that the Simple Choice Strategy could
be an optimal scheduling scheme for online vehicle transportation.

1 Introduction

In practice, the carrier often transports goods by the vehicle from the origin to
the destination. The crossings and roads of traffic networks are viewed as the
vertices and edges of the weighted and undirected graph G = (V,E), where V is
the set of all vertices with |V | = n, and where E is the set of all weighted edges.
Let O be the origin and D the destination respectively, and Oi (1 ≤ i ≤ n− 2)
be the other vertex. Let w(x, y) be the time needed for the vehicle to move from
the vertex x to the vertex y in graph G. In fact, the carrier always hopes that
the vehicle can move along the optimal route so as to minimize the time, while
the optimal route is not creditable, because some vertices may be blocked so as
not to pass through. Let us first consider the following problems:

Q1. If the carrier knows the congested sequence Rk = (r1, r2, · · · , rk) and the
relatively recoverable time sequence T (Rk) = (t(r1), t(r2), · · · , t(rk)) in advance,
then how the vehicle is scheduled to minimize the total time?

Q2. If the information of the congested sequence Rk and the relatively recov-
erable time sequence Tk is dynamically available, i.e., when the carriers can only
know the past and present information, but can not know the future information,
how the vehicle is scheduled to minimize the total time?

Since Q1 is an offline problem, the carriers can obtain the optimal route by
using the classical optimization theory. While Q2 is an online problem, with the
dynamic recurrence of the congested vertices and the recoverable time of the

X. Deng and Y. Ye (Eds.): WINE 2005, LNCS 3828, pp. 574–583, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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relatively congested vertex one by one, it is difficult to deal with Q2. However,
in recent years, there occurs an interesting research focusing in the field of algo-
rithms, which is the online algorithm. The method of competitive analysis can
be used to solve online problem in some sense [1–9].

2 Basic Assumptions

For the convenience of discussion, basic assumptions of online vehicle scheduling
problem are stated as follows.

(1) Suppose the vehicle always meet k (k > 0) number vertices, while going
from O to D by whatever route, and suppose Rk = (r1, r2, · · · , rk) be a congested
sequence, and Ri = (r1, r2, · · · , ri) (0 ≤ i ≤ k) be a subsequence of Rk. For i = 0,
R0 means that the vehicle doesn’t meet the congested vertex.

(2) Blockages happen at the crossings. Let t(ri) (i = 1, 2, · · · , k) be the re-
coverable time of the congested vertex ri, T (Rk) = (t(r1), t(r2), · · · , t(rk)) be
the total recoverable time sequence of Rk, i.e., T (Rk) =

∑k
i=1 t(ri) . Once the

congested vertex is recoverable, it cannot be blocked again.
(3) Graph G′ deriving from the removal of the congested vertices in Graph G

is also connected.
(4) Let Topt(OD|Ri) (0 ≤ i ≤ k) be the minimum required time from O to

D when knowing the occurrence of the congested sequence Ri in advance. For
i = 0, let Topt(OD|Ri) = Topt(OD).

(5) Suppose that the vehicle meet the congested vertex ri at the adjacent
vertex Oi (1 ≤ i ≤ k). Let Topt(OiD|Ri) be the minimum time for the vehicle
to move along the optimal route from Oi to D when the congested sequence Ri

is known in advance.
(6) Let TTALG(OD|Ri) (1 ≤ i ≤ k) be the total time that online algorithm

ALG spent from O to D in the face of the congested sequence Ri one by one.
(7) Suppose that Topt(OD) + T (Rk) > Topt(OD|Rk). Otherwise, the vehicle

can reach the destination within the shortest time after each recovery of the
roads when meeting each congestion.

Definition 1. For any graph G, Topt(OD|Rk) and TTALG(OD|Rk) is called
off-line time and on-line time separately.

Definition 2. For any graph G, if there is only constant α, related to the num-
ber k of sequence of the congested sequence Rk, and any constant β meets this
condition

TTALG(OD|Rk) ≤ αTopt(OD|Rk) + β,

then ALG is called as α-competitive for the on-line problem [1–5].

In fact, the following lemma can be directly obtained from the graph theory.

Lemma 1. It holds that

Topt(OD) ≤ Topt(OD|R1) ≤ Topt(OD|R2) ≤ · · · ≤ Topt(OD|Rk).



576 M. Hu, Y. Xu, and W. Xu

3 Analysis on the Three Basic Strategies

Literature [10] has the minimum cost needed for vehicles in transportation as
its optimized objective, putting forward the competitive algorithms of greedy
strategy and reposition strategy. Here we will draw out these two strategies and
analyze their competitive ratio and competitive performance, taking time as the
optimized objective.

3.1 Greedy Strategy

Greedy Strategy: When the carrier reaches Oi and finds that the next vertex
ri is congested, he can choose the shortest path from the current vertex Oi to
D after excluding the congested vertex sequence Ri, and then moves along this
path.

Denote the Greedy Strategy as A, and we obtain the following theorem.

Theorem 1. For online vehicle scheduling problem with the congested sequence
Rk, the competitive ratio of A is 2k+1 − 1.

Proof. The vehicle starts from O and takes the route according to Greedy Strat-
egy when meeting congested vertex and gets to the destination D, then the route
that the vehicle takes is OO1O2 · · ·OkD. The total time it takes is TTA(OD|R),
which satisfies

TTA(OD|Rk) ≤ Topt(OD)+Topt(O1D|R1)+Topt(O2D|R2)+· · ·+Topt(OkD|Rk).

Note that Topt(OO1), Topt(O1O2|R1), Topt(O2O3|R2),· · ·, Topt(Ok−1Ok|Rk−1),
are parts of Topt(OD), Topt(O1D|R1), Topt(O2D|R2), · · · , Topt(Ok−1D|Rk−1), re-
spectively. Using lemma 1, it follows that

Topt(O1D|R1) ≤ Topt(O1O) + Topt(OD|R1) ≤ 2Topt(OD|R1),
Topt(O2D|R2) ≤ Topt(O2O1|R1) + Topt(O1O) + Topt(OD|R2)

≤ 22Topt(OD|R2),
· · · ,
Topt(Ok−1D|Rk−1) ≤ Topt(Ok−1Ok−2|Rk−2)

+ · · ·+ Topt(O1O) + Topt(OD|Rk−1)

≤ 2k−1Topt(OD|Rk−1),
Topt(OkD|Rk) ≤ Topt(OkOk−1|Rk−1) + Topt(Ok−1Ok−2|Rk−2)

+ · · ·+ Topt(O1O) + Topt(OD|Rk)

≤ 2kTopt(OD|Rk).

Therefore, we have

TTA(OD|Rk) ≤ Topt(OD) + 2Topt(OD|R1) + 22Topt(OD|R2)

+ · · ·+ 2kTopt(OD|Rk)

≤ (2k+1 − 1)Topt(OD|Rk).

This ends the proof.
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Remark 1. Note that, regarding to Greedy Strategy, the online time that the
vehicle takes to move goods from O to D can be 2k+1 − 1 times as much as it
takes for the off-line problem in the worst case. So this strategy is not feasible in
such case. But if the time taken to go along the optimized route every time when
meeting with the congested vertex is “relatively shorter”, it’s quite economic to
adopt this strategy. In normal situation, as for the congested vertex, the time
it takes to go along the roads can be either short (i.e., “good road”) or long
(i.e., “bad road”). Going along the “good road” is of course more economic and
going along the “bad road” takes longer time. So it comes to the situation that
it’s a pity to give it up but risky to adopt. The competitive performance of this
strategy is positive, but risky.

3.2 Reposition Strategy

Reposition Strategy: When the carrier reaches Oi and finds that the next
vertex ri is congested, he moves back to the origin O along the current route and
then chooses the optimal path in G exclusive of the set of the known congested
vertices.

Denote Reposition Strategy as B, and we have the following theorem.

Theorem 2. For online vehicle scheduling problem with the congested sequence
Rk, the competitive ratio of B is 2k + 1.

Proof. The vehicle departs from the origin O. According to Reposition Strategy,
the total online time taken to go from O to D for the vehicle when meeting the
congested vertex is TTB(OD|R). It satisfies

TTB(OD|Rk) ≤ 2Topt(OD) + 2Topt(OD|R1) + 2Topt(OD|R2)
+ · · ·+ 2Topt(OD|Rk−1) + Topt(OD|Rk)

≤ 2Topt(OD|Rk) + 2Topt(OD|Rk) + 2Topt(OD|Rk)
≤ + · · ·+ 2Topt(OD|Rk) + Topt(OD|Rk)
= (2k + 1)Topt(OD|Rk).

This completes the proof.

Remark 2. Note that, regarding to Reposition Strategy, the time that the vehicle
takes to move goods from the origin to the destination can be 2k + 1 times as
much as it takes for the off-line problem in the worst case. Compared with
Greedy Strategy, Reposition Strategy is avoiding the risk from taking the “bad
road” but missing the opportunity of taking the “good road”. Taking Reposition
Strategy is not risky but conservative. So we say, the competitive performance
of Reposition Strategy is safe but conservative.

3.3 Waiting Strategy

Waiting Strategy: The carrier stays waiting every time when meeting a con-
gested vertex until it is recoverable, and then he continues moving along the
original route.



578 M. Hu, Y. Xu, and W. Xu

Denote Waiting Strategy as C. We have that the online time is TTC(OD|Rk)=
Topt(OD) + T (Rk), and the offline time is Topt(OD|Rk). Thus, it follows that

TTC(Rk)
Topt(OD|Rk)

=
Topt(OD) + T (Rk)

Topt(OD|Rk)
.

Remark 3. The competitive ratio of Waiting Strategy is not only connected with
the number of the congested vertex but the waiting time T (Rk). When T (Rk) is
small, the competitive ratio is close to 1; but when T (Rk) is large, the compet-
itive ratio is large, too. Therefore, the competitive ratio of Waiting Strategy is
increasing with T (Rk), to an endless amount. So the competitive performance
of Waiting Strategy is both economic and risky.

Here, a very practical question is lying before the carriers: which strategy are
they to choose to arrange their vehicles? Let’s first look at a simple example.

3.4 A Simple Example

Suppose in Figure 1, the vehicle, going from O to D, will in turn meet three con-
gested vertices R = {r1, r2, r3} at the the adjacent vertices Oi (i = 1, 2, · · · , 18)
while travelling by whatever route. And we have t(r1) = 2, t(r2) = 1, t(r3) = 0.5.
To distinguish two routes between O6 and D, we mark a node O0. Suppose
that no information about three congested vertices or three adjacent vertices
be known before hand, nor be the information about the removing time known.

O D

O1 O2 O3
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O7

O8
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1 . 2 2 . 4 
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Fig. 1. The Diagram of the Competitive Analysis
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The weight of edges shows the time for the vehicle to go through the distance.
What is to be considered now is which road to take so that the time is relatively
less.

(1) If the vehicle takes the route according to Greedy Strategy, going along
the optimized route OO1O2O3D, it meets the congested vertex r1 when coming
to O1; if r1 is known, the optimized route O1O4O5D from O1 to D can be
figured out. Then the vehicle goes along this route. When it reaches vertex O4
and meets the congested vertex r2, the optimized route O4O6D from O4 to D
can be figured out if r1, r2 is known. Then the vehicle goes on along this route.
When it comes to vertex O6 and meets the congested vertex r3, if r1, r2, r3 is
already known, the optimized route O6O0D from O6 to D can be figured out.,
then the vehicle goes on along this route to the destination D. Therefore, the
route that the vehicle takes is OO1O4O6O0D. It’s easy to figure out the time
how long it takes the vehicle to go through this route, which is 9.1.

(2) If the vehicle takes the route according to Reposition Strategy, it goes
along the optimized route OO1O2O3D and reaches the vertex O1. Then when
it meets the congested vertex r1, it returns along O1O. If r1 is already given,
going along the optimized route OO7O8O9D, it will return along O7O at the
vertex O7 when meeting congested vertex r2; if r1, r2 is given, going along the
optimized route OO13O14O15D, it will return along O13O at the vertex O13 when
meeting congested vertex r3; if r1, r2, r3 is given, going along the optimized route
OO16O17O18D, it will reach the destination D. So the route that the vehicle takes
is OO1OO7OO13OO16O17O18D. It’s easy to figure out the time the vehicle takes
is 4.8.

(3) If the vehicle takes the route according to Waiting Strategy, it will stop
to wait at the vertex O1 when meeting congested vertex r1 while going along the
optimized route OO1O2O3D. In a time period of two after the congested vertex
r1 is recoverable, the vehicle continues its trip along the original route. Then it
reaches vertex O2 and meets congested vertex r2. After waiting for a time-period
of one, the congested vertex r2 is recoverable and the vehicle continues its trip
along the original route and reaches the vertex O3. At the vertex 3 it meets
congested vertex r3 then wait for a time period of 0.5. After congested vertex r3
is removed, this vehicle goes along the same route and reaches the destination
D. It’s easy to figure out the time that the vehicle takes in the whole trip is 4.2.

(4) Now let’s consider another strategy. For the convenience of discussion,
we assume that the minimum time be the optimal route, because w(·) shows
the time of the optimal route, i.e., the minimum time. The vehicle starts at O
along the optimized route OO1O2O3D and meets congested vertex r1 at the
vertex O1. If r1 is given, the optimized route from O1 to D can be figured out,
which is w(O1O4O5D) = 1.3; and the optimized route from O to D, which is
w(OO7O8O9D) = 0.8. Meanwhile, both the waiting time at vertex O1, which
is t(r1) = 2, and the sum of it with the distance w(O1O2O3D) = 0.1 to go
after the congested vertex r1 is removed, can be figured out, which is 2.1. It
can be seen that w(OO7O8O9D) = 0.8 is the shortest among the three al-
ternatives. Then the decision is to go back from O1 to O, and go on along
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OO7O8O9D. It meets congested vertex r2 when coming to the vertex O7. If
r1, r2 is given, the following items can all be figured out: the optimized route
from O7 to D is w(O7O10O11D) = 0.4 and the optimized route from O to D is
w(OO13O14O15D) = 0.9; the waiting time at the vertex O7 is t(r2) = 1, plus
the distance w(O7O8O9D) = 0.1 to go after r2 is recoverable, the sum is 1.1.
The smallest among the three is w(O7O10O11D) = 0.4, so the vehicle chooses to
go along this route. It comes to the vertex O10 and meets congested vertex r3.
Knowing r1, r2, r3, the optimized route w(O10O12D) = 1.3 from O10 to D; and
the optimized route w(OO13O14O15D) = 0.9 from O to D can be figured out.
And the waiting time at the vertex O10 is t(r3) = 0.5; the sum of it with the
distance w(O10O11D) = 0.1 to go after the congestion at the vertex r3 is recov-
erable, is 0.6. And the smallest of the three is t(r3) = 0.6, so the decision is to
wait at the vertex O10 for a time period of 0.5 until the congestion at the vertex
r3 is recoverable. The vehicle goes on along the route O10O11D and reaches the
destination D. It’s easy to figure out the time for the vehicle to finish the whole
trip is 2.8.

Remark 4. It can be seen from this example that, just as what has already been
said, the performance of Greedy Strategy is active but risky; Reposition Strategy,
conservative but safe; and the performance of Waiting Strategy is directly related
to T (Rk). In Case (4), Reposition Strategy is adopted to avoid the risk of going
along the “bad road”. It also choose Greedy Strategy to grasp the chance of
going the “good road”. Meanwhile, it chooses to wait for some time to go on
the optimized route. As a result, it is better than other strategies in practical
use. Being illuminated by Case (4), we hope to find a good strategy in way of
combining the three strategies together, so that the best choice may be made
among the three strategies: Greedy Strategy, Reposition Strategy and Waiting
Strategy, every time when the vehicle meets congestion. Thus, we will present
the following Simple Choice Strategy that is more economic and feasible.

4 Competitive Analysis of Simple Choice Strategy

Simple Choice Strategy: When the vehicle meets a congested vertex ri with
the number i (i = 1, 2, · · · , k), the carrier first figures out

Ti = min{Topt(OiD|Ri), Topt(OD|Ri), t(ri) + Topt(OiD|Ri−1)},
and then he chooses which strategy to go the later route according to the fol-
lowing condition.

(1) If Ti = Topt(OiD|Ri), the vehicle will choose the route according to Greedy
Strategy.

(2) If Ti = Topt(OD|Ri), the vehicle will go according to Reposition Strategy.
(3) If Ti = t(ri) + Topt(OiD|Ri−1), the vehicle will go according to Waiting

Strategy .
Note that, to figure out Ti, knowing Topt(OiD|Ri), Topt(OD|Ri) and t(ri) +

Topt(OiD|Ri−1). If three of them are equal, or at least two of them are equal,
the carrier takes Ti = t(ri) + Topt(OiD|Ri−1) first, then Ti = Topt(OiD|Ri).
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Denote Comparison Strategy as D, and then it comes the following theorem.

Theorem 3. For online vehicle scheduling problem with the congested sequence
Rk and the relatively recoverable time sequence T (Rk), the competitive ratio of
D is 2k + 1.

Proof. (1) For all i ∈ {1, 2, · · · , k}, if there always comes Ti = Topt(OiD|Ri),
then the vehicle can choose the route according to Greedy Strategy all the way.
The total time is TTD(OD|Rk), which satisfies

TTD(OD|Rk) ≤ w(OO1)+Topt(O1D|R1)+Topt(O2D|R2)+· · ·+Topt(OkD|Rk)
≤ Topt(OD)+Topt(OD|R1)+Topt(OD|R2) + · · ·+Topt(OD|Rk).

Using lemma 1, it follows that

TTD(OD|Rk) ≤ (k + 1)Topt(OD|Rk).

(2) In the worst case, for all i ∈ {1, 2, · · · , k}, if there comes Ti = Topt(OD|Ri),
then the vehicle will go along the route according to Reposition Strategy all the
way. According to theorem 2, the total time is TTD(OD|Rk), which satisfies

TTD(OD|Rk) ≤ (2k + 1)Topt(OD|Rk).

(3) For all i ∈ {1, 2, · · · , k}, if there always comes Ti = t(ri)+Topt(OiD|Ri−1),
then the vehicle will go on the route according to Waiting Strategy. The total
time is

TTD(OD|Rk) = Topt(OD) + T (Rk)

≤ Topt(OD) +
k∑

i=1

Topt(OD|Ri)

≤ (k + 1)Topt(OD|Rk).

(4) There exist j vertices ri1 , ri2 , · · · , rij (1 ≤ i1 < i2 < · · · < ij ≤ k, 1 ≤ j <
k), so that

Ti1 = Topt(OD|r1, r2, · · · , ri1),
Ti2 = Topt(OD|r1, r2, · · · , ri2),
· · · ,
Tij = Topt(OD|r1, r2, · · · , rij ).

(i) The vehicle starts from O. Before the vehicle reaches the congested vertex
ri1 , it is either going along the road of Greedy Strategy or along the road of
Waiting Strategy. According to (1) and (3), the time it takes w11 satisfies

w11 ≤ TTD(OD|Ri1−1) ≤ i1Topt(OD|Rk).

In this case, because Ti1 = Topt(OD|Ri1 ), the vehicle needs to return to the
origin O by the original road according to the Simple Choice Strategy. The
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vehicle takes w12 ≤ w11 to get back, as it doesn’t need to wait at the original
congested vertex.

So far, the time that the vehicle needs to go back and forth w1 satisfies

w1 = w11 + w12 ≤ 2i1Topt(OD|Rk).

(ii) The vehicle starts from O in the second time. Before it reaches the con-
gested vertex ri2 , it is either going along the road of Greedy Strategy or Waiting
Strategy. According to (1) and (3), the time it takes w21 satisfies

w21 ≤ TTD(OD|r1, r2, · · · , ri1 , ri1+1, ri1+2, · · · , ri2−1) ≤ (i2 − i1)Topt(OD|Rk).

In this case, similar to (i), it takes the vehicle w2 of time to finish its trip back
and forth, which satisfies

w2 ≤ 2w21 ≤ 2(i2 − i1)Topt(OD|Rk).

The rest steps may be deduced by analogy.
(iii) For the time of j, the vehicle starts from O, going either along the road

of Greedy Strategy or Waiting Strategy. Before reaching the congested vertex
rij , the vehicle goes back by the original road to O, similar to (ii). This time, it
takes the vehicle wj of time to finish its trip back and forth, which satisfies

wj ≤ 2(ij − ij−1)Topt(OD|Rk).

(iv) For the time of j + 1, the vehicle starts from O, going along the route
either of Greedy Strategy or of Waiting Strategy, until it reaches the destination
D. According to (1) and (3), the time that the vehicle takes to cover this distance
is wj+1, which satisfies

wj+1 ≤ (k − ij + 1)Copt(OD|R).

Therefore, from the origin O to the destination D, the total time is

TTD(OD|Rk) ≤
l=j+1∑

l=1

wl ≤ 2i1Topt(OD|Rk) + 2(i2 − i1)Topt(OD|Rk)

+ · · ·+ 2(ij − ij−1)Topt(OD|Rk) + (k − ij + 1)Topt(OD|Rk)
= (k + ij + 1)Topt(OD|Rk).

Taking (1), (2), and (3) together, according to the definition of competitive
ratio, we can come to the conclusion that the competitive ratio of the Simple
Choice Strategy D is 2k + 1 for online vehicle scheduling problem with the
congested sequence Rk. This completes the proof.

Remark 5. From the discussion above, it can be seen that Simple Choice Strat-
egy is ultimately promoted in competitive performance, although it has the same
competitive ratio that is 2k+1 as Reposition Strategy. It fully takes the dynamic
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features of the congested vertices into account and the advantages of the three
strategies: Greedy Strategy, Waiting Strategy and Reposition Strategy. Differ-
ent strategies are adopted in different situations, so that the best choice is made
among the three strategies every time when the vehicle meets congestion. Greedy
Strategy is used to fully grasp the chance of going the good road; in compulsive
situation, Reposition Strategy is used to avoid the risk of going the bad road or
waiting for too long; choosing to wait for a short time is to go on along the opti-
mized route and avoid the risk of going the bad road. Furthermore, it can avoid
the vehicle to make unnecessary reposition, which is a conservative way. All in
all, the Simple Choice Strategy is a better strategy to integrate the advantages
of all these strategies.

5 Conclusion

The congested vertex problem, which is not foreseeable in choosing what route
to take, is a difficulty in dispatching goods. It is worthwhile to fully discuss
how to put the theoretical results into practice. This paper is giving a tentative
solution for online vehicle scheduling problem in transportation, which of course
needs further discussion, for example, how to make the choice of optimized route,
which can save time and cost, whether the congested vertex can recover as time
goes on, etc.
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Abstract. Owing to numerous potential applications, wireless sensor
networks have been the focus of a lot of research efforts lately. In this
note we study one fundamental issue in such networks, namely the cov-
erage problem, in which we would like to determine whether a region
of interest is sufficiently covered by a given set of sensors. This problem
is motivated by monitoring applications in sensor networks, as well as
robustness concerns and protocol requirements. We show that the cover-
age problem and some of its variants can be treated in a unified manner
using suitable generalizations of the Voronoi diagram. As a result, we are
able to give algorithms that have better runtimes than those proposed
in previous works (see, e.g., [5, 6]). Our approach also yields efficient al-
gorithms for coverage problems where the sensing region of a sensor is
an ellipse or an Lp–ball, where p ≥ 1.

1 Introduction

1.1 Background

Due to recent advances in wireless communication and embedded micro–sensing
MEMS technologies, inexpensive wireless nodes capable of sensing, storing, pro-
cessing, and communicating data are becoming increasingly common and readily
available. Such devices provide the means for building large–scale wireless sensor
networks for various applications, such as distributed data storage [11], target
tracking [12], and habitat monitoring [13], just to name a few. In these appli-
cations, sensors collect information about their surroundings, and the data so
obtained are then aggregated to give a complete picture of the region of interest.
Hence, a fundamental issue in the design of wireless sensor networks is coverage,
i.e. how well are the sensors covering the region of interest. This issue has been
tackled by various researchers in the sensor networks community. Typically, a
sensor s is modelled as a point ps in space, and its sensing region is modelled as
an Euclidean ball centered around ps. From this simple model, many different
coverage problems have been proposed. For example, the authors of [10] consid-
ered the problems of finding the maximal breach path and the maximal support
path in a network, which informally can be viewed as the paths that are least and
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best monitored in the network, respectively. The maximal support path problem
is further investigated by the authors of [9] in which energy consumptions of the
sensors are also being taken into account. The authors of [14, 15], also motivated
by energy consumption considerations, studied the problem of finding a subset
of sensors C so that the region of interest S is covered by those sensors (i.e. each
point in S is within the sensing range of some sensor in C ). This problem is later
generalized by the authors of [16], in which they considered finding a subset of
sensors C of minimal cardinality such that (i) the communication graph formed
by the sensors in C is connected, and (ii) the region of interest S is k–covered by
those sensors (i.e. each point in S is within the sensing ranges of k distinct sen-
sors in C ). They proposed an algorithm that yields a subset whose cardinality is
at most O(log n) times larger than the optimal and has the required properties.

In this note, we consider the following two coverage problems: (i) given a set
of sensors C with their sensing regions and a region of interest S, determine
whether every point in S is k–covered by the sensors in C , where k ≥ 1 is
a given constant; (ii) given a set of sensors C with their sensing regions and
a region of interest S, determine the largest k such that S is k–covered by the
sensors in C . These two problems are motivated by robustness concerns as well as
protocol requirements. For example, triangulation–based localization protocols
require at least three sensors to localize an object, and hence we would like
every point in S to be at least 3–covered. Regarding the first problem, Huang
and co–authors [5, 6] presented an O(nm logm) (resp. O(nm2 logm)) algorithm
for determining whether a region in R

2 (resp. R
3) is k–covered by the given n

sensors, where m is the maximum number of sensing regions that can intersect
the sensing region of a particular sensor. Since m can be of order Θ(n) (see
Figure 1), their algorithms have worst–case runtimes of O(n2 logn) (for the 2–d
case) and O(n3 logn) (for the 3–d case), respectively. Also, it is curious that
the runtimes of both algorithms are independent of k. Thus, it is natural to ask
whether there exists an algorithm that can exploit the tradeoff between runtime
and the parameter k. Regarding the second problem, a näıve approach would be
to run the above algorithm k(≤ n) times, resulting in a worst–case O(n3 logn)
(resp. O(n4 logn)) algorithm for the 2–d case (resp. 3–d case). However, to the
best of our knowledge, this problem has not been addressed directly in the sensor
networks community.

S

Fig. 1. A scenario where m = Θ(n): the n + 1 circles are centered at (1 − 2i/n, 0),
where i = 0, 1, . . . , n, and each of them has radius 1 + ε for some ε > 0
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1.2 Our Contribution

We propose to treat the aforementioned coverage problems in a unified manner
using suitable generalizations of the Voronoi diagram. This provides a rigorous
mathematical framework for tackling those problems and enables us to design
algorithms that have much more favorable worst–case runtimes than those pro-
posed in previous works. Specifically, we show that for the 2–d case, if the sensors
have identical sensing ranges, then problem (i) can be solved in O(n log n+nk2)
time by computing the so–called k–th order Voronoi diagram [4, 8]. Thus, our
algorithm is independent of the configuration of the sensors and depends only on
the number of sensors, n, and the parameter k. Moreover, for k = o(

√
n logn),

our algorithm has a better runtime than that proposed in [5]. In the case where
the sensing ranges are different, we are able to obtain an O(n log n) algorithm
to determine whether a region S ⊂ R

2 is 1–covered. Our framework also allows
us to study coverage problems in which the sensing region is not a ball. In par-
ticular, we give efficient algorithms for determining whether a region S ⊂ R

2 is
1–covered when the sensing regions are modelled as ellipses or Lp–balls, where
p ≥ 1. Both of these algorithms are faster than the straightforward adapta-
tion of the techniques presented in [5]. For problem (ii), we obtain an O(n3)
(resp. O(n4)) algorithm for the 2–d case (resp. for the 3–d case) by using a well–
known relationship between power diagrams and arrangements [2]. This is again
faster than a direct application of the algorithms described in [5, 6].

2 Problem Statement

We formulate the aforementioned coverage problems as follows. For simplicity
of discussion, let the region of interest S be the cube {x ∈ R

d : ‖x‖∞ ≤ 1}. Let
ai ∈ R

d be the position of the i–th sensor, and let Bi ≡ B(ai, ri) = {x ∈ R
d :

‖x − ai‖2 ≤ r2
i } be the sensing region of sensor i, where 1 ≤ i ≤ n. In other

words, the sensing region of sensor i is a ball centered at ai with radius ri. In
the sequel, we shall mainly concern ourselves with the cases d = 2 and 3. For
any given integer k ≥ 1, we say that x ∈ S is k–covered if there exist indices
1 ≤ i1 < i2 < · · · < ik ≤ n such that x ∈ ∩k

j=1Bij . We would then like to answer
the following queries in an efficient manner:

Query 1: (k–Coverage; k–Cov) Is every point in S k–covered by the balls
B1, . . . , Bn? In other words, is it true that for every x ∈ S, there exist indices
1 ≤ i1 < · · · < ik ≤ n such that x ∈ ∩k

j=1Bij ?

Query 2: (Max–k–Coverage; Max–k–Cov) Determine the largest k such
that every point x ∈ S is k–covered by the balls B1, . . . , Bn.

3 The Proposed Solutions

In the above problems, we are required to certify that every point in S is k–
covered by the given balls. Thus, in order to obtain efficient algorithms for both
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problems, we could attempt to find a finite and small set of points in S such
that the queries can be answered by examining only these points. Indeed, our
techniques are motivated by this idea, and they depend on the notion of power
defined as follows. Given the ball B(a, r), we define the power of a point x ∈ R

d

with respect to B(a, r) by pow(x,B(a, r)) = ‖x− a‖2 − r2. Note that:

pow(x,B(a, r))

⎧⎨⎩
< 0 if x ∈ int(B(a, r))
= 0 if x ∈ ∂B(a, r)
> 0 if x ∈ R

d\B(a, r)

As we shall see, the notion of power allows us to treat the aforementioned prob-
lems in a unified manner.

3.1 The k–Cov Problem in R
2 with Identical Disks

To begin, let us consider a version of the k–Cov problem where d = 2 and
ri ≡ r for all i = 1, 2, . . . , n. In other words, we are interested in the two–
dimensional case of the k–Cov problem, with the sensing ranges of all sensors
being identical. Let B1 ≡ B(a1, r), . . . , Bn ≡ B(an, r) be the given balls, and let
C = {a1, . . . , an} be the set of centers. For any subset U ⊂ {1, 2, . . . , n} with
|U | = k, define:

cell(U) =
{
x ∈ R

2 : pow(x,Bu) < pow(x,Bv) ∀u ∈ U, v ∈ {1, 2, . . . , n}\U}
=
{
x ∈ R

2 : ‖x− au‖2 < ‖x− av‖2 ∀u ∈ U, v ∈ {1, 2, . . . , n}\U}
The set cell(U) is the so–called Voronoi region of U . Intuitively, cell(U) is the
set of points in R

2 closer to all points in U than to any point in C \U . It is
well–known (see, e.g., [4, 8]) that the Voronoi regions of all subsets of cardinality
k induce a subdivision of R

2, called the k–th order Voronoi diagram of C and
denoted by Vk(C ). Moreover, such a subdivision is polyhedral. Now, observe that
for x ∈ cell(U) ∩ S, we have x being k–covered iff pow(x,Bu) < 0 for all u ∈ U .
This suggests the following algorithm for determining whether S is k–covered or
not. First, we compute the k–th order Voronoi diagram Vk(C ) of the point set
C . Then, as we will demonstrate below, it suffices to check whether the following
points are k–covered: (i) the vertices of Vk(C ) in S, (ii) the intersections between
the sides of S and Vk(C ), and (iii) the corners of S. We say that x ∈ S is a critical
point if it belongs to one of the above three categories. Thus, in order to correctly
answer the query, it suffices to check for the critical points. We summarize our
algorithm below (see Algorithm 1).

Theorem 1. Algorithm 1 correctly answers the query.

Proof. For each x ∈ S, let a(x) be its k–th closest neighbor in C . Clearly, we have
pow(x, a(x)) > 0 if x is not k–covered. Let x̂ ∈ S be such that pow(x̂, a(x̂)) is
maximized. Note that such an x̂ exists since S is compact and the power distance
to the k–th closest point in C is a continuous function. We now consider two
cases:



588 A. Man-Cho So and Y. Ye

Algorithm 1 Testing k–Coverage by Identical Disks in R
2

Given: A set of n disks B1 ≡ B(a1, r), . . . , Bn ≡ B(an, r) in R
2, and an integer k ≥ 1.

1: Compute the k–th order Voronoi diagram Vk(C ) for the set of points C =
{a1, . . . , an}.

2: for each vertex v of Vk(C ) that lies within S do
3: Let {ai1(v), . . . , aik(v)} be the k closest neighbors of v in C .
4: if ∃j such that pow(v, aij (v)) > 0 then
5: Return No
6: end if
7: end for
8: for each side l of the square S do
9: Let {pj}M

j=1 be the union of the two endpoints of l and the intersections between
l and Vk(C ).

10: for each j = 1, 2, . . . , M do
11: Let ai1(pj), . . . , aik (pj) be the k closest neighbors of pj in C .
12: if ∃t such that pow(pj , ait(pj)) > 0 then
13: Return No
14: end if
15: end for
16: end for
17: Return Yes

Case 1: x̂ ∈ int(S)
We claim that x̂ is a vertex of Vk(C ). Suppose that this is not the case. Then,
we have the following possibilities:

Case 1.1: x̂ ∈ cell(U) for some U ⊂ {1, 2, . . . , n} such that |U | = k. Then,
the gradient of pow(·, a(x̂)) at x̂ is d(x̂) = 2(x̂− a(x̂)). In particular, an ascent
direction is given by d(x̂) (if x̂ = a(x̂), then all directions are ascent directions).
Now, let x′ = x̂ + αd(x̂), where α > 0 is sufficiently small so that x′ ∈ cell(U).
Then, we have ‖x′−a(x̂)‖2 > ‖x̂−a(x̂)‖2. Moreover, since every x ∈ cell(U) has
the same k closest neighbors in C , we have ‖x′ − a(x′)‖2 ≥ ‖x′ − a(x̂)‖2. This
shows that x̂ is not a maximizer, which is a contradiction.

Case 1.2: x̂ lies on the interior of an edge e in Vk(C ) defined by the intersection
of the closure of two cells, say e ≡ int

(
cell(U) ∩ cell(V )

)
, where |U | = |V | = k.

Let ai, aj be two distinct k–th closest neighbors of x̂ in C (cf. [8]). Note that
the equation of the line Le containing e is given by ‖x − ai‖2 = ‖x − aj‖2, or
equivalently,

Le : 2(aj − ai)Tx = ‖aj‖2 − ‖ai‖2

Define u = (aj−ai)/‖aj−ai‖, and let v �= 0 be such that uTv = 0. Note that
v is a vector along the direction of Le. Now, consider the point x′ = x̂ + αv for
some α ∈ R to be determined shortly. Note that for sufficiently small |α| > 0,
we have x′ ∈ e. Moreover, we compute:

‖x′ − aj‖2 = ‖x̂− aj‖2 + α2‖v‖2 + 2αvT (x̂ − aj) (1)
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Thus, if α �= 0 is chosen with a suitable sign with |α| small enough, then we
have 2αvT (x̂ − aj) ≥ 0 and x′ ∈ e. This implies that ‖x′ − aj‖2 > ‖x̂ − aj‖2.
Moreover, x′ has the same k closest neighbors as x̂ in C (since x′ ∈ e), and for
all points q on the edge e, we have ‖q − ai‖2 = ‖q − aj‖2 ≤ ‖q − ak‖2 for all
k �∈ U ∪ V . This contradicts the definition of x̂.

Case 2: x̂ ∈ bd(S)
Let l be the side of S such that x̂ ∈ l. Suppose that x̂ ∈ int(l)∩ cell(U) for some
U . We claim that x̂ is not a maximizer. To see this, let v �= 0 be a vector along
the direction of l. Now, consider the point x′ = x̂ + αv for some α ∈ R to be
determined shortly. As before, we have x′ ∈ int(l) ∩ cell(U) if |α| > 0 is chosen
to be sufficiently small. Moreover, using (1), we see that α can be chosen such
that ‖x′ − a(x̂)‖2 > ‖x̂− a(x̂)‖2 (recall that a(x̂) is the k–th closest neighbor of
x̂ in C ). Since every x ∈ cell(U) has the same k closest neighbors in C , we have
‖x′ − a(x′)‖2 ≥ ‖x′ − a(x̂)‖2. This again contradicts the definition of x̂.

Theorem 2. Algorithm 1 runs in time O(n log n + nk2).

Proof. The k–th order Voronoi diagram Vk(C ) of the n–point set C can be
computed in O(n log n + nk2) time using the algorithm described in [1]. As is
shown in [8], the total number of vertices, edges and cells in Vk(C ) is bounded
by O(k(n − k)). Thus, the remaining steps can be done in O(k2(n − k)) time.
This completes the proof.

The algorithm above possesses some interesting features that deserve further
discussion. First, observe that we have reduced the coverage problem to an opti-
mization problem, in which we are trying to find an x ∈ S such that the distance
to its k–th closest neighbor in C is maximized. Such a viewpoint enables us to
answer the coverage query by examining only a set of critical points, and the
efficiency of our algorithm comes from the facts that (i) the k–th order Voronoi
diagram can be computed efficiently, and (ii) there exists a small set of criti-
cal points. As we shall see in subsequent sections, these ideas can be used to
obtain efficient algorithms for other coverage problems. Secondly, note that the
same analysis would go through if the region S is, say, a convex polygon with a
constant number of sides. All we need is that the number of candidate maxima
on the boundary of S is small. Thirdly, we observe that the k–th order Voronoi
diagram depends only on the locations of the centers a1, . . . , an but not on the
common sensing range r. Thus, it is not necessary to re–compute Vk(C ) every
time we change the value of r. It suffices to check the critical points described in
the algorithm, and this requires only O(nk2) time. This opens up the possibility
of a binary search strategy to determine the smallest r such that S is k–covered.

3.2 The 1–Cov Problem with Various Sensing Regions

In most previous works, the sensing region of a sensor is modelled as an Euclidean
ball. In this section, we show how our techniques can be extended to yield efficient
algorithms for the 1–Cov problem with various sensing regions. As before, we
shall assume that S is the cube {x ∈ R

d : ‖x‖∞ ≤ 1}.
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Covering with Non-uniform Disks. Suppose that we are given a set of balls
B1 ≡ B(a1, r1), . . . , Bn ≡ B(an, rn), and we would like to determine whether
S is covered by these balls. To answer this query, we first compute the power
diagram of the collection B = {B1, . . . , Bn} [2], which is a collection of cells of
the form:

cell(i) =
{
x ∈ R

2 : pow(x,Bi) < pow(x,Bj) ∀j �= i
}

where pow(x,Bi) = ‖x − ai‖2 − r2
i for x ∈ R

2 and i = 1, 2, . . . , n. Clearly, a
point x ∈ S is not covered iff min1≤i≤n pow(x,Bi) > 0. Thus, we see that S is
not covered iff the optimal value of the optimization problem

maximize min
1≤i≤n

pow(x,Bi)

subject to x2
j ≤ 1 j = 1, 2

(2)

is positive. Using the arguments in the proof of Theorem 1, it can be shown that
the candidate maxima of (2) are precisely the critical points introduced before,
i.e. (i) the vertices of the power diagram P (B), (ii) the intersections between the
sides of S and P (B), and (iii) the corners of S. Thus, to determine the optimal
value of (2), we can proceed as in Algorithm 1. Since the power diagram P (B)
of the collection B can be computed in O(n log n) time and the total number of
vertices, edges and cells in P (B) is bounded by O(n) [2], we obtain the following
theorem:

Theorem 3. The 1–Cov problem in R
2 can be solved in O(n log n) time.

We remark that the above approach works in the three–dimensional case as
well. Specifically, by following the arguments in the proof of Theorem 1, one can
show that it is enough to check whether the following points are covered: (i) the
vertices of the power diagram P (B) that lie in S, (ii) the 0–flats that arise from
the intersections between the sides of S and P (B), and (iii) the corners of S.
Since the power diagram P (B) in R

3 can be computed in O(n2) time and the
total number of features (i.e. vertices, edges, ...) in P (B) is bounded by O(n2)
[2], we have the following theorem:

Theorem 4. The 1–Cov problem in R
3 can be solved in O(n2) time.

Note that in both cases, our algorithms have much better worst–case runtimes
than those proposed in [5, 6].

Covering with Ellipses. Suppose that we are given a collection of ellipses
E1, . . . , En, where Ei is the ellipse defined by (x− ai)TQi(x− ai) ≤ r2

i , with Qi

symmetric positive definite, and we would like to answer the query with the Bi’s
replaced by the Ei’s. As before, we may define pow(x,Ei) = (x−ai)TQi(x−ai)−
r2
i for x ∈ R

2. To answer the query, we first compute the “power diagram” of the
collection {E1, . . . , En}. Although this “power diagram” is no longer polyhedral,
we can still show that the optimum must occur at a critical point as defined
before. First, by using a similar argument as before, it is easy to see that x̂
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cannot lie in the interior of a cell. Now, the intersection σ of the closure of two
cells is a portion of a quadratic curve Cσ, whose equation is given by:

Cσ : (x− ai)TQi(x− ai)− r2
i = (x− aj)TQj(x− aj)− r2

j

Let x̂ ∈ int(σ), and consider the two vectors v1 = Qi(x̂ − ai)/‖Qi(x̂ − ai)‖
and v2 = Qj(x̂ − aj)/‖Qj(x̂ − aj)‖. Note that vi is the gradient vector of the
function pow(·, Ei) at x̂, where i = 1, 2. Thus, if the angle spanned by v1 and v2
is strictly less than π, then we can increase the objective value by moving along
the curve Cσ in the direction that lies within the cone spanned by v1 and v2,
which is a contradiction. On the other hand, if the angle spanned by v1 and v2
is exactly π, then we can find an v �= 0 such that vT v1 = vT v2 = 0. Now, for
any α �= 0, we have:

(x̂ + αv − ai)TQi(x̂ + αv − ai)− r2
i

= (x̂− ai)TQi(x̂− ai)− r2
i + 2αvTQi(x̂ − ai) + α2vTQiv

= (x̂− ai)TQi(x̂− ai)− r2
i + α2vTQiv

and similarly,

(x̂ + αv − aj)TQj(x̂ + αv − aj)− r2
j = (x̂− aj)TQj(x̂− aj)− r2

j + α2vTQjv

Since Qi and Qj are positive definite, we see that (x̂+αv−ai)TQi(x̂+αv−ai) >
(x̂−ai)TQi(x̂−ai) and (x̂+αv−aj)TQj(x̂+αv−aj) > (x̂−aj)TQj(x̂−aj) for
all α �= 0. It follows that by moving along Cσ, we can increase the objective value,
which again contradicts the definition of x̂. Finally, the case where x̂ ∈ bd(S)
can be handled as before.

The “power diagram” for ellipses can have complexity Θ(n2+ε) for any ε > 0,
and it can be computed in O(n2+ε) time as well [3]. Thus, we have the following
theorem:

Theorem 5. The 1–Cov problem in R
2 with ellipsoidal sensing regions can be

solved in O(n2+ε) time, for any ε > 0.

Covering with Lp–Balls. Let p ≥ 1 and r > 0 be fixed, and suppose now
that we are given a collection of Lp–balls B1, . . . , Bn, where Bi is defined by
‖x − ai‖p

p ≤ rp (i.e. all the Bi’s have the same radius). As before, we would
like to answer the query of whether S is covered by the Bi’s. For this purpose,
we define pow(x,Bi) = ‖x − ai‖p

p − rp for x ∈ R
2 and formulate an optimiza-

tion problem similar to (2). The optimal value and the optimal solution can
then be determined by first computing the Lp–Voronoi diagram of the point set
{a1, . . . , an} (see [7]) and then checking the objective values at the corresponding
critical points. We omit the details and summarize the results as follows:

Theorem 6. The 1–Cov problem in R
2 with identical Lp sensing regions can

be solved in O(n log n) time.
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3.3 The Max–k–Cov Problem

We now turn our attention to the Max–k–Cov problem, which is to determine
the largest k such that S is k–covered by the given balls B1, . . . , Bn (here, we
consider the Euclidean metric). To do this, we first use the algorithm in [2] to
compute all the k–th order power diagrams (where 1 ≤ k ≤ n − 1). This takes
O(n3) time for the 2–d case and O(n4) time for the 3–d case. Then, we can check
the critical points in each of these diagrams as before and determine the largest
k such that S is k–covered by the balls B1, . . . , Bn. Since the total number of
features in all the k–th order power diagrams is bounded by O(n3) for the 2–d
case and by O(n4) for the 3–d case [2], we obtain the following theorem:

Theorem 7. The Max–k–Cov problem in R
2 (resp. R

3) can be solved in O(n3)
(resp. O(n4)) time.

Notice that this is more efficient than a direct application of the algorithms in
[5, 6].

4 Conclusion

In this note we have proposed to use suitable generalizations of the Voronoi di-
agram to treat various coverage problems that arise from the design of wireless
sensor networks. We have shown that in many cases, the runtimes of our algo-
rithms are better than those proposed in earlier works. Moreover, our approach
allows us to handle sensing regions whose shapes cannot be conveniently mod-
elled as Euclidean balls. We remark, however, that the proposed algorithms are
not distributed in nature. Since it is desirable to have decentralized computa-
tions in a wireless sensor network, an interesting future direction would be to
find efficient distributed algorithms for the coverage problems discussed in this
note.

References

1. Alok Aggarwal, Leonidas J. Guibas, James Saxe, Peter W. Shor, A Linear–Time
Algorithm for Computing the Voronoi Diagram of a Convex Polygon, Discrete and
Computational Geometry 4:591–604, 1989.

2. F. Aurenhammer, Power Diagrams: Properties, Algorithms and Applications,
SIAM Journal of Computing 16(1):78–96.

3. Pankaj K. Agarwal, Otfried Schwarzkopf, Micha Sharir, The Overlay of Lower En-
velopes in Three Dimensions and Its Applications, Proceedings of the 11th Annual
Symposium on Computational Geometry, 1995.

4. Bernard Chazelle, Herbert Edelsbrunner, An Improved Algorithm for Constructing
k–th Order Voronoi Diagrams, IEEE Transactions on Computers C–36(11):1349–
1354, 1987.

5. Chi–Fu Huang, Yu–Chee Tseng, The Coverage Problem in a Wireless Sensor Net-
work, Proceedings of the 2nd ACM International Conference on Wireless Sensor
Networks and Applications (WSNA), pp. 115–121, 2003.



On Solving Coverage Problems in a Wireless Sensor Network 593

6. Chi–Fu Huang, Yu–Chee Tseng, Li–Chu Lo, The Coverage Problem in Three–
Dimensional Wireless Sensor Networks, IEEE GLOBECOM, 2004.

7. D. T. Lee, Two–Dimensional Voronoi Diagram in the Lp–Metric, Journal of the
ACM 27(4):604–618, 1980.

8. Der–Tsai Lee, On k–Nearest Neighbor Voronoi Diagrams in the Plane, IEEE Trans-
actions on Computers C–31(6):478–487, 1982.

9. Xiang–Yang Li, Peng–Jun Wan, Ophir Frieder, Coverage in Wireless Ad–Hoc Sen-
sor Networks, Proceedings of the IEEE International Conference on Communica-
tions (ICC), 2002.

10. Seapahn Meguerdichian, Farinaz Koushanfar, Miodrag Potkonjak, Mani B. Srivas-
tava, Coverage Problems in Wireless Ad–Hoc Sensor Networks, IEEE INFOCOM,
2001.

11. Sylvia Ratnasamy, Brad Karp, Scott Shenker, Deborah Estrin, Ramesh Govindan,
Li Yin, Fang Yu, Data–Centric Storage in Sensornets with GHT, a Geographic
Hash Table, Mobile Networks and Applications 8(4):427–442, 2003.

12. Jaewon Shin, Anthony Man–Cho So, Leonidas Guibas, Supporting Group Commu-
nication among Interacting Agents in Wireless Sensor Networks, Proceedings of
the IEEE Wireless Communications and Networking Conference (WCNC), 2005.

13. Robert Szewczyk, Eric Osterweil, Joseph Polastre, Michael Hamilton, Alan Main-
waring, Deborah Estrin, Habitat Monitoring with Sensor Networks, Communica-
tions of the ACM 47(6):34–40, 2004.

14. Di Tian, Nicolas D. Georganas, A Coverage–Preserving Node Scheduling Scheme
for Large Wireless Sensor Networks, Proceedings of the 1st ACM International
Conference on Wireless Sensor Networks and Applications (WSNA), pp. 32–41,
2002.

15. Fan Ye, Gary Zhong, Jesse Cheng, Songwu Lu, Lixia Zhang, PEAS: A Robust
Energy Conserving Protocol for Long–Lived Sensor Networks, Proceedings of the
23rd International Conference on Distributed Computing Systems (ICDCS), 2003.

16. Zongheng Zhou, Samir Das, Himanshu Gupta, Connected K–Coverage Problem in
Sensor Networks, Proceedings of the 13th International Conference on Computer
Communications and Networks (ICCCN), 2004.



A Computational Model of Mortgage
Prepayment Options

Ming Yang and Renfeng Xiao

Department of mathematics, Huazhong University of Science and Technology,
Wuhan, Hubei 430074, P.R. China

yangming @263.net

Abstract. This paper develops a computational model of residential
mortgage prepayment over discrete time. The prepayment options at
every payment date are embedded in the model by using real options
approach and according to Chinese residential mortgage loan payment
schedule. The computational approach of the model is shown in the pa-
per. A forecasting for cash flow of the bank and a penalty strategy de-
signed against prepayment behavior under the prepayment option are
given in the paper as the applications of the model.

1 Introduction

Now, it has been well understood by academic and practitioner researchers that
the mortgage prepayment is a kind of risk [1] ,[2], [3], [4]. And developing a
good model is a central task in the evaluation of mortgage and mortgage-backed
securities. In China, since the house commercial process began at 1998, the resi-
dential mortgage loan is the main choice by Chinese households when they take
their house-buying decision. So, Chinese single-family residential mortgage loan
market is an emerging market and has an enormous size. The most Chinese
households have no ability to pay the house-buying charge when they enter the
mortgage loan contracts. For lack the experiences of domestic residential mort-
gage loan market operation, it is difficult for commercial banks to forecast the
borrower’s prepayment behaviors and therefore, the mortgage loan contracts is
not initially designed against the prepayment behaviors. As mortgage prepay-
ment phenomena increasingly occurs, it has been received extensive attention
in Chinese residential mortgage loan market [5]. The household’s decision to
prepay is based, of cause on a variety of factors, some directly relate to inter-
est rates of the mortgage loan, others mainly due to the prepayment ability
of household. The changing of Chinese household’s payment abilities usually
comes from following sides. First, considering the level of household’s income,
the most borrowers prefer the mortgage loan contracts with longer expiration.
However, within the longer period, the increasable savings may improve the
borrower’s payment ability. Second, a part of borrowers with enough payment
ability enter the mortgage loan contracts in order to keep their investing abil-
ity to other markets. For them, when the mortgage loan interest rate floats,
they may change their investing portfolio and choose prepayment. Moreover,
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some borrower’s prepayment ability currently comes from the contracted–house
trade. Finally, developing of Chinese economic conditions enhance the prepay-
ment ability of Chinese household’s payment and let a number of households
have necessary conditions to hold prepayment options. Subsequently, the analy-
sis and forecasting of mortgage prepayment cash flow have become increasingly
crucial to Chinese commercial banks and regulatory bodies. For their practical
important, the attention they have received in literatures. Some studies are un-
dertaken to investigate the value of prepayment options [6], [7]. Some approaches
for modeling the prepayment of a mortgage pool have been introduced [8], [9].
Some models dealing with prepayment phenomenon took into account default
and refinancing cost of the mortgage, for e.g. [10]. However, the existing models
on the prepayment options normally accompany a fixed–rate mortgage. Of cause
the papers mentioned above are important for understanding the borrower’s pre-
payment behavior on theoretic perspective. But the models more closely associ-
ated with Chinese mortgage loan market’s operation may have more advantages
in practice. This paper develops a model of prepayment over discrete period. The
prepayment options at every payment date are embedded in the model by using
real options theory and according to Chinese residential mortgage loan payment
contracts. The interest rates of the mortgage loan involved in the model are vari-
ables. A computational approach for valuing the prepayment options is shown
in the paper. Forecasting cash flow of the bank under the prepayment option
and a penalty strategy designed against prepayment behavior are given in the
paper as some applications of the model.

The remained sections of this paper are organized as following: section 2
is used to develop the model to describe the prepayment option values. The
approach of valuing the prepayment option is given in section 3, the approach
mainly used to show the computational feature of the model. Section 4 is served
to show some applications of the model, which are used to illustrate how to
use the model to forecast the cash flow for the bank that issues mortgage loan
contracts, and how to design the penalty if the banks want to have no loss when
prepayment behavior occurs.

2 Model and Analysis

First let us consider a payment schedule corresponding the residential mortgage
loan contracts used in China: The household and loan bank sign a contract of
residential mortgage loan, in which, the amount borrowed by a household is
A, and the household will pay the constant amount of principal every month
in T years. in other words, the borrower has 12T monthly payment dates, the
scheduled payment is the monthly principal, Π and interest R at each time. In
more details, let n be the current payment date, n = 1, 2, . . . , 12T the principal
Π and the interests should be paid at the nth payment day, says Rn are shown
as following respectively.

Π =
A

12T
, Rn =

12T + 1− n

12T
A

1
12

γn
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Where, γn is the float interest rate of mortgage loan in the nth month, therefore
the interest Rn is the interest of capital amount occupied by borrower in the nth
month. So the current monthly scheduled payments are the sum of principal and
interest, Π + Rn. The float interest rate of mortgage loan γn is an uncertainty
effect factor in borrower’s payment. However, in every payment date, the bor-
rower may choose the prepayment strategy. The residential mortgage contracts
usually do not contain relevant terms against the prepayment behavior in China.
Therefore, one can believe that a mortgage contract contains a series of options
permitting the borrowers not to make the scheduled payment. The borrower’s
ability to prepay represents a call options. The contract length of these options
is one–month and exercisable on the payment date. Here, the one of the exer-
cising way occurring in China is considered: the borrower select to prepay the
loan entirely. Since prepayment has been viewed as a kind of default behavior,
assume that the borrower has to pay penalty Q(n) for his prepayment in nth
month. The cost to change the contract, says C, for his prepayment behavior is
assumed to be charged by loan bank. Formally, if the borrower exercises the pre-
payment option at the period n, he has to pay the following mount to terminate
the mortgage loan contract.

12T∑
i=n

Π + Qn + C

Of cause, this call option is not necessarily exercised optimally. Whether the bor-
rower decides to prepay is based on the comparison of value of current payment
to exercise option and the discounted presented value of his all-future scheduled
payment. Let us denote by G(n) the difference of borrower presented value of
scheduled payment and the current value of prepayment.

G(n) =
N∑

i=n

Π + Ri

ρin
−

N∑
i=n

(Π + C + Qn) (1)

The first term in the G(n) presented the value of his all future scheduled
payment which is discounted by future capital market interest rate ρi,n. The
subscripts i, n are used to denote that the rate ρi,n discounts the ith month
capital to the nth month. G(n) is random from the perspective of period n, so
we must take its expected value. The expected value of G(n) can be viewed as
benefit from the borrower’s prepayment decision. From the viewpoint of NPV ,
in the period n, if the expected value of G(n) conditional on the information of
period n take the positive value, En[G(n)] > 0, the borrower will have incentive
to prepay the mortgage loan and get the expected benefit En[G(n)]. But it
may not correct from the viewpoint of real options theory. During the life of
loan contract, the borrower holds prepayment options at every payment date
with total number 12T . Let F (n) be the value of prepayment option at period
n. If the borrower prepays at payment date n, he gets an immediate profit
flow E[G(n)], but gives up the opportunity or option to prepay in the next
payment date, which is valued at F (n+1). The value F (n+1) must be accounted
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in the cost of the opportunity to exercise the current prepayment option. by
using Bellman’s principle of optimality, the Bellman equation satisfied by F (n)
is shown as following:

F (n) = max{En[G(n)]− F (n + 1)
1 + ρn+1,n

, 0} (2)

If F (n) is positive and at same time the borrower has the ability to prepay,
the prepayment behavior of borrower will occur. In the last payment date, for
borrower has no chance to prepay, we have F (12T ) = 0. From the equation 2,
it can be derived that whenever F (n) is positive, then En[G(n)] is positive, but
the converse is not true. In other words, when the borrower decides to prepay
by using real options rule, the same decision will be leaded by using NPV rule.
Conversely, a prepayment decision resulted by NPV approach may not true for
it ignores the flexibility of exercising prepayment option. This model focuses
on the prepayment behavior, the other default factors are not involved in the
model. So we assume that borrowers who may make prepayment decisions have
the ability to pay the scheduled payment of the loan contracts.

3 Valuing the Prepayment Options

In the section 2, the recursive structure about the value of option to prepay has
been given. The aim of this section is to discuss the problem how to find the
value F (n) and which parameters are accessible in the practice.

3.1 Evaluate the Expected Value of G(n)

First let us calculate the expected value En[G(n)]. From the formula 1, G(n) is
the random variable for it contains interest rate γn and the discount factor ρi,n.
The penalty Q(n) ,and the cost of changing the contract, C are given by the
bank. Usually the penalty Q(n) is designed as the function of the parameters of
mortgage loan contract A, T , prepayment date n and contingents to the state of
interest rate of mortgage loan, γn. In the section 4, a penalty aimed to against
prepayment is designed, and C is assumed to be constant. Also in the practice,
the float interest rate of mortgage loan and interest rate of capital market can
be model as stochastic processes. So we have

En[G(n)] =
N∑

i=n

E

(
Π + Ri

ρi,n

)
−

N∑
i=n

(Π + C + En[Qn]) (3)

If the processes γn, ρi,n are given, then the all parameters needed in calcula-
tion of G(n) are accessible.

3.2 Evaluate the Value of Prepayment Option F (n)

The value of prepayment option F (n) can be determined from recursive struc-
ture 2. We can start at time T and work our way backward to find F (n). For
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F (12T ) = 0, we can easily get the F (12T − 1) = max{E12T−1[G(n)], 0}, by
using the same process, the sequence of options value : F (12T ), F (12T − 1),
. . . , F (2), F (1) can be obtained. The situations that we are interested in are
those components taking positive value in the sequence, that is F (ni) > 0,
i = 1, 2, . . . ,m. In the corresponding payment month ni, the prepayment be-
haviors may occur. Whether the borrower decides to prepay or not is based, of
cause on the variety of factors, such as interest rate variations, income varia-
tions and so on. Now, whether the borrower chooses to prepay at once or not
depends on whether the scheduled payment level is above the prepayment level.
Of cause, F (n) > 0 is not sufficient condition to make prepayment decision. In
China, the loan amount A is usually larger than the household’s initial payment
ability; one of the factors affecting prepayment behavior is borrower’s income
shock. If the borrower receives a good shock in his income or some other factors
that affect borrower’s payment ability take change, the actual prepayment will
occur.

Beyond the prepayment ability of borrower, the model shows that the val-
ues of prepayment options are underlying interest rate process and sensitive to
changes in interest rates and also determined by the term structure of interest
rate process.

4 The Applications of the Model

4.1 The Cash Flow Forecasted by the Prepayment Model

In the theoretic research and practice, the risks of prepayment make the tim-
ing of bank’s cash flow difficult to predict. However, estimating the cash flow
associated residential mortgage loan under prepayment uncertainty is every
important for a commercial bank to prevent from its liquidity risks and is
one of the most important problems to mortgage-backed securities. This sec-
tion suggests a way of estimating cash flow of the mortgage loans as one of
the applications of the mortgage prepayment model developed in the previous
section.

From the model, those borrowers who have the payment abilities in the nith
month will prepay since F (ni) > 0, where 0 ≤ i ≤ m. Suppose M residential
mortgage loan contracts with the same expiration T are signed at the same time.
Let pi be the expected proportion of the borrowers who have the prepayment
abilities in the nith month, then there will be piM borrowers exercise their
prepayment options; therefore there will be piM loan contracts are terminated in
the nith month. When n = ni, the nth month cash flow is consisting of two parts,
one of them is associated with the prepayments and the other part is associated
with the scheduled payments. When n is between the two prepayment months,
that is the situation of ni < n < ni+1, there is no borrower will prepay, the
cash flow in the nith month will only be the part associated with the scheduled
payments. So the expected cash flows of the M mortgage loan contracts can be
estimated as following:
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MEn[Π + Rn] 1 < n < ni

MEn

[
pn[(12T + 1− n)Π + C + Qn] + (1 −∑i

k=1 pnk
)(Π + Rn)

]
n = ni

M(1−∑i
k=1 pnk

)En[Π + Rn] ni < n < ni+1
M(1−∑m

k=1 pni)En[Π + Rn] n = N
(4)

The result shows that using this model, the problem about the uncertainty of
cash flow in the mortgage-backed securities may be solved. But the key param-
eter used in the estimation of cash flow is prepayment proportion at period ni,
noted by pi. The proportion pi is defined as the ratio of ”the borrowers who have
prepayment ability” to ”the borrowers who do not end the mortgage contract”in
the nith month. The estimation for the borrower’s prepayment ability which is
affected by some factors mentioned in the section 1. The changing process of the
borrower’s payment ability is usually the complex process. Here, a feasible pro-
cess is suggested to estimate the proportion by using the history dates provided.
The process is described as the following steps:

1. Identify the N historic mortgage contracts which have the same expiration
into K subsets. All the Mk contracts in kth subset are signed at the same
time.

2. In the subset k, (k = 1, 2, . . . ,K), find out the jth month in which the
prepayment behavior have occurred, and denote this month by nk,j . Where
nk,j is served to denote in the kth subset, the jth month in which prepayment
will occur. And qk,j is used to denote the propotion of the borrowers who
have chosen to prepay.

3. In the subset k, the proportion qk,j of borrowers must get their repayment
abilities between the nk,j−1th month and nk,jth month, including the nk,jth
month. So the proportion of the borrowers who have the prepayment abilities
just in the nth month , nk,j−1 < n ≤ nk,j , is shown as the following if we
assume that the distribution is uniform over the payment date.

qk,j

nk,j − nk,j−1

4. Evaluate the weighted sum:

qn =

∑K
i

qk,j

nk,j−1−nk,j

N

Take the value as the proportion of all the borrowers who have the prepay-
ment abilities just in the nth month.

5. Evaluate the proportion pi, of all the borrowers who will prepay at the
month ni,

pi =
ni∑

ni−1+1

qn

From the ni−1th month to the nith month, the borrowers who have the
prepayment abilities have to prepay in nith month, since the nith month is
the latest prepayment time after the ni−1th month.
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4.2 A Penalty Strategy Designed Against the Prepayment Behavior

Though there are many ways to design the penalty, in this section, a special
penalty model aimed at against the prepayment behaviors of the borrowers is
built. From the section 3, the necessary condition of prepayment is F (n) > 0,
so if Q(n) is large enough the prepayment behavior will never occur. Denote
Q∗(n) as the smallest penalty that satisfies F (n) = 0. From recursive structure
2, Q∗(n) can be designed as following:

Q∗(n) = En

(
12T∑
i=n

A
12T + 12T+1−n

12T Aγn

1 + ρi,n

)
−
(

12T∑
i=n

A

12T
+ C

)
(5)

So , in order to against the prepayment behavior, any penalty Q(n) satisfies
Q(n) ≥ Q∗(n) is available .

5 Conclusions

In Chinese residential mortgage loan market, the prepayment options can be
valued using the model developed in this paper. Employing the value of the pre-
payment option derived in the paper, it is easy for us to identify the prepayment
dates from the payment dates. The prepayment ability of the borrower will re-
sult in actual prepayment at the these payment dates. The results show that the
values of prepayment options are underlying the mortgage loan interest rate and
the interest rate of capital market and sensitive to changes in the interest rates.
The model can be used to predict the cash flow of bank under the prepayment
behavior and also can be used to design the penalty model aimed to against
prepayment behavior.
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Abstract. We present two efficient algorithms for solving the electric
power transaction problem. The electric power transaction problem ap-
pears when maximizing the social benefit on electric power transactions
among some private companies. The problem is a special case of the min-
imum cost flow problem defined on a network with many leaves, where
each leaf corresponds to a (private) company who wants to sell or buy
electric power.

Our first algorithm is based on the minimum mean cycle canceling al-
gorithm and the second algorithm uses a linear time median finding algo-
rithm. The first algorithm finds an optimal solution in
O(n log n k5 log(kC)) time where n is the number of leaves, k is the
number of non-leaf vertices and C is the highest electric power price
per unit that companies may offer. The time complexity of the second
algorithm is bounded by O((n + k3)2kk!) time, which is linear in n. In
many practical instances, k is small and n is very large, hence these algo-
rithms solve the problem more efficiently than the ordinary network flow
algorithms.

Keywords: Electric power transaction, minimum cost flow, median
finding.

1 Introduction

In Japan, the law about the electric power industry was amended so that pri-
vate companies are now able to transact electric power with each other. The
electric power market consists of some areas. Each area corresponds to exactly
one electric power company and every private company attending the market
belongs to exactly one area. All private companies can exchange their electric
power via facilities of the electric power companies in their areas. The areas are
connected by high-capacity electric wires, and private companies in different ar-
eas can exchange the electric power via the high-capacity wires. The transaction
fee between any private companies is zero, even if they belong to different areas.
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To determine a transaction pattern, auctions are held as follows. First, each
private company bids the price and quantity of electric power he wants to sell or
buy. A transaction has to be made between a pair of private companies such
that one wants to sell and the other wants to buy the electric power, and
the selling price per unit is less than or equal to the buying price per unit.
Then, the auctioneer will find a transaction pattern which maximizes the social
benefit defined by the sum total of benefits, ((selling price)− (buying price))×
(the amount of transaction), over all transactions between a pair of private com-
panies. The optimization problem to find a transaction pattern which maximizes
the social benefit is called electric power transaction problem. We can formulate
the electric power transaction problem as a minimum cost flow problem on a
directed graph defined on a set of vertices corresponding to the areas (electric
power companies) and private companies.

We can solve the electric power transaction problem in strongly polynomial
time by algorithms for minimum cost flow problems, e.g., see Goldberg and
Tarjan [4, 5] and Orlin [7]. Known bounds of the computational complexities of
the algorithms above are greater than O(v2) where v denotes the number of
vertices. When we formulate the electric power transaction problem as a min-
imum cost flow problem, the corresponding network has a special structure;
since every private company belongs to exactly one area, the corresponding ver-
tex becomes a leaf. Additionally, the number of areas are usually small and the
number of private companies is very large. In this paper, we discuss an algorithm
whose time complexity have smaller degree with respect to the number of private
companies.

We propose two algorithms for the electric power transaction problem. First,
we refine the minimum mean cycle canceling algorithm by Goldberg and Tar-
jan [5]. Our second algorithm enumerates all (possibly infeasible) flows between
areas satisfying dual feasibility and complementarity conditions, and checks pri-
mal feasibility by a median finding algorithm and a maximum flow algorithm.
The first algorithm solves the problem in O(n logn k5 log(kC)) time, where n
denotes the number of private companies, k the number of areas, and C the high-
est electric power price per unit. The time complexity of the second algorithm
is bounded by O((n + k3)2kk!).

The organization of this paper is as follows. In Section 2, we describe the
electric power transaction problem and formulate it as a minimum cost flow
problem. In Section 3, we propose our first algorithm based on the minimum
mean cycle canceling algorithm. Section 4 gives our second algorithm based on
a linear time median finding algorithm.

2 Minimum Cost Flow Formulation

In this paper, R+ and Z+ denotes the set of non-negative real numbers and
non-negative integers, respectively. Let Γ = {1, 2, . . . , k} be the set of areas. We
consider the complete directed graph with vertex set Γ . We denote the directed
edge set of the complete graph by F . A high-capacity electric wires from area
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i to i′ is defined by a capacity uii′ ∈ R+ of the directed edge (i, i′) ∈ F . When
there does not exists a wire from i to i′, we set the capacity uii′ = 0. For each
area i ∈ Γ , Si and Bi denotes the set of private companies who want to sell
or buy their electric power, respectively. We define n =

∑
i∈Γ |Si| +

∑
i∈Γ |Bi|.

Throughout this paper, we assume that n ≥ k. We denote the jth company in
Si by sij and the jth company in Bi by bij . We represent the bids of private
companies in Si by a pair (pi,ui) where pi ∈ Z

|Si|
+ is the “prices per unit” vector,

and ui ∈ R
|Si|
+ is the vector of upper bounds of the power supplies. Similarly,

the bids of private companies in Bi is denoted by a pair (pi,ui) ∈ Z
|Bi|
+ ×R

|Bi|
+ ,

where ui is the vector of upper bounds of the power demands. We assume that
each element of ui and ui is positive.

For each i ∈ Γ , we introduce variable vectors xi ∈ R
|Si|
+ which represent

the amounts of electric power that private companies in Si sell. Similarly, we
introduce variable vectors xi ∈ R

|Bi|
+ (i ∈ Γ ). We denote the volume of electric

power flow on the wire (i, i′) ∈ F by a variable xii′ . Then we can write down
the electric power transaction problem as follows,

(P) min.
∑

i∈Γ (p�
i xi −p�

i xi),

s. t. x�
i 1−x�

i 1−∑
i′:(i,i′)∈F xii′ +

∑
i′:(i′,i)∈F xi′i = 0 (∀i ∈ Γ ),

0 ≤xi ≤ui (∀i ∈ Γ ),
0 ≤xi ≤ui (∀i ∈ Γ ),
0 ≤ xii′ ≤ uii′ (∀(i, i′) ∈ F ),

where 1 denotes the all-one vector (with a comfortable dimension). Here we note
that the maximum of social benefit is equal to the value −∑

i∈Γ (p�
i xi −p�

i xi)
with respect to an optimal solution. It is easy to see that the problem above is
a minimum cost flow problem. We can obtain an optimal transaction pattern
among private companies by decomposing an optimal flow of the problem above
to a set of flows connecting pairs of private companies.

In the rest of this section, we transform the problem above to a minimum
cost circulation flow problem, which helps the discussions in the next section.
First, we introduce a complete directed graph (Γ, F ) with vertex set Γ and edge
set F . Each element in F is a cost-free directed edge whose capacity is equal
to the capacity of the corresponding electric wire. Next we introduce a set of
n vertices corresponding to private companies, and one artificial vertex r (see
Fig. 1). We also introduce sets of edges ∪i′∈Γ (Si′ × {i′}) and ∪i′∈Γ ({i′} ×Bi′).
The cost of the edge (sij , i) ∈ ∪i′∈Γ (Si′×{i′}) is (pi)j (the jth element of vector
pi), and its capacity is (ui)j . Similarly, we set the cost and the capacity of the
edge (i, bij) ∈ ∪i′∈Γ ({i′} × Bi′) to −(pi)j and (ui)j , respectively. Finally, we
introduce a cost-free directed edges ∪i∈Γ (Bi × {r}) and ∪i∈Γ ({r} × Si) whose
capacities are infinity. Clearly, the minimum cost circulation flow problem on the
network defined above is equivalent to the electric power transaction problem.
The network has k + n + 1 vertices and k(k − 1) + 2n edges.
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electoric power company

want to sell

want to buy

artificial vertex

Fig. 1. network of the electric power transaction problem

3 Cycle Canceling Algorithm

In this section, we refine the well-known minimum mean cycle canceling algo-
rithm [5] for minimum cost circulation flow problem. The minimum mean cycle
canceling algorithm sets the initial flow values on all edges to zero. Then, it
iteratively augments the flow along a cycle whose average cost over its edges is
the smallest on the residual network defined below. Let us consider a network
G = (V,E) with edge cost c ∈ R

|E| and lower (upper) edge capacity l ∈ R
|E|

(u ∈ R
|E|), respectively. We first make copies of edges in E and reverse the

directions of the copies. We call the copy of edge e as e and we call the set of
e’s as E. Given a flow f ∈ R

|E| on G satisfying l ≤ f ≤ u, the residual network
with respect to f is a network G̃ = (V, Ẽ) with an edge set

Ẽ = {e ∈ E | fe < ue} ∪ {e ∈ E | fe > le}.
The cost of an edge e ∈ Ẽ is c(e) if e ∈ E, and the cost of an edge e ∈ Ẽ is −c(e)
if e ∈ E. The lower (upper) capacity of an edge e ∈ Ẽ is 0 and ue − fe if e ∈ E,
and if e ∈ E the lower and upper capacity of e are 0 and fe. In [5], Goldberg
and Tarjan showed that the algorithm terminates in at most s iterations, where
s is the smallest integer satisfying⌊

s− 1
m̃

⌋
≤ − log(lC)

log(1 − 1/l)
,

m̃ is the number of edges, l is the length (the number of edges) of a longest
simple cycle in a residual network, and C is the maximum of the edge costs.

In every residual network with respect to a flow on the electric power trans-
action network, the lengths of simple cycles are bounded by O(k), since ev-
ery simple cycle contains at most two private companies. The number of edges
of a residual network is bounded by O(n + k2). Thus, the number of itera-
tions required in the minimum mean cycle canceling algorithm is bounded by
O(k(n + k2) log(kC)).
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If a minimum mean cycle in a residual network contains an edge from a
private company to a corresponding area i ∈ Γ , the cost of the edge attains
the minimum over edges from private companies to the area i in the residual
network. Thus, when we find a minimum mean cycle in a residual network, for
each area i, we only need to consider an edge from a private company to the
area i. Similarly, for each area i ∈ Γ , we only need to consider an edge from the
area i to a private company whose edge cost is the minimum among the costs of
edges emanating from the area i to private companies in the residual network.
Hence, for finding a minimum mean cycle in the algorithm, it is sufficient to find
a minimum mean cycle on a network with O(k) vertices, which requires O(k3)
time. In the following, we show that we can construct the network with O(k)
vertices in O(k2 + logn) time at each iteration. For each area, we maintain the
set of edges emanating from private companies to the area by an ordinary heap
structure with keys corresponding to the edge costs (in the residual network).
Similarly, we also maintain the set of edges from an area to private companies
with a heap structure. Then we can construct a network with O(k) vertices in
O(k2) time for finding a minimum mean cycle efficiently. The update procedure
of the heap structures requires O(logn) time, since every simple cycle (in a
residual network) contains at most two private companies. From the above, each
iteration of the minimum mean cycle canceling algorithm requires O(k3 + logn)
time.

The total time complexity of the (modified) minimum mean cycle canceling al-
gorithm is bounded by O(k(n+k2) log(kC)(k3 +logn)) = O(n logn k5 log(kC)).

4 Linear Time Algorithm

4.1 Optimality Condition

Here, we describe an optimality condition of minimum cost flow problem P. The
duality theory on linear programming implies that a given feasible flow (x,x,x)
(a feasible solution of problem P) is optimal if and only if there exists a potential
vector q ∈ R

|Γ | satisfying that

(C1) ∀i ∈ Γ, ∀sij ∈ Si,

{
(pi)j > qi ⇒ (xi)j = 0,
(pi)j < qi ⇒ (xi)j = (ui)j ,

(C2) ∀i ∈ Γ, ∀bij ∈ Bi,

{
qi > (pi)j ⇒ (xi)j = 0,
qi < (pi)j ⇒ (xi)j = (ui)j ,

(C3) ∀(i, i′) ∈ F,

{
qi < qi′ ⇒ xii′ = uii′ ,
qi > qi′ ⇒ xii′ = 0.

We say that a potential vector q is optimal, if there exists a feasible flow (x,x,x)
satisfying the optimality condition above. It is well-known that we can check the
optimality of a given potential by using an ordinary max flow algorithm and
it requires O(n + k3) time [3]. The potential vector q is called a shadow price
vector.
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4.2 Single Area Case

In this subsection, we consider a single area case, i. e., k = 1. Given a potential
q of a unique area, we partition the set of private companies as follows;

(S∗, S, S
∗) = ({j ∈ S1 | (p1)j < q}, {j ∈ S1 | (p1)j = q}, {j ∈ S1 | (p1)j > q}),

(B∗, B,B∗) = ({j ∈ B1 | (p1)j < q}, {j ∈ B1 | (p1)j = q}, {j ∈ B1 | (p1)j > q}).

It is easy to see that a potential q is optimal if and only if a pair of intervals
[
∑

j∈S∗(u1)j ,
∑

j∈S∗∪S(u1)j ] and [
∑

j∈B∗(u1)j ,
∑

j∈B∗∪B(u1)j ] has an intersec-
tion. When the intervals above intersect, we can easily construct a feasible so-
lution of P satisfying conditions (C1) and (C2) (note that, in a single area case,
we do not need condition (C3)). When the intervals above are disjoint, either∑

j∈B∗∪B(u1)j <
∑

j∈S∗(u1)j or
∑

j∈S∗∪S(u1)j <
∑

j∈B∗(u1)j

holds. In the former case, it is easy to see that every optimal potential is strictly
less than q. In the latter case, every optimal potential is strictly greater than q.
Fig. 2 shows an algorithm based on an ordinary prune and search technique. For
any subset S′ ⊆ S1, we denote the multi-set consisting of prices in the private
companies in S′ by p(S′). Similarly, we define p(B′) for a subset B′ ⊆ B1.

Put (S∗, S, S∗) := (∅, S1, ∅), (B∗, B, B∗) := (∅, B1, ∅), f := 0 and f := 0.
while (|S| + |B| > 0)

Let q be a median of a larger set of p(S) and p(B).
Let S′ := {j ∈ S | (p1)j < q} and S′′ := {j ∈ S | (p1)j ≤ q}.
Let B′ := {j ∈ B | (p1)j > q} and B′′ := {j ∈ B | (p1)j ≥ q}.
if (f + j∈B′′(u1)j < f + j∈S′(u1)j)

/* every optimal potential is strictly less than q */
Let (S∗, S, S∗) := (S∗, S′, S∗ ∪ S \ S′).
Let (B∗, B, B∗) := (B∗, B \ B′′, B∗ ∪ B′′) and f := f + j∈B′′(u1)j .

else if (f + j∈S′′(u1)j < f + j∈B′(u1)j)
/* every optimal potential is strictly greater than q */
Let (B∗, B, B∗) := (B∗ ∪ B \ B′, B′, B∗).
Let (S∗, S, S∗) := (S∗ ∪ S′′, S \ S′′, S∗), and f := f + j∈S′′(u1)j .

else
Let (S∗, S, S∗) := (S∗ ∪ S′, S′′ \ S′, S∗ ∪ S \ S′′),
Let (B∗, B, B∗) := (B∗ ∪ B \ B′′, B′′ \ B′, B∗ ∪ B′).
return (S∗, S, S∗), (B∗, B, B∗) and q.

end while

Fig. 2. an algorithm to find an optimal market price

We can show the correctness of the algorithm in Fig. 2 easily, since the par-
titions (S∗, S, S

∗), (B∗, B,B∗) of private companies satisfy that
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[∀q1 ∈ p(S∗), ∀q2 ∈ p(S), ∀q3 ∈ p(S∗), q1 < q2 and q2 < q3], and
[∀q1 ∈ p(B∗), ∀q2 ∈ p(B), ∀q3 ∈ p(B∗), q1 < q2 and q2 < q3],

during iterations.
We discuss the time complexity of the algorithm. We can find a median of

n elements in O(n) time [1]. Thus, each iteration requires O(|S ∪ B|) time. At
every iteration, the cardinality of S ∪B decreases at most a factor of 3

4 , because
the size of the larger set among S and B decreases at most a factor of half. Thus,
for some constant C, the total computational time T of the algorithm satisfies

T ≤ Cn + (3/4)Cn + (3/4)2Cn + · · · ≤ 4Cn = O(n).

When we have an optimal potential q∗, we can find the minimum and the
maximum value of the optimal potentials, denoted by qmin and qmax, as follows.
Let q′ be the maximum of the set of prices (elements ofp andp) which are strictly
less than q∗. If q′ is an optimal potential, we set qmin = q′; else, we set qmin = q∗.
Let q′′ be the minimum of prices which are strictly greater q∗. If q′′ is an optimal
potential, we set qmax = q′′; else, we set qmax = q∗. This procedure correctly finds
qmin and qmax, since u1 and u1 are positive vectors. The time complexity of the
procedure is bounded by O(n). Clearly, every potential between qmin and qmax

is also optimal. We need this procedure in the next subsection.

4.3 General Case

If we know that an optimal potential vector satisfies that the potential of area
i1 is strictly less than that of area i2, we can conclude that every optimal flow
satisfies that the flow value from i1 to i2 is ui1i2 , and the flow value from i2 to
i1 is zero. Thus, given a permutation π of area-set Γ , we can check the existence
of an optimal potential vector satisfying qπ(1) < qπ(2) < · · · < qπ(k) as follows.
First, we fix flow values between areas using the optimality condition (C3) under
the assumption that there exists an optimal potential vector satisfying qπ(1) <
qπ(2) < · · · < qπ(k). More precisely, we set xii′ = uii′ , if π(i) < π(i′); xii′ = 0,
if π(i) > π(i′). Since the variables xii′ ((i, i′) ∈ F ) are fixed, we can decompose
problem P into k subproblems and solve each subproblem defined on an area,
independently. The constraint

x�
i 1−x�

i 1−∑
i′:(i,i′)∈F xii′ +

∑
i′:(i′,i)∈F xi′i = 0 (∀i ∈ Γ )

appearing in a subproblem means that the value x�
i 1 −x�

i 1 is equivalent to
an obtained constant hi =

∑
i′:(i,i′)∈F xii′ −∑

i′:(i′,i)∈F xi′i. We can check the
feasibility of all the subproblems in O(n) time. If all the subproblems are feasible,
we solve subproblems by a modified version of the algorithm in Fig. 2 as follows.
When hi is non-negative, we set the initial value of f to hi in the algorithm
appearing in Fig. 2. If hi is negative, we set the initial value of f to −hi. It is
easy to see that the modified version of the algorithm correctly solves all the
subproblems in O(n) time. We also obtain the minimum and the maximum of
the optimal potentials, denoted by qmin

i and qmax
i , for each subproblem indexed

by area i ∈ Γ in O(n) time. Finally, we check the existence of a vector q ∈ R
|Γ |
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satisfying qπ(1) < qπ(2) < · · · < qπ(k) and qmin
i ≤ qi ≤ qmax

i (∀i ∈ Γ ). More
precisely, if there exists a vector q∗ ∈ R

|Γ | satisfying q∗π(1) ≤ q∗π(2) ≤ · · · ≤ q∗π(k)

and qmin
i ≤ q∗i ≤ qmax

i (∀i ∈ Γ ), we can conclude that the potential vector q∗

is optimal and an optimal solution of P is obtained by merging the fixed flow
among areas and optimal solutions of subproblems. We can check the existence of
vector q∗ in O(k) time. Thus, the total time complexity of the procedure above
is bounded by O(n+k) = O(n) time. We describe our algorithm in Fig. 3 briefly.
If problem P has an optimal potential vector with mutually distinct elements,
we can solve problem P in O(nk!) time.

·For each pair (i, i′) ∈ F , we set xii′ :=
uii′ (π(i) < π(i′)),
0 (π(i) > π(i′)).

·Decompose problem P into k subproblems
·if (a subproblem is infeasible) then return ‘none exist’.
·Solve all the subproblems and obtain the minimum and the maximum,

denoted by qmin
i and qmax

i , of the optimal potentials for each i ∈ Γ .
· if (∃q∗ ∈ R

|Γ |, q∗
π(1) ≤ q∗

π(2) ≤ · · · ≤ q∗
π(k), qmin

i ≤ q∗
i ≤ qmax

i (∀i ∈ Γ )),
return q∗.

·else return ‘none exist’.

Fig. 3. the algorithm to find an optimal feasible flow

In the rest of this section, we discuss the general case that optimal potential
values of some areas are the same. An ordered partition φ = (Γ1, Γ2, . . . , Γk′)
of Γ is a sequence of mutually disjoint non-empty subsets of Γ satisfying Γ =
Γ1 ∪ Γ2 ∪ · · · ∪ Γk′ . Now we describe our algorithm. For each ordered parti-
tion φ = (Γ1, Γ2, . . . , Γk′), we execute the following procedure. First, we con-
struct a smaller sized electric power transaction problem as follows. We iden-
tify all the areas in Γ for each Γ in φ and denote the obtained pseudo-areas
by γ1, γ2, . . . , γk′ . For each pseudo-area γ, we define sets of private compa-
nies who wants to sell or buy by S(γ) = ∪i∈Γ�

Si and B(γ) = ∪i∈Γ�
Bi,

respectively. We define the capacity c(γ, γ′) of the wire from γ to γ′ by
c(γ, γ′) =

∑
(i,i′)∈Γ�×Γ�′ uii′ . Next, we apply the algorithm in Fig. 3 to the above

problem defined on pseudo-areas {γ1, γ2, . . . , γk′} with respect to the (trivial)
permutation (π(γ1), π(γ2), . . . , π(γk′ )) = (γ1, γ2, . . . , γk′ ). It requires O(n) time.
If the algorithm returns a potential vector (q∗(γ1), q∗(γ2), . . . , q∗(γk′)), we set a
potential vector q∗ ∈ R

|Γ | of the original problem by q∗(i) = q∗(γ) (∀i ∈ Γ).
Finally, we check the optimality of the obtained potential vector q∗ ∈ R

|Γ | by
employing a maximum flow algorithm, which requires O(n + k3) time [3]. If
q∗ ∈ R

|Γ | is optimal, return the pair of potential vector q∗ and a flow (a feasible
solution of problem P) obtained by a maximum flow algorithm, which satisfy
the optimality conditions (C1) (C2) and (C3).

Since the number of ordered partitions of Γ is bounded by 2kk!, the total time
complexity of the algorithm above is bounded by O((n+k3)2kk!). It is clear that
if the algorithm above returns a flow vector, the obtained solution is optimal for
problem P. Thus we need to show that the algorithm above returns at least one
solution. We say that an ordered partition φ = (Γ1, Γ2, . . . , Γk′ ) is consistent with
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a potential vector q ∈ R
|Γ | if the pair satisfies that [∀�, ∀i, i′ ∈ Γ, q(i) = q(i′)]

and [� < �′ ⇒ [∀i ∈ Γ, ∀i′ ∈ Γ′ , q(i) < q(i′)]].
We show that the algorithm above returns an optimal solution at an itera-

tion when an ordered partition consistent with an optimal potential vector is
examined. Assume that φ = (Γ1, Γ2, . . . , Γk′ ) is consistent with an optimal po-
tential vector q′ ∈ R

|Γ |. When we apply the procedure above to φ, the algorithm
in Fig. 3 returns a potential vector, denoted by (q∗(γ1), q∗(γ2), . . . , q∗(γk′)),
since there exists an optimal potential vector consistent with φ. The proce-
dure constructs a potential vector q∗ ∈ R

|Γ | of the original problem satisfying
q∗(i) = q∗(γ) (∀i ∈ Γ). Let (x∗,x∗,x∗) be an optimal solution of problem P.
In the rest of this section, we show that the pair q∗ and (x∗,x∗,x∗) satisfies the
optimality conditions (C1) (C2) and (C3), and thus q∗ is optimal. The definition
of φ and inequalities q∗(γ1) ≤ q∗(γ2) ≤ · · · ≤ q∗(γk′ ) directly implies condition
(C3). We only need to show that the pair q∗ and (x∗,x∗,x∗) satisfies the con-
ditions

(C1-�) ∀i ∈ Γ, ∀sij ∈ Si,

{
(pi)j > qi ⇒ (xi)j = 0,
(pi)j < qi ⇒ (xi)j = (ui)j ,

(C2-�) ∀i ∈ Γ, ∀bij ∈ Bi,

{
qi > (pi)j ⇒ (xi)j = 0,
qi < (pi)j ⇒ (xi)j = (ui)j ,

for each Γ in φ′.
We define a linear programming problem P by;

(P) min.
∑

i∈Γ�
(p�

i xi −p�
i xi),

s. t. x�
i 1−x�

i 1−∑
i′:(i,i′)∈F xii′ +

∑
i′:(i′,i)∈F xi′i = 0 (∀i ∈ Γ ),

0 ≤xi ≤ui (∀i ∈ Γ), xi = x∗
i (∀i �∈ Γ),

0 ≤xi ≤ui (∀i ∈ Γ), xi = x∗
i (∀i �∈ Γ),

xii′ is free (∀(i, i′) ∈ F ∩ Γ 2
 ), xii′ = x∗

ii′ (∀(i, i′) ∈ F \ Γ 2
 ).

We introduce dual variables q ∈ R
|Γ�|, and (σi, βi) ∈ R

|Si|×R
|Bi| for each i ∈ Γ.

Then the constraints of the dual problem D of P is defined by;

q(i)− q(i′) = 0 (∀(i, i′) ∈ F ∩ Γ 2
 ),

q(i)− (pi)j ≤ (σi)j (∀i ∈ Γ, ∀sij ∈ Si),
(pi)j − q(i) ≤ (βi)j (∀i ∈ Γ, ∀bij ∈ Si),
σi ≥ 0 (∀i ∈ Γ), βi ≥ 0 (∀i ∈ Γ).

Here we omit the objective function of D.
It is clear that problem P is essentially equivalent to a (single pseudo-area)

subproblem defined on pseudo-area γ. Since q∗(γ) is an optimal potential of
the subproblem, it is easy to show that a feasible solution of D defined by
q∗ = q∗(γ)1, (σ∗

i )j = max{q∗(i) − (pi)j , 0} (∀i ∈ Γ, ∀sij ∈ Si), and (β∗
i )j =

max{(pi)j − q∗(i), 0} (∀i ∈ Γ, ∀bij ∈ Bi), is optimal for D.
The duality theory shows that if a pair of feasible solution of P and a vector

q ∈ R
|Γ�| satisfy the constraints q(i)−q(i′) = 0 (∀(i, i′) ∈ F ∩Γ 2

 ) and conditions
(C1-�) and (C2-�), then the feasible solution is optimal for P. Since q′ is an op-
timal potential vector and (x∗,x∗,x∗) is optimal for problem P, the pair satisfies
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conditions (C1), (C2) and (C3), and thus satisfies (C1-�) and (C2-�). The defini-
tion of Γ implies that q′ satisfies constraints q′(i)−q′(i′) = 0 (∀(i, i′) ∈ F ∩Γ 2

 ).
It implies the optimality of a subvector of (x∗,x∗,x∗) to problem P, where the
subvector is obtained by restricting to the index sets Si(i ∈ Γ), Bi(i ∈ Γ) and
F ∩ Γ 2

 .
The duality theory also implies that any pair of optimal solutions of P and D

satisfy conditions (C1-�) and (C2-�). Thus the pair (x∗,x∗,x∗) and q∗ satisfies
the conditions (C1-�) and (C2-�).

5 Conclusion

We introduced the electric power transaction problem which appears in the
auction of the electric power, and formulated it as a minimum cost flow problem.
We presented two fast algorithms for the problem. One is based on the minimum
mean cycle canceling algorithm by Goldberg and Tarjan. The other enumerates
all flows on the core network which are candidates of optimal flows, and for
each flow it checks whether the flow is really optimal or not with a median
finding algorithm. Assume the number of private companies which attend the
auction is n and the number of bidding areas is k, the first algorithm solves
the problem in O(n logn k5 log(kC)) time, while the other solves the problem
in O((n + k3)2kk!) time, where C is the largest value of the prices the private
companies offer. We can assume that k is very small in practice. When k is a
constant, the time complexity of the first algorithm is O(n logn logC) and that
of second algorithm is O(n).
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Abstract. In this paper we consider a frictional market with finitely
many securities and finite and discrete future times. The frictions under
consideration include fixed and proportional transaction costs, bid-ask
spreads, and taxes. In such a market, we find that whether there exists an
arbitrage opportunity does not dependent on the fixed transaction costs.
Under a reasonable assumption, the no-arbitrage is equivalent to the
condition that the optimal value of some linear programming problem is
zero, and to the existence of a so-called consistent term structure. These
results permit us to identify and to find arbitrage and consistent term
structures in polynomial time. Two linear programming problems are
proposed, each of which can identify and find the arbitrage opportunity
or the consistent term structure if either exists.

1 Introduction

No-arbitrage is a generally accepted condition in finance. For frictionless finan-
cial markets, it is very well understood. The pioneer work of Ross (1976), for
example, characterized arbitrage with the existence of positive valuation or pric-
ing operators in discrete time. This approach has been widely adopted in var-
ious models, for instance, by Harrison and Kreps (1979), Green and Srivastava
(1985), Spremann (1986), and Fl̊am (2000). In reality, however, financial mar-
kets are never short of friction. Investors are required to pay transaction costs,
commissions and taxes. Selling and buying prices are differentiated with ask-bid
spread. A security is available at a price only for up to a maximum amount. One
may buy or sell a stock at an integer number of shares (or an integer number of
hundreds of shares). Friction is a de facto matter in financial markets.

Study of arbitrage in frictional markets has attracted more and more atten-
tion in recent years and a body of literature has emerged. Garman and Ohlson
(1981) extended the work of Ross (1976) to markets with proportional trans-
action costs and showed that equilibrium prices in markets with proportional
transaction costs are equal prices in the corresponding markets with no friction
plus a “certain factor”. Later, Prisman (1986) studied the valuation of risky

X. Deng and Y. Ye (Eds.): WINE 2005, LNCS 3828, pp. 612–621, 2005.
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assets in arbitrage-free economies with taxation. Ross (1987) extended the mar-
tingale analysis of no-arbitrage pricing to worlds with taxation in a one-period
setting and showed that the absence of arbitrage implies the existence of differ-
ent shadow prices for income streams that are subject to differing tax treatment.
Recently, Dermody and Rockafellar (1991) investigated no-arbitrage pricing of
government bonds in the presence of transaction costs and taxes. Dermody and
Prisman (1993) extended the results of Garman and Ohlson (1981) to mar-
kets with increasing marginal transaction costs and showed the precise relation
of the “certain factor” to the structure of transaction costs. Jouini and Kallal
(1995) investigated, by means of martingale method, the no-arbitrage problem
under transaction costs and short sale constraints respectively. Jaschke (1998)
presented arbitrage bounds for the term structure of interests in presence of
proportional transaction costs. Ardalan (1999) showed that, in financial markets
with transaction costs and heterogeneous information, the no-arbitrage imposes
a constraint on the bid-ask spread. Deng, Li and Wang (2000) presented a nec-
essary and sufficient condition for no-arbitrage in a finite-asset and finite-state
financial market with proportional transaction costs. This result allows ones to
use polynomial time algorithms to look for arbitrage opportunities by applying
linear programming techniques. This necessary and sufficient was generalized to
the case of multiperiod by Zhang, Xu and Deng (2002).

Although the literature on models with friction is rapidly growing, there are
only a few papers dealing with fixed transaction costs and, to the best of our
knowledge, rare work on algorithmic study of arbitrage under realistic frictions
although it is important, interesting and challenging. In this paper we study the
computation issues of arbitrage and term structures with fixed and proportional
transaction costs, bid-ask spreads, and taxes.

2 The Market and Preliminaries

Consider a market of n fixed income securities (or bonds) i = 1, 2, . . . , n. Let
0 = t0 < t1 < t2 < . . . < tm be all the payment dates (or the times to maturities)
that can occur, which need not be equidistant. A cash stream is a vector w =
(w1, w2, . . . , wm)T , where T denotes the transposition of vector or matrix, and wj

is the income received at time tj and may be positive, zero or negative. Assume
that bond i pays the before-tax cash stream Ai = (a1i, a2i, . . . , ami)T . So we
have the m× n payoff matrix A = (A1, A2, . . . , An).

Bond i can be purchased at a current price pa
i , the so-called ask price. There is

also a bid price pb
i at which bond i can be sold. The difference between these two

prices, the so-called bid-ask spread, reflects a type of friction. This friction exists
in most economic markets. We form the ask price vector pa = (pa

1 , p
a
2 , . . . , p

a
n)T

and the bid price vector pb = (pb
1, p

b
2, . . . , p

b
n)T .

The second type of friction considered in this paper is transaction costs in-
cluding fixed and proportional. We assume that the fixed transaction cost is ci

if bond i is traded and that no fixed transaction cost occurs if no trading of
bond i. The ci is a positive constant regardless of the amount of bond i traded.
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Denote c = (c1, c2, . . . , cn)T the fixed transaction cost vector. Besides the fixed
transaction cost, there is additional transaction cost that is proportional to the
amount of the bond traded. Let λa

i and λb
i be such fees if one dollar of bond

i is bought and sold respectively. Here 0 ≤ λa
i , λ

b
i < 1, i = 1, 2, . . . , n. Denote

λa = (λa
1 , λ

a
2 , . . . , λ

a
n)T and λb = (λb

1, λ
b
2, . . . , λ

b
n)T .

The third type of friction incorporated into our model is taxes. Here we con-
centrate only on a single investor as a member of just one tax class among many.
For all investors in this class, the tax amount at time tj for holding one unit of
bond i in long position is assumed to be taji, and the after-tax income at that
time is then aji − taji; whereas the tax amount for holding one unit of bond i in
short position is tbji as a credit against the obligation to pay aji at time tj , and
the net after-tax payment to be made is then aji − tbji. Let T a be the m × n

matrix whose entries are taji, and T b the m× n matrix whose entries are tbji.
Now, the bond market considered in this paper can be described by the 8-tuple

M = {pa, pb, λa, λb, c, A, T a, T b}.
Every investor in the fixed tax class under consideration will modify his or

her position. Let the modification be x = (x1, x2, . . . , xn)T ∈ R
n, called also a

portfolio, where xi is the number of units of bond i modified by the investor.
For any portfolio x = (x1, x2, . . . , xn)T , we let x+

i = max{xi, 0} be the long
position taken in bond i (in number of units) and x−

i = −min{xi, 0} the short
position in bond i, and let x+ = (x+

1 , x
+
2 , . . . , x

+
n )T be the vector of buy orders

and x− = (x−
1 , x−

2 , . . . , x
−
n )T the vector of sell orders. Then xi = x+

i − x−
i

and x+
i x

−
i = 0 for i = 1, 2, . . . , n. The complementary constraints x+

i x
−
i = 0,

i = 1, 2, . . . , n mean that each bond is in either long position or short position.
Define the function δ : R → R by δ(x) = 1 if x �= 0 or 0 if x = 0.
If trading a portfolio x = (x1, x2, . . . , xn)T , then the investor pays the cost

f(x) :=
∑n

i=1(1+λa
i )p

a
i x

+
i −

∑n
i=1(1−λb

i)p
b
ix

−
i +

∑n
i=1 ciδ(x+

i −x−
i ) in the present

and receive the after-tax gain gj(x) :=
∑n

i=1(aji− taji)x
+
i −

∑n
i=1(aji− tbji)x

−
i at

future date tj for j = 1, 2, . . . ,m. The after-tax cash stream of gains generated
by the portfolio x is then the vector G(x) := (g1(x), g2(x), . . . , gm(x))T .

When the gains at some dates are positive, no liabilities will be claimed and
there exist surplus gains at those dates. These surplus gains can be transformed
for use at the succedent dates. Hence we can enlarge the market M by intro-
ducing a dummy bond, indexed by i = 0, that costs one dollar at date 0 and
immediately pays back the one dollar. This means that pa, pb, λa, λb, c, x, A, T a,
T b, from now on, replaced by(

1
pa

)
,

(
1
pb

)
,

(
0
λa

)
,

(
0
λb

)
,

(
0
c

)
,

(
x0
x

)
,

(
1 0
0 A

)
,

(
0 0
0 T a

)
,

(
0 0
0 T b

)

respectively, where x0 can be interpreted as the amount we have to deduce
from the current income −f(x) to help cover the future obligations G(x). Thus,
f(x) := x+

0 −x−
0 +

∑n
i=1(1+λa

i )pa
i x

+
i −

∑n
i=1(1−λb

i )p
b
ix

−
i +

∑n
i=1 ciδ(x+

i −x−
i ),

g0(x) := x+
0 −x−

0 , gj(x) :=
∑n

i=1(aji−taji)x
+
i −

∑n
i=1(aji−tbji)x

−
i , j = 1, 2, . . . ,m,

G(x) := (g0(x), g1(x), . . . , gm(x))T . Further let p+ = (1, (1 + λa
1)pa

1 , . . . , (1 +
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λa
n)pa

n) and p− = (1, (1− λb
1)p

b
1, . . . , (1− λb

n)pb
n). Then, f(x) = p+x+ − p−x− +∑n

i=1 ciδ(x+
i − x−

i ) and G(x) = (A− T a)x+ − (A− T b)x−.
For convenience, we use the vector notation x � y to indicate that xi ≥ yi

for all i, and denote by B the lower-triangular (m + 1)× (m + 1)-matrix whose
diagonal and lower-triangular elements all are ones.

Definition 1. A portfolio x is said to be a strong arbitrage if it has a negative
date-0 cost (i.e., f(x) < 0) and a non-negative cumulative after-tax cash stream
(i.e., BG(x) � 0). A portfolio x is said to be a weak arbitrage if it satisfies
f(x) ≤ 0 and BG(x) � 0 with at least one strict inequality.

Definition 2. A term structure is a discount factor vector u such that u ∈ K :=
{u ∈ R

m+1 : 1 = u0 ≥ u1 ≥ u2 ≥ . . . ≥ um ≥ 0}.
Lemma 1. A vector u = (1, u1, u2, . . . , un)T is a term structure if and only if
uTB−1 � 0T .

3 Looking for Arbitrage and Term Structures

Theorem 1. Whether there exists a strong (weak) arbitrage in the market M is
independent of the fixed transaction costs c. In particular, the marketM excludes
strong (weak) arbitrage if and only if the market M without fixed transaction
costs excludes strong (weak) arbitrage.

Proof. We only prove the case of strong arbitrage. Let c and c′ be two different
fixed transaction cost vectors and x a strong arbitrage under c. Then BG(x) � 0
and p+x+ − p−x− +

∑n
i=1 ciδ(x+

i − x−
i ) < 0. Noting that δ(λx) = δ(x) and

G(λx) = G(x) for any x ∈ R
n and λ ∈ R, we can take a positive number λ large

enough so as to p+(λx+)−p−(λx−)+
∑n

i=1 c
′
iδ(λx

+
i −λx−

i ) < 0 and BG(λx) � 0.
This immediately means that λx is a strong arbitrage under c′. ��
Assumption 1. pa

i ≥ pb
i and taji ≥ tbji for all i = 1, 2, . . . , n, j = 1, 2, . . . ,m.

Assumption 1 demonstrates that, for each bond, the bid price is not higher
than the ask price and the tax amount for buying one unit bond is not lower
than the tax amount for selling one unit bond. The former condition is usually
satisfied. The latter condition may cover a more general case (in many cases the
two amounts could well be the same).

Consider the following linear programming problem:

(LP )

{
minimize p+x+ − p−x−

subject to B(A− T a)x+ −B(A− T b)x− � 0, x+, x− � 0.

Theorem 2. Under Assumption 1, the market M excludes
(1) strong arbitrage if and only if the optimal value of (LP ) is zero;
(2) weak arbitrage if and only if the optimal value of (LP ) is zero and its every

optimal solution satisfies the equality constraint B(A−T a)x+−B(A−T b)x− = 0.
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Proof. We need only to consider the market M without fixed transaction costs
by Theorem 1 and show only assertion (2). Let x be a portfolio such that f(x) ≤ 0
and BG(x) � 0. Then the corresponding (x+, x−) satisfies p+x+ − p−x− ≤ 0
and is a feasible solution to problem (LP ). Since the optimal value of (LP ) is
zero, it follows that p+x+−p−x− = 0 and hence (x+, x−) is an optimal solution
to (LP ). Since every optimal solution of (LP ) satisfies the equality constraint
B(A− T a)x+ −B(A− T b)x− = 0, we have f(x) = 0 and BG(x) = 0. Thus, by
the definition, the market excludes weak arbitrage. Conversely, assume that the
market excludes weak arbitrage. Let (x+, x−) be a feasible solution of (LP ). For
i = 0, 1, . . . , n, let y±i = x±

i − min{x+
i , x

−
i }. Then y±i � 0, y+

i y−i = 0, and, by
Assumption 1, it can be checked that

p+y+ − p−y− ≤ p+x+ − p−x−,

B(A− T a)y+ −B(A − T b)y− � B(A− T a)x+ −B(A − T b)x− � 0.

Hence, it must holds that p+x+−p−x− ≥ 0 for otherwise y = y+− y− would be
a weak arbitrage. This means that the objective function of (LP ) is nonnegative
at any feasible solution. On the other hand, it is clear that (x+, x−) = (0, 0)
is feasible to (LP ) and at which the objective function vanishes. Hence, the
optimal value of (LP ) is zero. Furthermore, if (x̂+, x̂−) is an optimal solution to
(LP ), then p+x̂+ − p−x̂− = 0 and B(A − T a)x̂+ − B(A − T b)x̂− � 0. Hence,
B(A− T a)x̂+ −B(A− T b)x̂− = 0 because, otherwise, the market would have a
weak arbitrage ŷ = ŷ+ − ŷ− where ŷ±i = x̂±

i −min{x̂+
i , x̂

−
i }. ��

The dual linear programming problem of (LP ) is given by

(DP )

{
maximize yT 0

subject to yTB(A− T a) � p+, −yTB(A − T b) � −p−, y � 0.

Let u = BT y. Then u ∈ K by Lemma 1 and (DP ) can be written as

(DP )′
{

maximize uT 0

subject to uT (A− T a) � p+, uT (A− T b) � p−, u ∈ K.

Theorem 3. Under Assumption 1, the market M excludes
(1) strong arbitrage iff there exists a term structure u that satisfies

uT (A− T a) � p+ and uT (A− T b) � p−; (1)

(2) weak arbitrage iff there exists a term structure u that satisfies (1) and

1 = u0 > u1 > u2 > . . . > um > 0. (2)

Proof. Conclusion (1) immediately follows from Theorem 2 and the duality the-
ory of linear programming. Now we show assertion (2) and consider only the
market M without fixed transaction costs by Theorem 1.



Looking for Arbitrage or Term Structures in Frictional Markets 617

Sufficiency. Assume that there exists a term structure u that satisfies (1) and
(2). By (1), the market excludes strong arbitrage. Suppose to the contrary that
there is a weak arbitrage, which is a portfolio x with zero cost f(x) = p+x+ −
p−x− and non-negative and non-zero cash stream BG(x) = B(A − T a)x+ −
B(A− T b)x−. Let y = (B−1)Tu. Then (2) implies that y is strictly positive and
(1) leads to 0 = f(x) = p+x+ − p−x− ≥ uT (A − T a)x+ − uT (A − T b)x− =
yTB(A− T a)x+ − yTB(A− T b)x− = yT (BG(x)) > 0, a contradiction.

Necessity. Assume that the market excludes weak arbitrage and hence strong
arbitrage. By (1), there exists a term structure that satisfies (1). Suppose to
the contrary that this term structure does not satisfy (2). Then any solution
of the dual problem (DP ) has at least one component equal to zero. Since the
arithmetical mean of finite many solutions of (DP ) is also a solution, all the
solutions of (DP ) have at least one common component that is equal to zero.
That is, there exists an index j corresponding to a date to maturity such that
yj = 0 for all solutions y of (DP ). Consequently, the linear programming problem

(LP )j

{
maximize yT ej

subject to yTB(A− T a) � p+, −yTB(A− T b) � −p−, y � 0

has the optimal value of zero, where ej is the vector with all zero components
except for the j-th equal to one. Hence, (LP )j ’s dual problem

(DP )j

{
minimize p+x+ − p−x−

subject to B(A− T a)x+ −B(A− T b)x− � ej, x+, x− � 0

has the optimal value of zero. An optimal solution of (DP )j is in fact a portfolio
with a zero cost and a non-negative cumulative cash stream whose component
at date j is at least one, and hence a weak arbitrage, a contradiction. ��

Since linear programming is known to be solvable in polynomial time, We
conclude that: Under Assumption 1, the followings are polynomially solvable: 1)
to identify whether there exists a strong (weak) arbitrage, 2) to identify whether
there exists a consistent term structure (that satisfies (2)), 3) to find a strong
(weak) arbitrage if it does exist, and 4) to find a consistent term structure (that
satisfies (2)) if it does exist.

Computationally this justifies the general belief that any arbitrage opportu-
nity will be short-lived since it will be identified very quickly, be taken advantage
of, and subsequently bring economic states to a no-arbitrage one.

We already knew from Theorem 3 that when u is a term structure, each
positive component of

εa
i =

m∑
j=1

(aji − taji)uj − (1 + λa
i )pa

i , i = 1, 2, . . . , n (3)

εb
i = (1− λb

i )p
b
i −

m∑
j=1

(aji − tbji)uj , i = 1, 2, . . . , n (4)
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points to a bond i which, at best, remains “wrongly” priced. Furthermore, when
εa

i > 0, bond i is worthy of being bought because it exhibits positive net return
(taking the fixed transaction cost as zero; see Theorem 1 for the reason); when
εb

i > 0, bond i should be sold.
Expressions (3) and (4) also hold when the summation

∑m
j=1 is replaced by∑m

j=0 and hold for i = 0 with εa
0 = εb

0 = 0. Thus, the vectors εa = (εa
0 , ε

a
1 , . . . , ε

a
n)

and εb = (εb
0, ε

b
1, . . . , ε

b
n) represent a direction in which existing portfolios should

move. This insight inspires us to consider the minimal pricing error, i.e. the
optimal value of the linear programming problem

(LP1)

⎧⎪⎨⎪⎩
minimize εa1 + εb1

subject to uT (A− T a) � p+ + εa, uT (A− T b) � p− − εb

εa � 0, εb � 0, u ∈ K

where 1 is the vector whose components are all ones. Clearly, εa
0 = εb

0 = 0 in any
optimal solution of (LP1).

Replacing u with z = uTB−1 in (LP1), the dual problem of (LP1) is

(DP1)

⎧⎪⎨⎪⎩
maximize − p+x+ + p−x−

subject to B(A− T a)x+ −B(A− T b)x− � 0

x+ � 1, x− � 1, x+, x− � 0.

The optimal value of (DP1) can be interpreted as the maximal arbitrage profit
per unit transaction volume in each bond.

Since (DP1) has a bounded feasible solution set which is nonempty (indeed
x+ = x− = 0 is a feasible solution), it must have an optimal solution. By the
duality theory of linear programming, (LP1) and (DP1) both have optimal
solutions and their optimal values equal. In other words, the minimal pricing
error equals the maximal arbitrage profit.

This fact implies that arbitrage possibilities are kept small by traders who try
to exploit them. The way traders construct their intended arbitrage transactions
determines in which sense the pricing error is kept small.

Theorem 4. Let (x+, x−;u, εa, εb) be a primal-dual optimal solution to (DP1)
and r∗ the optimal value. Under Assumption 1, if r∗ = 0, then u is a consistent
term structure and the market M excludes strong arbitrage (and weak arbitrage
if further u satisfies (2)); if r∗ �= 0, then (x+, x−) provides a strong arbitrage
and the associated arbitrage profit is r∗.

Proof. Let r∗ = 0. Then the minimal pricing error, i.e. the optimal value of
(LP1) is zero. Since (u, εa, εb) is an optimal solution of (LP1), we have εa =
εb = 0. This implies that u is a consistent term structure. Now let r∗ �= 0.
Then r∗ > 0 because (x+, x−) = (0, 0) is a feasible solution of the maximization
problem (DP1) with objective value 0. Hence, (x+, x−) is a strong arbitrage
with arbitrage profit r∗. ��
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Since (DP1) always has an optimal solution and (LP ) does not, solving (DP1)
is more convenient than solving (LP ).

When applying Theorem 4 and finding that r∗ = 0 and u does not satisfy
(2), to identify the existence of weak arbitrage and to find a one if it exists in
an analogous manner we can use the result stated below.

Consider the linear programming problem (DP )j and its dual problem (LP )j

in which we let u = BT y (i.e., the problem (DP )′ with a replacement of the
objective function by uTB−1ej).

Theorem 5. Assume that the market M excludes strong arbitrage and that As-
sumption 1 holds. Let (xj+, xj−;uj) be a primal-dual optimal solution of (DP )j

and rj∗ its optimal value. If rj∗ = 0 for some j ∈ {0, 1, · · · ,m}, then (xj+, xj−)
is a weak arbitrage; If rj∗ �= 0 for all j ∈ {0, 1, · · · ,m}, then

∑m
j=0 u

j/(m + 1)
is a consistent term structure that satisfies (2) and the market M excludes weak
arbitrage.

Proof. It directly follows from the proof of Theorem 3 (2). ��

4 Applications

As a byproduct, the linear programming problem (DP )j can be used to valuate
the Arrow security (or state price) at date (or state) j in the marketM without
fixed transaction costs. The optimal value of (DP )j is the minimal price of
a portfolio whose cumulative cash stream is at least ej . When the market is
complete, the minimal cost is just the price of the Arrow security. When the
market is incomplete, the cumulative cash stream of the minimal cost portfolio
is in fact strictly greater than ej for some j and hence the minimal cost is the
supremum of the price of the Arrow security for state j.

As an application of Theorem 3, we can check the market efficiency, i.e. deter-
mine the maximal range of oscillation of bid and ask prices that exclude strong
arbitrage. The minimal ask price for the i-th bond can be obtained by finding
term structures that satisfy (1):{

minimize uT (A− T a)ei

subject to uT (A− T a) � p+, uT (A− T b) � p−, u ∈ K

Analogously, the maximal bid price for the i-th bond can be obtained by solving
the linear programming problem{

maximize uT (A− T b)ei

subject to uT (A− T a) � p+, uT (A− T b) � p−, u ∈ K.

Of cours, if we further want to maintain the absence of weak arbitrage, to get
the minimal ask price and the maximal bid price for the i-th bond we need only
to substitue the last constraint u ∈ K with (2).
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Finally, as a numerical example we apply the method developed in this paper
to a simple economy where p+ = (1, 1, 5/2), p− = (1, 1/2, 2), and

A− T a =

⎛⎜⎜⎝
1 0 0
0 −1 2
0 2 2
0 0 −1

⎞⎟⎟⎠ , A− T b =

⎛⎜⎜⎝
1 0 0
0 0 1
0 3 3
0 1 0

⎞⎟⎟⎠ .

Solving problem (DP1) yields that a primal-dual optimal solution of (DP1)
is (x+, x−;u, εa, εb) = (1, 0, 0; 1, 0, 0; 1, 1, 1/3, 1/6; 0, 0, 0; 0, 0, 0) and its optimal
value is r∗ = 0. By Theorem 4, there exists no strong arbitrage and u =
(1, 1, 1/3, 1/6) is a consistent term structure. However, the consistent term struc-
ture u does not satisfy (2). To investigate the existence of weak arbitrages, prob-
lem (DP )j has to be solved for all indexes j = 0, 1, 2, 3. It turns out that a
primal-dual optimal solution (xj+, xj−;uj) to (DP )j and its optimal value rj∗

are as below:

j = 0 : x0+ = (1, 0, 0), x0− = (0, 0, 1/4), u0 = (1, 1/2, 1/2, 0), r0∗ = 1/2;
j = 1 : x1+ = (4/3, 0, 0), x1− = (0, 0, 1/3), u1 = (1, 1, 1/3, 1/4), r1∗ = 2/3;
j = 2 : x2+ = (0, 0, 1/4), x2− = (0, 0, 0), u2 = (1, 5/8, 5/8, 0), r2∗ = 5/8;
j = 3 : x3+ = (0, 0, 1/3), x3− = (0, 0, 0), u3 = (1, 5/6, 5/6, 5/6), r3∗ = 5/6.

Because none of these problems has the optimal value of zero, Theorem 5 implies
that there exists no weak arbitrage and

∑3
j=0 u

j/4 = (1, 71/96, 55/96, 13/48) is
a consistent term structure that satisfies (2).

5 Conclusion

In this paper, we discussed strong and weak arbitrages and consistent term
structures in fractional markets with fixed and proportional transaction costs,
bid-ask spreads, and taxes. We concluded that the existence of strong (weak) ar-
bitrages is independent of the fixed transaction costs and that no strong (weak)
arbitrage is equivalent to the fact that the optimal value of some linear pro-
gramming problem is zero (and its very optimal solution makes the inequality
constraints becoming equality constraints) and to the existence of consistent
term structures (that satisfies (2)). These characterizations extend some known
results in discrete time security markets. Further, two linear programming prob-
lems are constructed and used to identify and find a strong (weak) arbitrage and
a consistent term structure (that satisfies (2)). The computation of the method
can be completed in polynomial time by using linear programming techniques.

The results demonstrated in this work are not limited to the model in this
paper. For example, the described multi-period setting with one single outcome
state per period may be interpreted as a one-period investment problem with
n assets and m different outcome states. The methods dealt with them are
much the same. It is also interesting to consider computational issues in a more
general setting of friction or/and time (period). Such extensions require more
sophisticated tools and are worthy of investigation further in future.
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Abstract. Organizational employees have different knowledge demands and the 
knowledge is compound. So how to push the right compound knowledge to the 
right organizational employees becomes important. This paper attempts to 
propose a framework for compound knowledge push system for organizational 
employees to solve the problem. Firstly, the compound push mechanism is given 
out based on the analysis of the knowledge needs of organizational employees. 
Secondly, after introducing the key IT, the framework is presented with the 
illumination of every body's function of the system. Finally, an application case 
is studied to illustrate the compound knowledge push system's operation 
mechanism based on the framework. Applying the system can give the 
employees all-around knowledge backing, and it will enhance the knowledge 
management level of organizations.  

1   Introduction 

In the Knowledge Economic Age, knowledge management has become a necessary 
method for an organization to develop and improve competence ability. With the 
comprehensive application of IT and the popularization of Internet, it is not only much 
easier for an organization to obtain knowledge from external, but also more convenient 
to share and create knowledge within the organization, which makes knowledge store 
increase sharply. Simultaneously, emergence of knowledge overloading and 
knowledge getting lost reflects the fact that knowledge in organization lacks effective 
management. In organizations, although knowledge store and knowledge source are 
abundant, employee's ability to obtain knowledge is seriously deficient. So how to 
build a knowledge push system for organizational employees to solve the above 
problem is urgent. 

Recent years, researches on knowledge push have drawn more attention from 
academic circle to enterprises. Tso, S.K., Lau, H.C.W., Ip, R.W.L.[1] presented a fuzzy 
push delivery scheme which can 'observe' the movements of the user within the Web 
pages and then evaluates the personal interests and preferences of the user. With the 
information available from the fuzzy scheme, Web site information favoured by 
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visitors can be 'pushed' to them without even being requested. Liu, L., Pu, C., Tang, 
W.[2] described a design of a distributed event-driven continual query system – 
OpenCQ. In OpenCQ, users may specify to the system the information they would like 
to monitor. Whenever the information of interest becomes available, the system 
immediately delivers it to the relevant users. Celik, A., Datta, A., Narasimhan, S.[3] 
proposed a new protocol - single encoding multiple decoding (SEMD) to handle secure 
access and subscription services for broadcast. Acharya, S., Franklin, M., Zdonik, S.[4] 
studied how to augment the push-only model with a 'pull-based' approach of using a 
backchannel to allow clients to send explicit requests for data to the server. Cai, J., Tan, 
K.L[5] refered an intergrated distribution-based information system(DBIS), its fist 
model is a data push model which delivers data stored in it to clients. 

These literatures make the concept of knowledge push clear and give out the detailed 
explains and advice from the aspects of push forms, contents and achieving ways, but 
all these studies focus on knowledge push from the point of users' interests and hobby. 
To organizational employees, their demand of knowledge not only comes from their 
interest and hobby, but also comes from requires of posts and workflows. With regard 
to knowledge demand characteristics of organizational employees , relevant researches 
on knowledge push is still blank at present. So this paper attempts to propose a 
compound knowledge push framework for organizational employees to meet 
organizational employees' compound knowledge demand. 

This paper is organized as following: In section 2 the knowledge push mechanism 
for employees is analyzed. In section 3, the key IT is introduced. In section 4, a 
compound knowledge push framework for organizational employees is presented and 
every body's function of the framework is described. In section 5 an application is 
given out to illustrate operation mechanism of the system based on the framework. In 
section 6, the conclusions are drawn.  

2   Analysis on Compound Knowledge Push Mechanism 

The attribute of knowledge needed by organizational employees has two sides: 
organizational attribute and natural attribute. Organizational attribute points that a 
employee who is an organizational member must master the knowledge needed by 
his/her post and workflow, to complete work and improve the decision level. Natural 
attribute points that a employee who is a natural man has the demands of obtaining 
knowledge from personal interest and hobby, these knowledge consists of work skills, 
the use of new tools and new methods, obtaining which will improve work efficiency. 
Simultaneously, we also can construct communities of practice on the base of personal 
preference, which is help for organizational culture. Because of knowledge's 
complexity, personal interest diversity and the concrete requirement of work 
surrounding, it is necessary to analyze the compound knowledge push mechanism.  

2.1   Knowledge Push Based on Employee's Real-Time Interest 

The existing research mainly focuses on how to scout the knowledge to meet users' 
needs in the vast and verified knowledge/information field, such as knowledge push via 
e-mail, web or channel which are booked manually by users. The above research  
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suppose that external environment is dynamically varying and user's interest and hobby 
is relatively static. However, fact is not so. User's interest may change at any time and 
these changes reflect on the user's actions of using computer, such as browsing web, 
starting up some applications. So it is not feasible to constantly revise the user's interest 
setup by use of traditional push technology[6]. Now we need a intelligent system to 
push knowledge according to employee's real-time interest which can be obtained by 
monitoring the real-time data flow. For example, monitor HTTP flow to get the WWW 
website and then further get knowledge character in this website; monitor WINDOWS 
system information to get the open application and obtained focus; monitoring 
keyboard input to get the input text. All these information constitutes the employee's 
real-time interest, by which system pushes related knowledge. For instance, when 
system acquire the information that an employee is using Microsoft Office, it will push 
the related information about upgrade information and use skill, which benefits to 
enhance work efficiency. 

2.2   Knowledge Push Based on Employee's Fixed Interest 

This push mechanism is similar to traditional one, by which knowledge is pushed 
according to the contents booked by employee in personal preference base. Firstly, an 
employee sets his/her preference by hands and saves it into preference base. 
Additionally, according to the evaluation of the pushed knowledge (which is stored in 
knowledge training set, including the knowledge based on real-time interest and based 
on fixed interest ) by employee, continuously expand and revise personal preference. 
Finally, the system pushes knowledge based on the preference base that exactly reflects 
the employee's fixed interest. Methods to mine personal preference can use clustering, 
artificial nerve network, fuzzy logic, rough set and other technologies and methods to 
achieve. We also can construct communities of practice on the base of personal 
preference to enhance organizational culture. 

2.3   Knowledge Push Based on Post 

Organizational structure decides the post setup and employees in the different posts 
have different knowledge demands. For example, warehouse administrators need the 
knowledge about logistics, accountants needs knowledge about finance. So it needs to 
build a post knowledge demand base, contents in which point out the post knowledge 
characteristics, that is, which post should master what kind of knowledge and what 
degree of knowledge. When a employee logs in, firstly, system checks the employee's 
identity and then reads the employee's post information from basic information table. 
Secondly, determines knowledge characteristics according to the information from post 
knowledge demand base. Finally, scouts the right knowledge from knowledge space 
and push it to the employee.  

2.4   Knowledge Push Based on Workflow 

Organizations complete routine and perform tasks often by corresponding workflow. 
Workflow orients to subject and can be seen as the integration of different post based 
on operation logic. So the knowledge demand of post involves in workflow composes 
knowledge demand of workflow. Workflow application often be divided into several 
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phases and the knowledge demand in every phase is continuous, namely, the work in 
this phase depends on knowledge which is accumulated and created in last phase. 
System can push right knowledge to employees according to the characteristics of 
knowledge needed by workflow itself and its phase information. So it needs to build a 
workflow knowledge demand base which points out the workflow's knowledge 
characteristics and the address where the knowledge of different phases stores. That is 
to say, what kind of knowledge and what degree knowledge must have to achieve in 
this workflow and locate the knowledge accumulated and created in every phase. 
Firstly, system interacts with workflow engine to get the workflow identity and its 
phase information. It finds the post involved in workflow, and then gets knowledge 
characteristics of the workflow from post knowledge demand base and knowledge store 
address in last phase from the workflow knowledge demand base. Finally, it scouts in 
knowledge space, which can build a knowledge buffer base to store the knowledge 
accumulated and created in each phase for each active workflow, and push the obtained 
knowledge to employees. 

3   Analysis on Key Information Technology 

3.1   Software Agent 

Agent is derived from artificial intelligence that is generally defined as following: It is 
an autonomic entity which could apperceive environment and make certain judgment 
and reasoning of external information to conduct decision-making and activity by 
itself, in order to finish some tasks[7]. According to the difference of performing 
entities, agents can be classified into human agent, hardware agent and software agent. 
Among them, software agent is a software that can perform given tasks for users. It has 
some intelligence degree to allow to perform part of the tasks and interacts with 
environment in an appropriate way. It provides a new approach to solve the knowledge 
management problems under an open, distributed and complex web environment at 
present[8, 9]. 

The compound knowledge push system proposed in this paper is a complex and 
intelligent one. Identifying when employees login system, tracking employees' interest 
in real-time scouting and pushing knowledge, all these need intelligent entities to 
complete automatically on background, and the system runs normally depending on the 
continuous interaction among intelligent entities as well. Software agent technology is 
the suitable choice for the system's realization. Based on the research on agent 
application and the analysis of system operation mechanism[10-12], soft agent is a 
better choice to achieve the system. Software agent owns some characteristics: 
autonomisation, reactivity, social ability, goal-guiding, intelligence, and these 
characteristics can fully satisfy the system's running requirements. Achieving the 
system needs stall a personal agent into every employee's operation platform, and stall 
general push agent and special agent in servers. 

3.2 Knowledge Grid 

Knowledge grid is put forward by Fran Berman in 2001 for the first time[13], the 
relatively whole definition of it is: Knowledge grid is an intelligent interconnect  
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environment, it can make the users or virtual roles gain, issue, share and manage 
knowledge resource effectively. It provides the knowledge service to users or other 
services and aids achieving knowledge creation, coordinating work, problem solving 
and decision supporting[14]. In this paper, we definite knowledge space as the store 
space owning the ability to deal with knowledge/information intelligently by using 
knowledge grid technology, in which, main store entities include knowledge base, post 
knowledge demand base, workflow knowledge demand base, and personal preference 
base. The knowledge range covered by knowledge space is extensive. It not only 
includes the employee private knowledge and organization private knowledge, but also 
includes the knowledge obtained from external. When system scouts the knowledge, 
the sequence of scouting is local scouting by personal agent, internal scouting by 
organizational agent (general push agent and special push agent) and external scouting 
by organizational agent. Knowledge stored in knowledge base is defined on categories 
set by an organization and it can be divided into concept, axiom, rule and method from 
simplicity to difficulty, and also can be sorted into person private knowledge, 
organization private knowledge and public knowledge[15]. The relation about 
category, degree and privileges of knowledge is shown in fig. 1. 

Fig. 1. Three-dimension relation about category, degree and privilege of knowledge 

The knowledge category shown in Fig.1. can be sorted into more specific subclass. 
We can construct the inferior subclass with the same structure.  

4   Structure of a Compound Knowledge Push Framework 

According to the above analysis on compound knowledge push mechanism and key IT, 
we present a framework for compound knowledge push system. It is shown in fig.2.  
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Fig. 2. A compound knowledge push framework for organizational employees 

The analysis on main bodies' function of the framework is described as the 
following: 

Knowledge Space. The knowledge/information stored in knowledge space consists of 
person private knowledge, organization private knowledge and knowledge obtained 
from external environment. The storage of knowledge is distributed. knowledge can be 
stored in local personal knowledge base or in organizational server(organizational 
knowledge base, personal preference base, post knowledge demand base, workflow 
knowledge demand base), even external knowledge source such as Internet. This 
knowledge is managed by knowledge space management platform which uses 
knowledge grid as its core technology. To make the system framework clear, we denote 
this knowledge and management platform as knowledge space. When software agent 
puts forward knowledge request, knowledge space management platform charges of 
searching knowledge and feeding back scouted results.  
Personal Agent. Personal agent is installed in employee's operation platform. It has 
these function:  

− Complete identifying( user's name, password and other secure mechanisms) and 
connects employees with information of post and preference. 

− Track the employee's interest changing at any time, scout local knowledge and push 
it to employee. Send knowledge request to general agent if employee is not satisfied. 

− Receive and show the scouted results of knowledge. 
− Appraise the results to expand and revise personal preference.  
− Use suitable mining tools and strategy to complete personal preference mining.  

Organizational Agent. Organizational agent is installed in push server, and it runs on 
four patterns:  

− Knowledge push pattern based on employee's real-time interest. Organizational 
agent receives knowledge request from personal agent, scouts knowledge in internal 
and external environment and the search is charge of knowledge space management  
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platform, feeds scouted results back to personal agent, expands and revises the 
personal preference according to the evaluation from employee and mines personal 
preference by using suitable mining tools and strategy. 

− Knowledge push pattern based on employee's fixed interest. Organizational agent 
scouts external environment at regular time or at the time when external knowledge 
related to employee's interest and hobby varies, pushs the late information and 
knowledge to the employee. 

− Post-based knowledge push pattern. When an employee logins system and passes 
the identifying by personal agent, organizational agent obtains post information 
from employee's basic information table, reads corresponding knowledge 
characteristic from post knowledge demand base, scouts knowledge in knowledge 
space and pushes the scouted results to the employee.  

− Workflow-based knowledge push pattern. Organizational agent interacts with 
workflow engine to read workflow ID and current phase information, reads involved 
post information from workflow knowledge demand base to make sure the 
knowledge characteristic, simultaneously, locates the address where the knowledge 
stores in last phase, and pushes the related knowledge which is scouted from 
knowledge space to employee.  

5   Case Study 

We have developed a prototype of compound knowledge push system called 
KEMS(Knowledge Express Mail Service) based on the framework and it is used in 
some software development company. Figure 3 gives out the running interface of 
KEMS on the personal operation platform of a designer in the company. The running 
result of KEMS shows that all-around knowledge supporting via KEMS in software 
development can shorten the development cycle and improve the knowledge 
management level of the company.  

The running of system is sustained by the interaction of personal agent with 
organization agent in background. The personal agent installed in employee's operation 
platform is client software. It interacts and coordinates with organization agent 
installed in server to complete the work of knowledge scouting, pushing, showing and 
feeding within the knowledge space, and make sure the system run normally. The 
operation mechanism of KEMS is shown in fig. 4. 

 

Fig. 3. Screen shot of KEMS’s running interface 
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Fig. 4. Operation mechanism of KEMS 

For the pushed knowledge, personal agent can deal it in many ways. The most direct 
way is to make it shown in the pop-up window, or saved in local disks with reminding 
employees to look up by notice form when employees are online. The knowledge also 
can be mailed to employees with the relevant notice being sent to employees' mobile 
phone when employees are offline. 

6   Conclusions 

This paper analyzes the push mechanism for organizational employee's knowledge 
demand, introduces the key IT, proposes a framework for compound knowledge push 
system, and gives out a case of enterprise to illustrate that this framework can satisfy 
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the employee's knowledge demands and improve work efficiency. Because of the 
complexity of knowledge management, research on knowledge push is in the first step 
regardless of theory study or practice study. Therefore, the research in this paper aims 
to analyze the framework for compound knowledge push system, and does some 
practice about compound knowledge push system based on the enterprise's knowledge 
demands in reality.  
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Abstract. Generally, in multi-agent systems, there are close relations
between behavior of each individual agent and the group of agents as
a whole, so a certain information about the relative state of each agent
in the group may be hided in each agent behavior. If this information
can be extracted, each agent has the possibility to improve its state by
seeing only its own behavior without seeing other agents’ behaviors. In
this paper, we focus on “power-law” which is interesting character seen
in the behavior of each node of various kinds of networks as one of such
information. Up to now, we have already found that power-law can be
seen in the efficiently behaving agents in Minority Game which is the
competitive multi-agent simulation environment. So, in this paper we
have verified whether it is possible for each agent in the game to improve
its state by seeing only its own behavior, and confirmed that the perfor-
mance gain was actually possible.

Keyword: Minority game, Indirect coordination, Power law.

1 Introduction

Recently, it has been understood that various networks from the metabolic and
ecosystem networks to the social-community networks and the technologically
formed networks have same network structures “sale-free network”, when the
behavior of each node is efficient [1]. We can see whether a network has the
characteristic of scale-free network or not by verifying whether a flow type of
information exchanged between nodes of the network has “power-law” or not.
The fact that various kinds of above networks are scale-free network means
it is essentially desirable for each network to have the characteristic of scale-
free network. At this point, power-law is the most important characteristics
of forming scale-free network. For example, in the Internet it is known that
power-law can be seen in the flow of packets when the number of packets of
flowing is the maximum in the traffic [2]. This means if we can correct the
flow of traffic to follow of power-law when the flow of traffic becomes an in-
efficiency situation due to some troubles, the flow of traffic may be corrected

X. Deng and Y. Ye (Eds.): WINE 2005, LNCS 3828, pp. 631–640, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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to an efficient situation. To make this, it is necessary to understand the form-
ing mechanism of power-law in the traffic of the Internet, then the control of
several parameters those relate closely to form power-law becomes possible.

Alternat ive

n agents (e.g. n=201)

Group1
(e.g., Buy)

Group0
(e.g., Sell)

e.g., 121:80

Win!

100:101
Good!

1:200
Bad!  

Next round

Odd number

(a)

Minority Game (MG)

(b)

Fig. 1. Rules and strategy table

Multi-agent system is
a network where one
agent is one node, and
the behavior of each
agent (node) forms the
characteristic of the sys-
tem (network). Gener-
ally, in multi-agent sys-
tems each agent decides
its behavior by consid-
ering the state of other
agents, and each agent’s
behavior influences the
group of whole agents
and then, the behaviors
of the group influence
each agent. At this point, it can be thought that the behavior of each agent
includes certain information of its relative state in the group of whole agents.
So, if each agent can extract this information, it can know its relative state in
the group by seeing only its behavior, and becomes possible to improve its be-
havior efficiently. In scale-free network, power-law is seen in the behavior of an
individual node, and in this paper, we focus on “power-law” which is interesting
character seen in the behavior of each node of various kinds of networks as one of
such information. Up to now, we have been studying the Minority-Game (MG),
which is a competitive simulation environment to analyze social economic model
[3][4]. In MG, a lot of agents who have local view play a simple game, and a social
community network is formed in which one agent is one node of the network.
And we have already discovered the fact that power-law was seen in the behavior
of agents having high winning-ratio [5]. So, in this paper, first, we have analyzed
why power-law was formed in agent behavior and second, verified whether agent
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Fig. 2. (a) Standard deviations of the number of winning agents. (b) Mean numbers
of winning agents. (c) Rankings of agents for each m.
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behavior can be improved or not by checking whether power-law is seen in its
behavior or not. The reason to choose Minority Game is that agent’s rule is so
concise that the simulation can be easily executed and it can be thought that the
analysis of the mechanism by which power-law is formed may be easy compared
with the real-networks like the Internet .

First, we will describe about Minority Game and the interesting behaviors of
agents, then show that power-law can be seen in agent’s behavior. Next, we will an-
alyze the mechanism by which power-law is generated, and discuss important pa-
rameters that generate power-law. And, the experiment and its result of whether
agent’s efficiency can be improved by controlling these parameters are described.

2 Minority Game

Firstly, we review the rules of Minority Game (see Fig. 1 (a)). We have n agents,
each of which is an autonomous agent that independently chooses between two
alternatives (group 0 or group 1) according to its own behavioral rules. In each
round of the game, all of the agents choose one alternative or the other, and
the agents that then finish in the minority group are considered to be winners.
Each winner is awarded one point, and the total numbers of points awarded
to all agents is the profit in this round of the game. Therefore, the smaller the
difference between the numbers of agents in the majority and minority groups,
the better the result.

Each agent makes its selection based on one of multiple strategy tables that it
holds. The entities in the table contain all combinations of m past winning-group
choices along with next decisions that corresponds to each of the combinations (see
Fig. 1 (b)). At the beginning of the game, each agent prepares s strategy tables,
and the next decision entries (0 or 1) of each strategy table is stored randomly.

In the first round of the game a m-past-winning-group-history is randomly
set, for example to [1|1|0], and each agent randomly selects one of its s strategy
tables and sees the next decision entry corresponding to [1|1|0] (see Fig. 1(b)).
And if the next decision entry is group 1, the agent selects group 1. Then if the
agent wins, one point is assigned as profit to the selected strategy table. If the
agent loses, one point is deducted. After the scoring update of strategy tables
of all the agents, the m-past-winning-group-history is updated from [1|1|0] to
[1|0|1] because group-1 becomes winning-group in this game.

In the second and subsequent rounds of the game, the strategy table that
has the highest number of points is always selected. This cycle is repeated a
predetermined number of times, and the final result of the game is the total
number of points acquired by winning agents across all rounds.

2.1 Emerged Behavior of Agents

Then, the following overall order is formed through such the simple rules [3][4].
We executed the game by 201 agents. Firstly, the standard deviation of the
number of winning agents is shown in Fig. 2(a). The game was played for the
number of rounds described below with the agents possessing various numbers of
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strategy tables, s = {2, 5, 10, 16, 32, 64} and the strategy tables having various
history depths, m = 3 to 16. One trial for each parameter pair, (s,m), is 10,000
rounds of the game, and ten trials were conducted for each pair. Fig. 2(b) shows
the mean numbers of winning agents. The horizontal lines in Fig. 2 (a) and (b)
represent the standard deviation and mean value when all of the agents made
random choices. These graphs show that, for the lower values of s, the standard
deviation became lowest and the mean number of winning agents became highest
when m was from three to six. Fig. 2 (c) shows the rankings of the 201 agents
by average score. In the case where every agents randomly selected ”group 0”
or ”group 1”, they could get approximately 4750 points. On the other hand, the
mean score was high when the standard deviation was small (m=3 to 5) and,
although some differences between agents can be seen in the scores, all or almost
all of the agents were able to achieve stable high scores.

This means that some kind of emerged behavior among the agents was driving
the winning-group ratio closer to 100:101 in these cases. Especially, the most inter-
esting characteristic is that, although we would expect behavior based on longer
histories to be more efficient, m larger than 10 produce results that are the same
as those of random behavior when we ran the game by 201 agents. At this point,
as for n and m, the following relation has already been known that there exists the
constant relation betweenm and σ2/2N (σ is the standard deviation of Fig. 2 (a)),
in this paper, we executed the game by 101, 201, and 301 agents.

3 Agent Behavior and Power-Law

In [5], we have investigated how the strategy tables are used by each agent to
analyze each agents behavior in detail. Fig. 3 (a) and (b) show the transitions of
the points for each strategy table held by the 25th-place agent of m=3, and the
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Fig. 3. Which strategy table was used? Scores for (a) m=3, 25th place agent and (b)
m=14, 200th place agent in (upper) 10000, (middle) 1000, and (lower) 100 games



Effective Decision Making by Self-evaluation in the Multi-agent Environment 635

0.2

1 10 100 1000 100000.001

0.01

0.1

1

1 10 100 1000 100000.001

0.01

0.1

1

1 10 100 1000 100000.001

0.01

0.1

1

1 10 100 1000 100000.001

0.01

0.1

1

1 10 100 1000 100000.001

0.01

0.1

1

CDF: n=101, m=3, s=2P(L)

The length L, which one strategy table 
was continuously used of all agents

CDF: n=301, m=3, s=2P(L)

The length L, which one strategy table 
was continuously used of all agents

CDF: n=101, m=7, s=2P(L)

The length L, which one strategy table 
was continuously used of all agents

CDF: n=301, m=7, s=2P(L)

The length L, which one strategy table 
was continuously used of all agents

CDF: n=101, m=14, s=2P(L)

The length L, which one strategy table 
was continuously used of all agents

CDF: n=301, m=14, s=2P(L)

The length L, which one strategy table 
was continuously used of all agents

0.7

1.0

0.1

0.7

0.7

(a) (b)

1 1  0 100 1000 10000 0.001

0.01

0.1

1

Random Walk

Fig. 4. No. of steps L over which either strategy table was in continuous use for (a)
n=101 and (b) n=301 with (upper) For m=3 (all 101 agents and 301 agents), (middle)
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200th-place agent of m=14 when the game was played by 201 agents and each
agent has 2 strategy tables (s=2).

Then we have discovered the following curious fact. While the 25th-place agent
in Fig. 3 (a) used both strategy tables, there was no fixed period for the contin-
uous use of one strategy table. In other words, a fractal characteristic is visible
in this agent behavior; that is, the usage of strategy tables shows self-similarity.
Fig. 4 shows, on log-log scales, per-agent histograms of the periods over which ei-
ther of the strategy tables was continuously used. Results for m=3, 7, and 14 are
given for (a) n = 101, and (b) n = 301. Power-law can be seen in the cases of m=3
of (a) and (b) (graphs were nearly straight lines). On the other hand, returning
to Fig. 3 (b), no fractal characteristic is visible in the results for the 200th-place
agent. There was certain fix period for continuous use of one strategy table. As
Fig. 4 shows, power-law cannot be seen in m=14 of n=101 and n=301 (graph is
not straight line). And the performance of agents with m=14 becomes as same
as random selection has already verified in Fig. 2. So, these results show that
power-law is not seen in agent behavior of large m. Interestingly, the histograms
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for agents with m=7 show an interesting mix of the two types of results; some
are similar to the graphs for m=3, while others are similar to those for m=14. It
can be thought that power-law can be seen only for high winning-ratio agents.
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Fig. 5 shows
the slopes1 of the
histograms in
Fig. 4 for all
agents, from that
in first place to
that in last place
((a) n=101 and
(b) n=301). As
you can see, the
consistent rela-
tion can be seen
that is the slope
of power-law in high winning-ratio agents are near to 0 (more horizontal) than
that in low winning-ratio agents.

4 Mechanism of Forming Power-Law

First, we consider about (1) why winning-ratio of agent having small m becomes
higher than agent of having large m and (2) why difference between the number
of minority-group agent and majority-group becomes a little in small m.

4.1 Mechanism of Forming Power-Law (1)

To begin with, since the total of “0” and “1” becomes stochastically equal in
each strategy table because “0” and “1” of each strategy table is stored at
random, so the total of “0” and “1” that all agents select corresponding to each
combination of m-past-winning-group-history must become stochastically equal
too. Therefore, in each game, difference between the total of agent in minority-
group and majority-group always must become a little, and after the game is
repeated many times, almost all agent’s winning-ratio will become approximately
equal.

At this point, most biggest difference between the strategy table of small m
and big m is the number of entries each strategy table has. For example, since
the strategy table of m=3 has only 8 entries, the strategy table of m=14 has
16,384 entries. Next, it can be thought that even if total of “0” and “1” becomes
equal stochastically, there exist various kinds of distribution of “0” and “1” in
each strategy table. Here, an important point is that, for each m-past-winning-
group-history one combination of distribution of “0” and “1” that each agent
selects by seeing its strategy table’s one of entry corresponding to the m-past-
winning-group-history is fixed. And, since the expected value of occurrence of
1 The slope is calculated by the least-squares method.
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the combination like total of “0” and “1” becomes quite unequal is low, total
of “0” and “1” may become equal in almost all combinations in m=3, because
number of entry is only 8 in m=3. But in m=14, number of entry becomes quite
big “16,384”, so the possibility of occurrence of the combination like total of “0”
and “1” becomes quite unequal may become high. For MG, the combination of
total of “0” and “1” of quite unequal decreases the performance of agents, so
when m becomes large the average of winning-ratio of all agents must become
low, because only small number of agents can be winner.

Table 1. Small m is more superior than large m

m 3 5 9 13
Average 46.6 46.5 43.2 33.7

σ 2.8 2.9 3.0 4.1

To verify this hypothesis, we calculated the average and standard-deviation
of the total of “0” of all agent for each m-past-winning-group history. For one m,
we executed the game under 100 kinds of strategy tables and calculated average.

Then, the following result was confirmed (see Table 1); when m became large
the average of total of “0” became lower than that of small m. This means
there were big difference between total of 0 and 1 in large m, and the standard
deviation became also large, this means the average was not steady in each game.
As a result, it can be understood that winning-ratio becomes nearly 50% steady
when m is small.

4.2 Mechanism of Forming Power-Law (2)

At this point, as for the rule of scoring for strategy table, that is when an agent
becomes winner the selected strategy table’s score is increased 1 point and in
case of loser 1 point is decreased and if probability of winning and losing is nearly
equal, transition of strategy table’s point under these situation can be consider
as same as random-walk. It has already been known that when a certain value
changes like the random-walk, the probability density of histogram of the period
whose point is 0 or more follows power-law. Therefore, it can be thought that
power-law has been generated since the score change of the strategy table is
similar to the random-walk when m is small2.

Then, we played MG by the following three kinds of strategy table’s scoring
rules. (Rule-1) Agents select strategy tables sequentially. The interval of ex-
change is randomly set. (Rule-2) One point is added to the score for a selected
strategy table that wins, but two points are subtracted if it loses. (Rule-3) If the
agent loses a single game, the strategy table is exchanged for the next-scoring
table, even when the currently strategy table still has the most points. As shown
in Fig. 6, extreme winner agents and loser agents were generated in all the three
2 In Fig. 4 (a), we ran random-walk 10000 steps, and calculated the CDF of histograms

of the number of steps where a positive value or a negative value was consecutive.
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scoring rules, and power-law like the random walk was not generated certainly.
This result means the scoring rules of 1 point increasing and 1 point decreasing
are important.

5 Improvement of Winning-Ratio Using Power-Law

In Minority Game, as described above, when agents can behave efficiently power-
law characteristic can be seen in their behavior, and as shown in Fig. 6, there
are consistent relation between the slope of power-law and the score in each
agent. And, since the parameters that generate power-law are m and the strategy
table’s scoring rule, if we want an agent to change its behavior without changing
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these parameters it only has to renew its
strategy table.

Since 0 and 1 of the strategy table is
stored at random, even if an agent renews
its strategy table a dramatic effect might
not be able to be hoped basically. How-
ever, when the strategy table of the low
winning-ratio agent is renewed some ef-
fect may be expected.

Then the following experiment by
which the agent who has to renew its
strategy table is selected by the follow-
ing three kinds of evaluation methods was
done. As for the experiment, we ran the
game by 101 agents and the number of strategy tables that each agent has is set
to 2 (s=2). After the game is repeated 10,000 times (10,000 times is one turn),
each agent’s efficiency is evaluated by the following three kinds of methodologies,
then both strategy tables of the selected agent are renewed and their score are
initialized to 0, then next 10,000 times is started. In the experiment we repeated
the renewing process 10 times that is we ran the game 100,000 times.

1. Since the agent with its power-law slope being nearly 0 has high winning-
ratio, we randomly select u pieces of agents whose power-law slope become
lower than the previous turn, and selected u pieces of agents renew their
strategy tables. In this evaluation, since the calculation of each agent’s power-
law is computable only from its behavior, each agent need not know the total
of agents in the game. However since this evaluation uses only the change of
slope even the high winning-ratio agent may renew its strategy tables.

2. We randomly select u pieces of agents whose power-law slope become lower
than the certain value (0.75), and selected agents renew their strategy tables.
In this evaluation, we use the following knowledge that is, there are consistent
relation between the power-law slope and the winning-ration in each agent
and this consistent relation does not depend on the total of participating
agents in the game. In this evaluation, each agent can know its approximate
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position without knowing the total of participating agents, and agents only
having low winning-ratio can renew their strategy tables.

3. We select u pieces of agents having low score, and selected agents renew their
strategy tables. In this evaluation, it is necessary for each agent to know the
following global information, each agent’s score and the number of total of
participating agent. This evaluation can be thought as the best way to select
the agent to renew its strategy table. We prepared this evaluation for the
comparison to above evaluation-1 and -2.

Fig. 7 shows the score of 101 agents of nine kinds of evaluation settings. We
ran the three kinds of games (u=5, u=10, and u=20) for each evaluation. And as
mentioned above, in each situation, strategy table renewing process was repeated
10 times and score of agents after the each renewing process was plotted to the
graph of each evaluation setting. As a result, in all settings it can be confirmed
that the winning-ratio has improved in all almost agents.
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Fig. 7. Score of 9 kinds of evaluation settings

First of all, u =
5 was the best in all
three kinds of eval-
uation. The reason
can be thought as
follows; if we select
too many agents,
many renewed strat-
egy tables may de-
stroy the current
good strategy ta-
ble’s combination of
high winning-ratio
agents and thus the
effect of renewing
may be lost. As
for the evaluation-1
and -2, evaluation-
2 was better than
evaluation-1 as we expected because in evaluation-2, only the agents having
low winning-ratio are able to renew their strategy tables.

Consequentially, evaluation-2 was the most effective though it had been ex-
pected that evaluation-3 was at first most effective. While the evaluation-3 uses
the several global information, it pays attention only to the score transition of
agent. On the other hand, the evaluation-1 and -2 pay attention to the agent
behavior. So, in the following two situations, ”the score is good by chance even
if the evaluation of behavior is bad” and ”the score is bad by chance even if the
evaluation of behavior is good”, agent should not renew its strategy tables in
the former situation, and should renew them in the latter situation, thus this
experiment result shows paying attention to agent behavior is effective as the
evaluation methodology.
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6 Conclusion

Multi-agent system is a network where one agent is one node, and there are close
relations between behavior of each agent and the group of agents as a whole,
so a certain information about the state of each agent may be hided in each
agent behavior. In Minority Game, such information to recognize agent state
was power-law. Power-law is the important feature to characterize the behavior
of the node and it is interesting that power-law is seen in the behavior of the node
on various kinds of networks. In this paper, we verified whether the efficiency
of each agent behavior was able to be improved only by seeing its behavior by
checking whether power-law is seen in its behavior or not in Minority Game, and
confirmed that the performance gain was actually possible. It can be expected
that power-law is the important factor to characterize the state of a system,
especially in the following systems; multi-agent system for the artificial economic
market, collective intelligence, swarm intelligence, and ubiquitous information
communication systems, etc. In the future work, we plan to apply this analytical
technique to an actual system like the ubiquitous information communication
system and to verify whether an efficient performance improvement is possible.
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Abstract. It is a critical issue for interdomain service routing across
MPLS domains to map egress service path. In spite of being a de facto
interdomain routing standard, BGP can not effectively fulfil the inter-
domain traffic engineering. To solve the problem, we set up an overlay
model, and formulate the problem as a Markov Decision Problem. Ac-
cording to the model, we get related network resource state through
service nodes measurement on a common measurement platform. Using
service state, we design related cost function. To simplify the problem,
we decompose the Markov Decision Problem, and design a heuristic pro-
portional mapping algorithm.

1 Introduction

Service routing is an overlay network routing, which provides corresponding ser-
vice capability and setup according to traffic engineering requirements. For ex-
ample, we often need to setup VPN services across different MPLS network do-
mains. Next Generation Networks (NGN) is expected to support services across
different networks with diverse requirements. It brings great challenges to the
MPLS networks, which will be the core networks in NGN.

To set up service path between MPLS domains, we must find the egress path.
In this context, destinations for interdomain traffic may be reachable through
multiple egress routers within a domain. According to IEEE RFC [1], traffic engi-
neering (TE) deals with the issue of performance evaluation and performance op-
timization of operational IP networks and encompasses the measurement, char-
acterization, modeling and control of the Internet traffic. So the objective of
egress service path mapping for service routing between MPLS domains is two-
folded: to find an egress for feasible service path; to optimize the usage of the
network resource by balancing the load according to traffic engineering.

Since the Border Gateway Protocol (BGP) [6] is a de facto standard for in-
terdomain routing, which determines routes for packets that cross multiple au-
tonomous systems. It can be also used to find the egress service path. As a path
vector routing protocol, BGP is similar to any other distance vector routing pro-
tocol that doesn’t take into account service metrics. Its criteria for selecting the
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best path are based on the length of AS path. Due to the complexity of service
routing, BGP hardly support different service routing.

Because MPLS domains are owned by different network providers, they have
different service providing methods and policies. At the same time, different
MPLS domains lack common languages to understand each other. Therefore,
the core of the problem is how to map service capacity between two MPLS
domains which don’t know much about each other.

To address the problem, we must decompose function from routers. we in-
troduce an innovative idea—service semantic P2P overlay network to open the
underlay network capability. It organize the resources of service routing across
different network domain based on ontology. Based on the overlay architecture,
we design related formalization model and algorithms.

The rest of the paper is organized as follows. In section 2, we introduce the
related works. In section 3, we set up the overlaymodel and formulate the problem.
In section 4, we analysis the method to get interdomain network information based
on overlaymodel. In section 5, we set up cost function according to service state. In
section 6, we decompose the Markov Decision Problem, and design a distributed
heuristic proportional mapping methods. Finally, a conclusion is reached.

2 Related Works

Many methods to setup interdomain routing are based on BGP. RFC 2547 [5]
setup MPLS VPN based on BGP. A. Farrel, J. P. Vasseur, andY. Ayyangar [14]
propose a framework for interdomain MPLS Traffic Engineering, and specify
signaling (RSVP-TE) and path computation mechanisms for setting up inter-
AS service routing. Bonaventure [2] focuses on how to distribute flexible QoS
information by BGP in different network scenarios. Cristallo and Jacqenet [12]
propose a new attribute, the QoS NLRI (Network Level Reach ability Infor-
mation), for BGP UPDATE message to carry QoS information. Bressoud [11]
determines an optimal selection of outgoing links and associated border routers,
where the selection optimizes the ISP’s network resource utilization. However,
these solutions can only select an egress router based on prefix reach ability
and the egress link capacity information, without knowing whether the selected
egress can satisfy the traffic flow’s end-to-end traffic engineering requirement and
the neighbor domains accept the service.

BGP can not resolve all the problem related to traffic engineering. Recently,
overlay network is proposed to decompose the functions from routers [7] [8].
Xiaohui Gu of University of Illinois gave a framework to composite the QoS-
aware service for large-scale peer-to-peer systems [9]. These solutions try to
achieve interdomain TE by allowing explicit routing on the overlay. However,
they do not possess the status of the underlying network, and have no control
to routing on the underlay. Due to these reasons, we must open the underlay
network capability to setup service routing.

To open network capability, Parlay/OSA [4] has been proposed. Through
Parlay API, MPLS traffic engineering capability can be mapped up. All kinds
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of traffic engineering requirements can be computed in different Parlay service
capability servers. To provide a distributed environment, service convergence
and virtualization is the key for setting routing across heterogeneous MPLS do-
mains. Parlay can’t provide such kind of capability. OGSA (Open Grid Services
Architecture) [3] is such service convergence and virtualization platform. Based
on concepts and technologies from the Grid and Web Services communities,
OGSA defines a uniform exposed service semantic (the Grid service); defines
standard mechanisms for creating, naming, and discovering transient Grid ser-
vice instances; provides location transparency and multiple protocol bindings
for service instances; and supports integration with underlay native platform
facilities. OGSA also defines interfaces, associated conventions and mechanisms.

Different MPLS domains need a common language to understand each other.
To solve the semantic problem between different MPLS domains, Semantic Over-
lay Networks (SONs) [10] is proposed to be a way to make that MPLS domains can
understand each other by grouping peers sharing the same schema information.

Studying these technologies to realize service routing across different MPLS
domains is worth. We can combine these technologies to solve the MPLS inter-
domain egress path problem.

3 System Model

3.1 Overlay Model

To decompose functions from routers, we design an overlay model (fig. 1). At
first, we use Parlay API to open the MPLS network capability, which include
connectivity management and policy management. To get network resource sta-
tus between different MPLS domains, we use a common network measurement
platform. In the model, we decompose the function of each MPLS border node
to grid service node. For each MPLS border node, relative service nodes are
setup. These service nodes decompose the functions from both MPLS border
nodes and Parlay Gateway, and provide a distributed computation. These ca-
pabilities opened are wrapped as Grid Services, which can effectively manage
MPLS network resources and their states. On the foundation, we setup a single
semantic image—ontology. Ontology [13] is a formal, explicit specification of a
shared conceptualization. In each MPLS domain, we map egress service path
based on semantic through computing cost and relative egress resource. Based
on ontology, we can get, describe, express and compose services to setup service
routing across different MPLS domains and other networks. At the same time,
different service relationships can be setup through semantic. In semantic grid
level, different MPLS domains and other access networks can understand each
other through ontology, and become a transparent homogeneity network. In such
a homogeneity network, we can setup P2P service routing.

3.2 Problem Formulation

For MPLS domain AS under consideration, we are given a set of neighbors
A1, . . . , Aq and a set of Grid service pipe L1, . . . , Ln between ingress-egress
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Fig. 1. Overlay Model

node pairs. Grid service pipes are instances of grid services which wrap the traffic
trunks in MPLS domains between ingress nodes and egress nodes. There may be
more than one path between two neighbors. Service traffic is carried between the
AS under consideration and its neighbors through these ingress-egress node pairs.

The external BGP peering session at the border routers receives advertise-
ments for network prefixes across the border nodes. Let P1, . . . , Pm denote
the set of prefix advertisements received across all border nodes. Traffic from
neighbor Ah ingressing through border node bi may be measured or estimated
through a service network resource measurement platform. Let t(h, i, k) denote
such kind of traffic. The egress node set {j} is determined by measurement func-
tion δ(h,i,k,s), which is measured according to the neighbor Ah, ingress node i,
the destination Pk of egress outing data traffic, and service type s.

We formulate our problem as a partially observed Markov Decision Process
(MDP). Given the call of service type s, let xijl

s (t) be the number of the calls of
service type s using Grid service pipe l between service node i and j at time t.
Formula (1) denotes the vector containing the number allocated to the different
grid service pipes taken by calls of service type s at time t.

xs(t) = {xijl
s (t)}T (1)

Formula (2) contains the vector of different call types and respective grid
service pipes at time t.

x(t) = [xT
1 (t), xT

2 (t), ..., xT
m(t)] (2)

We define the one-step cost function at state Y (t) and control action
→
u(t) by

Costijl
s (Y (t),

→
u(t), Y (t + Δt)) (3)

The optimization objective function is formula (4), which is subject to the
network constraints and traffic engineering constraints. We assume E[xijl

s (t)] is
the expected value of xijl

s (t) determined by the traffic model of the service type s.
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min
I∑

i=1

J∑
j=1

S∑
s=1

Costijl
s (Y (t),

→
u(t), Y (t + Δt)) ∗ E[xijl

s (t)] (4)

The formula (5) shows for every egress that the intra domains capability can
not be exceeded. Cintra

ij is the capability of between the service nodes i and j
within the MPLS domains.

S∑
s=1

L∑
l=1

xijl
s (t) ∗ t(h, i, k) ≤ Cintra

ij (5)

The formula (6) shows for every egress that the inter domain links capability
can not be exceeded. Cinter

j is the interdomain links capability in the neighbor
domains of egress node j.

I∑
i=1

S∑
s=1

L∑
l=1

xijl
s (t) ∗ t(h, i, k) ≤ Cinter

j (6)

The formula (7) shows for every egress that the related service capability
of the neighbor domains can not be exceeded. X(s)inter

j is the related service
capability of service ontology type s in the neighbor domains for the egress.

I∑
i=1

L∑
l=1

xijl
s (t) ∗ t(h, i, k) ≤ X(s)inter

j (7)

At the same time, it also includes other traffic engineering constraints.

4 Inter Domain Information Acquirement

To get the necessary information to determine the egress service node for the
service path is very important. Measurement is a direct way to get such kinds
of information. Our overlay model does not require each node to perform traffic
measurement. Measurement is performed on a common measurement platform.
Only the ingress and the egress service nodes are required to participate in
the measurement process. The measurements include network measurement and
service measurement.

The network measurement is provided by ingress grid service nodes to measure
service path. The measure path is from the ingress service nodes to egress service
node, and then to the neighbor domains’ ingress service nodes. At first, we need
use BGP to get the reachability information. AS (Autonomous System) intercon-
nect via dedicated links and public network access points, and exchange routing
reachability information through external BGP peering sessions. BGP allows im-
port and export policies to modify the routing decision from the shortest-path
default. The unit of reachability provided by BGP is the network prefix, which
is an aggregation of IP addresses in a continuous block. A route advertisement
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indicates the reachability of a network. On the basis of the BGP routing table,
the BGP decision process will select the best route toward each known network.

For the purpose of balancing the loads among grid service pipes, the available
bandwidth appears to be a desirable metric to measure. However, it is not easily
measured. Packet delay is a metric that can be reliably measured. The delay of
a packet on a grid service pipe can be obtained by transmitting a probe packet
from the ingress service node to the egress service node, and then to the domain
which we want to measure. Packet loss probability is another metric that can be
estimated by a group of probe packets. Packet loss probability can be estimated
by encoding a sequence number in the probe packet to notify the egress node
how many probe packets have been transmitted by the ingress node, and another
field in the probe packet to indicate how many probe packets have been received
by the egress node.

Service measurement is also an import issue. In each MPLS domain, all opened
service capability, are registered in grid register server based on semantic. Ac-
cording to the semantic, each MPLS domain can sent service measurement re-
quirement to neighbor domains. When a neighbor MPLS domain receive such
kinds of requirement, it will response according to its policy.

5 Cost Computations

To allocate resource for service routing between MPLS domains, the key is the
dynamical cost computation for different service states. We formulate our dy-
namic policy by considering a request for a new grid service pipe setup with
network status and priority set P.

When the resource is enough, we only need consider the setuping priority
to determine the order in which path selection is done for traffic trunks at the
connection establishment and under fault scenarios. Through network status
provided by measurement, we can compute the setuping cost with following
formula:

SCl(S, t) = σ1 · P l
loss + σ2 · P l

delay + σ3 · SP (S) (8)

P l
loss is the probability of packets dropped on grid service pipe l during the

(t, t+1) period. It reflects the switch capacity of the LSR in two border nodes.
P l

Delay is the delay of Grid service pipe l during the (t, t+1) period. The cost
will increase with the increase of P l

Delay . SP(S) is the setuping priority of the
service ontology type. The priority is determined by the services’ SLA between
service providers and customers. σ1, σ2, σ3 is the relative weighting coefficients
of P l

loss, P
l
Delay and SP(S). Their values reflect the importance of these factors.

If the resource is not enough, we must consider holding and preempting prior-
ity. Only when the preempting priority of the service is higher than the holding
priority of the preempted service, the resource can be allocated. When a set of
grid service pipes is chosen to be preempted, these grid service pipes will be
tore down and could be rerouted through extra signaling and routing decisions.
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In order to avoid or minimize rerouting, we propose to reduce the number of
preempted grid service pipes by selecting a few low-priority grid service pipes.
After a grid service pipe is selected for rate reduction, there will be signaling to
inform the originating service node of the rate reduction. In the future, whenever
it exist available bandwidth in the network, the lowered-rate grid service pipe
would fairly increase their rate to the original reserved bandwidth.

After setting up the service routing, the holding priority is higher than the
setuping priority. Then, we use a simple linear relation to define the holding cost,
where h is less than 1.

HCl(S, t) = h ∗ (σ1 · P l
loss + σ2 · P l

delay + σ3 · SP (S)) (9)

Preempting cost is related to the preempting priority of the service and net-
work status. To have the widest choice on the overall objective that each service
provider needs to achieve, we define the following objective function, which is
chosen as a weighted sum based on the above-mentioned criteria:

PC(S, t) = α1 · n(l) + α2

k∑
i=0

b(S, t, i)/B(S, t, i) + α3/Pp(S) (10)

n(l) represents the number of preempted grid service pipes. If the number of
preempted grid service pipes is larger, the affected service path will also become
larger. b(S, t, i) represents the bandwidth of pipe i which will be preempted.
B(S, t, i) is the original bandwidth of pipe i. We also wish that the preempted

resource is little.
k∑

i=0
b(S, t, i)/B(S, t, i) is the sum of preempted resource ratio.

When the value is larger, the cost will also become larger. Pp(S) represents the
preemption priority of preempted grid service pipes. Coefficient α1, α2, and α3
are the values that can be configured in order to stress the importance of each
component.

6 Algorithms for Egress Selection

6.1 Decomposition of MDP

To simplify the problem, we decompose the Markov Decision Problem. We as-
sume the service arrivals are determined by their traffic models. Their state dis-
tributions are statistically independent. These assumptions are commonly made
in network performance analysis. In particular, they imply that a call for a path
consisting of grid service pipes is decomposed into independent grid service pipe
calls characterized by the same mean holding time as the original call. Then the
Markov process for a given policy π can be described separately for each grid
service pipe, which is in terms of the grid service pipe state x = {xj} and the
transition rates defined by service arrival rates λs

j(x, π) and departure μj . These
parameters are estimated based on some sample statistics measured using above
common measurement platform.
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For a given routing policy, each grid service pipe penalty process can be
described independently by the set {λs

j(x, π),μj}. Then we can compute cost
according to these parameters.

6.2 Distributed Heuristic Proportional Mapping

According to the decomposition of MDP, we design a distributed method to
map service path between MPLS domains in algorithm 1. At first, we confirm
the service constraint of formula (5), (6), (7) and other traffic engineering. We
assumed that all paths between a source and a destination are disjoint and their
capabilities are known through measurement. In practice, paths between a source
and a destination have shared links. These paths may also share links with path
between other source-destination pairs.

To make a decision whether a service path from its domain to destination
neighbor domains, we must consider all service which are carried to the egresses
of the neighbor domains. To simplify the problem, we use heuristic proportional
method to determine. Then we design a decision function to determine select
which egress in formula (11).

Algorithm 1. Distributed Heuristic Proportional Mapping
DHPM(a, b, s)
{
If a service routing request access
{
min = 0
get service ontology kind
get the egress set {(i, j)} for the service s, where j ∈ Pk

for each egress (i,j)
{
(1) It must satisfy

S

s=1

L

l=1
xijl

s (t) ∗ t(h, i, k) ≤ Cintra
ij

(2) It must satisfy
I

i=1

S

s=1

L

l=1
xijl

s (t) ∗ t(h, i, k) ≤ Cinter
j

(3) It must satisfy
I

i=1

L

l=1
xijl

s (t) ∗ t(h, i, k) ≤ X(s)inter
j

(4) It satisfies other traffic engineering constraints.
(5) find minimization Predictedcost(i, j, l, s)
(6) if Predictedcost(i, j, l, s) < min

min =Predictedcost(i, j, l, s)
}
If min > 0
Accept the service routing mapping

else
Reject the service routing mapping

}
}
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Cijl
s (t) =

Costijl
s (Y (t),

→
u(t), Y (t + Δt)) ∗ E[xijl

s (t)]
M∑

s=1
Costijl

s (Y (t),
→
u(t), Y (t + Δt)) ∗ E[xijl

s (t)]
∗ xijl

s (t) (11)

To avoid fluctuating too much, we use an exponentially weighted moving
average (EWMA) method. This is, Predictedcost(i, j, l, s) = β * Cijl

s (t) + (1–β).
When a service pipe appears for the first time, we will directly use its cost in the
current interval to predict in the next interval (since it does not have any other
history yet).

According to the predicted cost, we can determine the proportion of resource
assignment between different service nodes, accept and reject different service
routing in service pipe model. The assignment will support the service ontology
mapping to accept service routing based on service ontology in pipe model.

7 Conclusions

The service routing across different MPLS domains is difficult. The most impor-
tant thing is to open the underlay network capability. We propose a new model –
P2P Semantic Overlay, which decompose the function of router into the service
node through grid service. The model use Parlay gateway to mapping MPLS
service capability. The service status is gotten through a common measurement
platform. The model also including egress path computing. At the same time, we
formulate the problem, and propose a MDP model. At last, we decompose the
problem and propose a new algorithm. The algorithm is a distributed method
which will greatly reduce the computation complexity. It will be a new method
to solve the service routing problem based on overlay model by combining se-
mantic grid. Using traffic model to assign network resource in internet is also a
trend.
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Abstract. As more and more P2P applications being popular in Inter-
net, one of important problem to be solved is inspiring users to cooperate
each other actively and honestly, the reputation mechanism which is a
hot spot for P2P research has been proposed to conquer it. Because of
the characters of virtuality and anonymous in the network, it is very easy
for users with bad reputations to reenter the system with new identities
to regain new reputations in the reputation systems. In order to get rid
of the impact of whitewashers and improve the system performance and
efficiency, we propose a new probability-based adaptive initial reputation
mechanism. In this new mechanism, newcomers will be trusted based on
system’s trust-probability which can be adjusted according to the actions
of the newcomers. To avoid the system fluctuating for actions of a few
whitewashers, we realize the new reputation mechanism in system with
group-based architecture, which can localize the impact of whitewash-
ers in their own groups. Both performance analysis and simulation show
that this new adaptive reputation mechanism is more effective.

1 Introduction

Oram [16] gives a simple definition of peer-to-peer (P2P) networks as: “P2P is
a class of applications that take advantage of resources storage, cycles, content,
human presence available at the edges of the Internet”. As large number of P2P
applications, such as Gnutella [1], BitTorrent [2], Skype [3], etc., being popular
in Internet, they attract a lot of users and system designers.

According to the research of the running P2P applications [4][5][6], a lot of
drawbacks of the real P2P systems have been disclosed that performance of the
most P2P systems can’t reach or even be proximal to the expectation of users
and system designers. The major reason is lacking of the effective cooperation
mechanism inherently in the P2P systems, so not all participators can be en-
couraged to take part in the systems actively and friendly. When a P2P user
� This work was supported by 973 Project granted 2003CB314806 and NFSC granted

90204003, and partly supported by 973 Project granted 2006CB701306.
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tries to download a file from another user in the same application, he may worry
about the virus or attack embedded in that file; the user shares resources with
others but who do not; and so on. All of these risks destroy the trust among the
system users, so that the users will remind themselves more careful when they
take actions in the system full of hazards, which holds back the users’ footstep
to cooperate with others.

It is an effective solution to construct the reputation system in the P2P net-
works to build up the trust among the users. But the anonymousness and in-
herent virtuality of the Internet hamper the implementation of the practical
reputation system. In a glimpse of security technologies, it is still difficult to
map the user identities of Internet into their social identities uniquely, which
means that users can easily get on the Internet with cheap pseudonyms. So the
users can reenter the network system by changing their network identities to
get new reputation values to avoid the penalty imposed on them, which can’t be
identified from the fresh users to the network. We call the former “whitewashers”
and “newcomers” for the latter [8]. There is an important problem to be solved
that how to limit the whitewashers’ evil behaviors and encourage the newcom-
ers’ beneficial actions through the reputation system, which can make the P2P
networks more cooperative and effective. The users’ initial reputation values in
the reputation system have impacted their behaviors. To make the P2P networks
more cooperative, some researchers [7] have proposed radically to trust all the
users initially when they enter the network, so everyone can trade with others
rapidly and extensively. But this solution nourishes the whitewashers, which can
get new good reputation and do harm to the performance of P2P networks.
So others [7] advise conservatively trusting nobody initially at the beginning of
users’ participating to the network, which intents to eliminate the whitewashers
by imposing the serious penalty on them. But in reality, the useful behaviors of
newcomers have also been unfairly restricted in the case of this strategy. It will
take newcomers very long time to cumulate enough reputation values to take
part in the cooperation in the network, which decreases the network efficiency
seriously in the case of P2P users joining and departing the network with high
frequency.

A new group-based probability initial reputation system has been proposed
in this paper to enhance the network cooperative efficiency and block the white-
washers’ destruct behaviors adaptively. When joining the network, every user is
assigned a new reputation value based on a probability indicated by a system
argument, which is called Initial Trust Probability (abbr. ITP) adjusted accord-
ing to the behaviors of all the new users. In addition, to avoid the shake of whole
network impacted by a few evil users in a certain local, it doesn’t use a globe
argument of ITP for new users’ reputation values, but set the one in each local
where a group is built up to maintain all the users in coverage of this local.
In this group-based reputation system, the impact of whitewasher can be effec-
tively limited in the area of group he belongs to; furthermore, the huge overhead
used to maintain the globe argument can be decreased largely and dispersed into
every group in network.
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The remainder of this paper is organized as following: Section 2 describes the
proposed adaptive group-based reputation system in detail, which is organized
into two subsections named group-based reputation architecture and adaptive
initial reputation mechanism respectively. Theoretical analysis and simulation
results to the performance of the new reputation system are given in section 3
and 4, respectively. Finally, section 5 concludes the paper.

2 An Adaptive Group-Based Reputation System

It is very difficult to distinguish the whitewasher from newcomer in the P2P
network, and the impact of whitewasher can not be eliminated completely. If
we trust all new users including whitewashers and newcomers without doubt,
the efficiency of the network can be improved in the case of fewer whitewashers,
but the system runs high risk of attacks with more whitewashers; otherwise,
if we don’t trust all the new users completely, the risk can be cut down, but
the system cooperative efficiency may be decreased serious especially with fewer
whitewashers, so the best solution should be designed based on tradeoff between
restricting the whitewasher and encouraging newcomer.

Based on the above analysis, we propose an adaptive initial reputation mech-
anism under the group-based reputation architecture, which attempts to reach
that tradeoff. In this method, the new users will be assigned good reputation
values with high probability (i.e. Initial Trust Probability, ITP) when there are
fewer whitewashers in the P2P networks; as the number of whitewashers has
been detected to be increasing, the ITP is decreased corresponding to alleviate
the serious impacts of the whitewashers. In order to decrease the overhead used
to maintain the globe argument in the whole network and confine the impact of
whitewasher within small area, we design a group-based reputation architecture
to realize the adaptive initial reputation mechanism, in which every user is or-
ganized into an unique group in a certain rule, such as in the rule of physical
topology [10], interest-based locality [11][14], etc.. Furthermore, the relationship
among the users can also be organized into a hierarchy [12]. In the paper, we de-
sign this architecture in the complete distributed style, and each group maintains
an individual ITP to assign the reputation to every covered new user.

2.1 Group-Based Reputation Architecture

As showing in the Fig.1, in the group-based reputation architecture, all the users
are organized into groups. In simplicity, we assume that one user belong to only
one group (in the case of the user belonging to more than one group, the user
can be looked as joining the different group with different identity). Each group
is assigned a unique identity called group id (GId), and each user in each group
is also assigned an unique identity locally called member id (MId), so every user
can be identified uniquely by combining his MId with GId. Furthermore, an
individual ITP must be maintained consistently by the members in each group.

In each group, all the members contribute a part of their storage to coop-
eratively store and maintain the reputation information set which consists of
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Fig. 1. The group-based reputation architecture in the P2P networks can be organized
by taking into account the physical topology, interest locality, and so on

member id (MId), user id (UId), number of action and reputation value for each
member. The UId is registered by user to indicate his physical identity such as
IP address, MAC address, which can be realized by underlying technologies and
used to encourage the user to reenter the network with same UId to get his re-
served reputation value. The number of action is used to determine whether the
user is new user or old user. The reputation value is the indication of the user’s
reliability. This reputation information can be located in the common storage
through the distributed hash table (DHT).

When the user wants to cooperate with others, he firstly checks the reputation
value of cooperator through the group-based reputation system, and then de-
termines whether to do. For example, we consider the cooperation between user
A and user B . If two users are in same group, user A can get the reputation
information of B through DHT; otherwise if two users are in different groups,
user A must search for B’s group and retrieves his reputation information from
it. User B does the same as A. At the end of cooperation, user B(A) reports the
behavior of A(B) to A(B)’s group members to let them calculate the reputation
for A(B) according to it.

2.2 Adaptive Initial Reputation Mechanism

Based on the group-based reputation architecture described above, we farther
propose a probability-based adaptive initial reputation mechanism attempting to
reach the point of tradeoff between restricting the whitewasher and encouraging
newcomer.

We set one initial trust probability (ITP) argument which is maintained by
all the members in each group, and the group assigns the new user with new
reputation value based on the ITP which should be adjusted according to the
new user’s behavior.

We consider that the whole P2P networks is organized into N groups num-
bered by Gi = 1, 2, 3 . . .N , and there is an ITP denoted by Pi in each group Gi,
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further r denotes the user’s reputation value which consists of two parts of value
field denoted by [0, Ru] and [Ru, Rt], the user is in the state of trust.

When a new user A joins a group Gi, the three members with highest repu-
tation value in this group respectively, which means they may work in correct
way with highest probability, calculate A’s reputation value TA

j based on Pi,
then the final reputation value rA is deduced by the member with highest rep-
utation integrating the three calculations. This mechanism can effectively avoid
the moral risk of single referee which may judge selfishly based on its own bias.
But too many referees may induce the more complexly distributed computing.
The method is detailed as following:

1. The three members (referees) in group Gi calculate the reputations for the
new user A respectively.
• pj = random(0, 1), j = 1, 2, 3
• if (pj <= Pi), then TA

j = 1, i.e. the new user is trusted by referee j;
if (pj > Pi), then TA

j = 0, i.e. the new user isn’t trusted by referee j.
2. The referee with highest reputation value calculates the final reputation for

the new user A by integrating the above three calculations.
• TA = (TA

1
⋃

TA
2 )

⋂
(TA

2
⋃

TA
3 )

⋂
(TA

1
⋃

TA
3 ), i.e. the new user A will be

trusted in the case of at least two referees trusting him.
• if (TA = 1), then rA = random(Ru, Rt);

if TA = 0, then rA = random(0, Ru).

The user B reports the behavior of user A to A’s group, then the user with
highest reputation adjusts the ITP Pi according to it. The principle to adjust is
as following:

1. Pi should be increased as the probability of normal action of the new user;
2. When the new user behaves correctly, Pi should be increased with small span

in order to keep the whitewasher within limits;
3. When the new user behaves incorrectly, Pi should be decreased in large

span which is scaled as increasing the number of uncooperative behaviors to
protect the system from attacks;

Furthermore, the ITPs of neighbor groups may be useful for the group, so the
group Gi periodically collects its neighbors’ ITPs Pj , j = 1, 2 . . ., and then uses
them to calculate its ITP by some weights, for instance, the calculative formula
is Pi = wi · Pi +

∑
j(wj · Pj), s.t. wi +

∑
j wj = 1, wi, wj > 0.

In simplicity, all wj can be same and wi can be set larger in order to make
the impacts of the neighbors weaker.

3 Performance Evaluation

Before analyzing the performance of this two architectures, we firstly define the
mathematical symbols which would be used in the following analysis:
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n the total number of users;
pc the average probability of normal behavior of each new user;
ptr the real trusted probability of each user;
Pi the initial reputation probability of user i’s group;
μn the Average System Utility Gain (ASUG) contributed by one normal ac-

tion, μn > 0;
−μd the ASUG contributed by one abnormal action, μd > 0;

The average whole system utility gain is evaluated as following in three dif-
ferent mechanisms.

1. The mechanism of distrusting all the new users
All the new users will be distrusted, so it’s difficult for them to cooperate
with others, which contributes mostly nothing to the system, so the system
gain is U1 = 0.

2. The mechanism of trusting all the new users
All the new users are trusted without doubt in this mechanism, so they can
fully cooperate with others, which contribute to the performance of system.
We calculate the average system utility gain by taking whitewasher and
newcomer into account. The average contribution is:

U2 = n ·
∫ 1

0
[pc · μn + (1− pc) · (−μd)] · d(pc)

= n ·
∫ 1

0
[pc · (μn + μd)− μd] · d(pc) =

1
2
(μn − μd) · n (1)

As showing in the Equation.1, if μn > μd, i.e. the gain made by a user’s
normal action is bigger than absolute value of the one by his abnormal
action, then the ASUG is positive; in the contrary, the ASUG is negative if
μn < μd, which disrupt the system performance.

3. Adaptive initial reputation mechanism
In this mechanism, ptr of user i is calculated by the mechanism of three
referees: ptr = 3 · (1 − Pi) · P 2

i + P 3
i . Furthermore, Pi should be increased

with the pc, denoted as Pi = f(pc). To be simple, we assume f(pc) = pc, so
the average contribution made by one new user i is:

U3 = n ·
∫ 1

0
ptr · [pc · μn + (1− pc) · (−μd)] · d(pc)

=
7
20

(μn − 3
7
· μd) · n (2)

If μd < 7
3 ·μn, then the ASUG is positive; otherwise it is negative if μd > 7

3 ·μn.

Comparing the Equation.1 with the Equation.2, the third mechanism can
reach the better ASUG when , which condition can be satisfied in general because
destruct impact of the abnormal action always is experientially larger than the
constructive impact of the normal action.
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4 Simulation Results

In this simulation, we only concentrate on the effect of adaptive initial reputation
mechanism for all new users who will be deleted after its acting for k times during
system running. The ITP Pi in each group is adjusted in the following rules:

1. Pi = min{Pi + Pi

mi·k , P}, when the new user acts correctly. mi is the number
of users in group Gi, and P is the upper bound of Pi. Pi should be increased
in slow step to avoid system collapse easily due to evil attack.

2. Pi = max{P, Pi−a ·(1−Pi)}, 0 < a < 1, when the new user acts incorrectly.
a is a coefficient, and P is the lower bound of Pi. When the abnormal action
is detected in first time, it is may be occasional, so we can decrease the Pi

in small span to keep the degree of the cooperation; and then the decreasing
span is increased as the times of the abnormal action, which can limit the
abnormal user and protect the system from being attacked.

The reputation value of each user is adjusted in the following rules:

1. ri = min{ri + b, R}, when a new user acts correctly. b is a constant and R
is the upper bound of the reputation value;

2. ri = min{ri/2, R}, when a new user acts abnormally. R is the lower bound
of the reputation value.

Table 1. The major parameters and their values in the simulation

Parameter Value

Number of groups N 50

Average number of member in each group mi 50

Probability of joining of a new user 0.5

Probability of abnormal action of a new user pc 0.1 · · · 0.9

Upper bound of reputation value R 100

Lower bound of reputation value R 5

Upper bound of ITP P 0.95

Lower bound of ITP P 0.05

a 0.5

Simulating time 60 s

The major parameters of the simulation are listed in Table.1. And the simu-
lation result is showed in the Fig.2.

We can compare the three mechanism in the simulation result as follow:

1. In the case of low probability pc of abnormal action, the total ASUG of
“Trust all” has hit the highest point because it incentives all the users to
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Fig. 2. The average system utility gains in the three different initial reputation mecha-
nisms, the “Adaptive” mechanism’s performance is between the other two (μd =μn =10)

cooperate completely with each other. But as pc increasing, the ASUG of
“Trust all” is decreased sharply, and reaches the lowest point because “Trust
all” also give the complete freedom to the abnormal user to attack the system
and not stop them.

2. Regardless of pc, “Distrust all” has not almost contributed any ASUG be-
cause no user can be trusted which prevents the cooperation, so “Distrust
all” leads to worst efficiency.

3. In the case of low pc, the performance of “Adaptive” mechanism is signifi-
cantly better than the “Distrust all”, but worse than the “Trust all” because
the “Adaptive” doubt all the new users with some degree, which cannot make
all them cooperate fully in this condition; however, in the case of high pc, the
“Adaptive” is worse than the “Distrust all”, but largely better than “Trust
all” because it restricted a large number of abnormal actions. In totally,
the average whole gain of the “Adaptive” is 16% larger than the one of the
“Trust all”.

Totally, the performance of “Adaptive” is between “Trust all” and “Distrust
all”. Ideally, the ASUG of “Adaptive” should be close to that of “Trust all” when
pc is low and “Distrust all” when pc is high, because “Adaptive” need to adjust
ITP according to users’ action at expense of system utility. But, it can adapt to
any value of pc.

5 Conclusions

In this paper, we propose a group-based adaptive reputation system to limit
the whitewasher’s behaviors and improve the performance of the P2P networks
effectively. The globe fluctuation of the P2P networks can be avoided under
the group-based reputation architecture where the impact of whitewasher can
be limited locally in his group. Through the evaluation and simulation, it is
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demonstrated that the average system utility gain can be improved by at least
16 percent comparing with other two mechanisms. Through the proposed mech-
anism is proved to be effective, the some parts of it can be further researched
in the future, for example, is it reasonable for the method of adjusting the ini-
tial reputation probability of group? Is it fair for the rules of calculating the
user’s reputation? All these problems have important impacts on the system
performance and should be solved more rationally and effectively.
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Abstract. The rise of the Internet and electronic commerce provide a
huge marketspace and unique transaction process for digital products.
It is significant to discuss whether established marketing models can be
revised for digital products. First, the unique features of digital products
are systematically reviewed, and then three typical digital products, in-
cluding e-books, anti-virus, and online translation services, are analyzed
and compared utilizing three established marketing models, including
4P, 4C, and 4S. We find that these marketing mix models have different
suitability for three typical digital products. The intention of this paper
is to provide a reference for enterprises in selecting marketing mix model
according to product’s categories and to provide a marketing strategy
tool kit.

1 Introduction

The integration of technology will lead to an overall shift in the behavior and
competition strategy of market participants [1]. It is interesting to discuss
whether established marketing models can serve for digital products while great
changes happen in market environment and in product’s characteristics. By na-
ture, digital products can be transacted and delivered through the Internet [2].
Information, payment, and delivery related with digital product’s transaction are
integrated into the Internet channel. For the transactions of physical products,
it must be accompanied by off-line or physical logistics [3].

With unique characteristics in economic and physical property, digital prod-
ucts have many differences from physical products in marketing strategy. For
example, all digital products can be transacted without the need for a medium
to carry them, since the cost of distribution and production is near zero. The
problem is that margin-cost pricing is not available. So the suitability of 4P
(product, price, place, promotion) marketing model in an E-environment has
been questioned [4]. Mahajan and Venkatesh [5] share the same opinion,
opportunity and challenge are brought to E-Business with the rapid develop-
ment of the Internet, still existing models may have objective conflicts, long-
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term profit maximization is appropriate for E-Business firms as well, yet, in-
creasing customer share and realizing profits and/or cash flow may be im-
portant in the short term, so existing models may not fit well in E-Business
situations.

About the validity of 4P marketing mix model in digital space, a typical argu-
ment is “. . . marketers should focus on playing an active role in the construction
of new organic paradigms for facilitating commerce in the emerging electronic so-
ciety underlying the web, rather than infiltrating the existing primitive mechan-
ical structures. . . [6]”. Following this issue, many new models are put forward to
replace the 4P model in digital marketspace[2][7][8][9][10][11][12][13], such as 4C,
4S, 5P, 7P, ICDT and three “flow” models. Among these alternatives, the 4C and
4S model have wildspread influence. According to Lauterborn, the 4P model can
not fit well in E-market, which should be replaced by the 4C model (consumer
wants and needs, cost to satisfy, convenience to buy, and communication)[7].
The 4S web marketing model (scope, site, synergy and system) is put forward
by Constantinides [10], which is designed for depicting enterprise strategy in
E-Business.

Therefore, the 4P marketing mix model may not valid on the Internet age,
the 4C and the 4S model are some alternatives. The intention of this research is
to study the suitability of those three marketing mix models for digital products
in digital space. It is hoped to find which marketing mix model fit well for
different types of digital products. Therefore, a tool kit of marketing strategies
is developed for professionals selling digital products.

2 Characteristics and Categories of Digital Products

Different marketing strategies may be applied to different types of digital prod-
ucts due to their unique characteristics [14]. It is very important to sum up the
characteristics of digital products for investigating the suitability of the estab-
lished marketing mix model. Most digital products share the following economic
characteristics.

Production. The production of digital products is always associated with a huge
fixed cost and negligible margin cost [15].

Public goods. Digital products have some consumption characteristics of public
goods, such as non-exclusiveness and non-rivalry [16].

Network externality. Contrary to the basic principle of traditional economics,
digital products with positive feedback abide by the principle of “more abundant,
more precious” [17].

It is possible that non-digital products share some characteristics above. But
digital products also possess some unique physical characteristics at the same
time.

Attrition-free. Once produced, they will exist forever with the same quality.
Furthermore, the competition must spread between new digital products and
second-hand digital products.
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Changeability. The content of digital products can be changed or customized
easily [18]. The integrity can not be controlled by manufacturer after downloaded
by users.

Replication. It is most meritorious that digital products can be shared, repli-
cated, stocked and transferred easily. After the first copy of a digital product is
created, it can be manufactured with a very low marginal cost. Digital products
are composed of text, graph, and voice etc. They are heterogeneous because all
the components can be reconstructed quickly and easily. Therefore, it is impor-
tant to classify various digital products.

In this paper, we adopt the framework put forward by Hui & Chau [19] which
classified digital products into three categories according to three dimensions
including trialability, granularity and downloadability (Fig. 1). Those are utilities
and tools, content-based digital products and online services.

Fig. 1. classifying digital products [19]

These three categories of digital products exhibit differences in trialability,
granularity and downloadability(See Table 1). We argue that different categories
of digital products require different marketing mix models.

Table 1. Characteristic comparison of different categories of digital products [19]

Category Trialability Delivery mode Granularity Example

Content-based digi-
tal products Low By download High e-book

Utilities and tools High By download Low Anti-virus software
Online services Medium Interactive Medium Online translation

3 Marketing Strategy Analysis of Different Digital
Products

The classic 4P marketing model, the 4C marketing model and the 4S market-
ing model are summarized from different business backgrounds. Constantinides
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suggest that the background of 4P is industrialization which is characterized
by enterprise-centric[10]. With the shift of power from enterprise to consumer,
the 4C model is put forward, which is characterized by customer-centric. The
4S marketing model was created for E-Business environment [10]. For different
business backgrounds of three marketing mix models, We argue that the 4P,
4C and 4S marketing mix models have different suitability for three categories
digital products.

In this section, we will analyze the suitability of three models for three differ-
ent categories of digital products.

3.1 4P Marketing Mix

The 4P model delimit four distinct, well-defined and independent management
processes. Despite the consistent effort by many physical businesses to deal with
the 4P in an integrated manner, the drafting but mainly the implementation
of the P policies remains largely the task of various departments and persons
within the organization. Even more significant thought is the fact that the cus-
tomer is typically experiencing the individual effects of each of the 4Ps in diverse
occasions, times and places, even in case that companies take great pains to fully
integrate their marketing activities internally[10]. Enterprise can promote prod-
ucts through mixing four “P” strategies. A clear marketing strategy tool kit for
enterprises selling digital products is provided through analyzing different cate-
gories of digital products with 4P as shown in Table 2. We find that promotional
tools of content-based digital products are more than others and combining tri-
alability is different in three categories of digital products shown in Table 1. We
argue that the less trialability a digital product is, the more promotional tools
it needs.

3.2 4C Marketing Mix

With market competition shifting from product-oriented into customer-oriented,
some defects of 4P emerge. Under this condition, 4C marketing mix model is put
forward by Lauterbom who suggest the marketing strategies that involved prod-
uct, price, place and promotion are passe. Consumer wants and needs, cost to
satisfy, convenience to buy and communication are the catechism for our times[7].
This model considers a marketing problem from the consumer perspective[10].
The content includes four points. First, what the customer want should be sold
rather than what you can manufacture. Second, enterprise should take every
efforts to decrease the cost of fulfilling the customer’s demand. Third, enter-
prise should take every efforts to give convenience to customer for purchasing.
Finally, communication with customer is more important than promotion. Anal-
ysis based on the 4C model of three categories digital products is shown in
Table 3.

Now that we have a marketing strategy tool kit which are from customer’s
perspective for enterprises selling digital products. At the same time, we find
that the less trialability a digital product is, the more communication tools it
needs, which is the same finding as the 4P model.
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Table 2. 4P marketing strategy of different digital products

Content-based digital products 
(e-book) 

Utilities and tools (anti-virus 
software) 

Online services (online 
translation services) 

Product 

Products individual (the ssreader 
divided e-book into single 
chapter to sell) 

Lock in (caj browser used by 
China National Knowledge 
Infrastructure) 

Quickly update version (kv3000 
anti-virus software put new 
version each year) 

Products individual (if you 
purchase UFIDA U8 soft, you can 
choose the module you need) 

Binding (WPS Office) 
Versioning (all version of WPS 
Office) 

Lock in (QQ client) 
Products individual (stock 
trade online of West 
Stock) 

Price 

Nonlinear pricing (ssreader’s 
reading card: RMB35/quarter
RMB100/year RMB180/two 
years) 

Individual price (products sold in 
second hand market) 

Value transfer (e-journal 
provided in cfan web site, sell 
quantity of journal is one of the 
largest.) 

Two-part price (fix monthly fee 
of telephone and payment each 
time) 

Group price (user of kv3000 net 
version/RMB10/month) 

Name your price(priceline.com.tw)
Two-part price(after purchase U8 
soft of UFIDA, you should pay 
for using every year) 

Value transfer(newhua.com is free , 
revenue come from advertisement 
for huge visiting stream) 

Individual price (lesson 
online service of new 
oriental in second hand 
market) 

Two-part price (there are 
initial ISP service 
payment then pay for 
using each year) 

Place 
Web store (dangdang.com) Web site constructed by 

manufacturer (jiangmin.com) 
web store (newhua.com) 

Web site constructed by 
manufacturer 
(russky.com) 

Promotion

Recommendation(top 10 of 
ssreader.com) 

Personalization(When Mary 
returns to the dangdang.com, it 
responds “Hello Mary”) 

Comparison shopping 
(pconline.com) 

Customization (Yahoo China) 
User comment list (ssreader.com)
Individual recommendation (“we 
know you buy some E-business 
books last time, there are some 
related books for you”) 

Rules-based system(“the 
exercises book is a good 
complement to this book”) 

Ordering tools(shopping baskets)
Advertisement is involved in 
product(book of ssreader.com) 

Requirement register 
(ssreader.com) 

Digital watermark (photosl.net) 

Rules-based system (before 
downloading update package, 
please select version) 

Ordering tools (shopping baskets) 
Advertisement is involved in 
product (flashget) 

Trial (WPS Office provide limited 
trial) 

Authorization limitation (KV3000 
net version can check virus, but 
can not update) 

FAQs (jiangmin.com) 

Affiliates(russky.com) 
FAQs (russky.com) 
Instant Message (QQ) 
BBS (bbs.russky.com) 

3.3 4S Marketing Mix

The 4S model (web-marketing model, WMM) was put forward by Constantinides
[10]. It describes web marketing strategy with four elements begin with “S” in-
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Table 3. Marketing strategy of different categories digital products based on 4C

Content-based digital products (e-book) Utilities and tools 
(anti-virus) 

Online services (online 
translation services) 

Consumer 
wants and 
needs 

Products individual (the ssreader divided 
e-book into single chapter to sell) 

Binding(browser is bind into e-book) 
E-coupons(sozhao.com/tools/yhq/dangda

ng.asp) 
User comment list (ssreader.com) 
Requirement register (ssreader.com) 
Classified advertisement (8848.com) 

Quickly update version 
(kv3000 anti-virus software 
put new version each year) 

Products individual (if you 
purchase UFIDA U8 soft, 
you can choose the module 
you need) 

Binding (WPS Office) 
Versioning (all version of 
WPS Office) 

Advertisement of different 
category (newhua.com) 

Products individual 
(stock trade online of 
West Stock) 

Version (online 
translation of 
netat.net.cn can restrict 
different subject) 

Advertisement of 
different 
category(multi-languag
e translation of 
netat.net.cn) 

Cost of satisfy 

Nonlinear pricing (ssreader’s reading 
card: RMB35/quarter, RMB100/year, 
RMB180/2 years) 

Individual price (products sold in second 
hand market) 

Two-part price (fix monthly fee of 
telephone and pay each time) 

Value transfer (e-journal provided in cfan 
web site, sell quantity of journal is one 
of the largest.) 

Group price(user of kv3000 
net version/RMB 
10/month) 

Name you price 
(priceline.com.tw) 

Two-part price (after 
purchase U8 soft of 
UFIDA, you should pay for 
using every year) 

Value transfer (newhua.com 
is free , revenue come from 
advertisement for huge 
visiting stream) 

Individual price (lesson 
online service of new 
oriental in second 
hand market) 

Two-part price (there 
are initial ISP service 
payment then pay for 
using each year) 

Convenience to 
buy 

Web store (dangdang.com) 
Ordering tools (shopping baskets) 
Security policy (see the privacy and 
security notice on ssreader.com) 

Comparison shopping (pconline.com) 
Virtual reality (e360.cn) 

Web site constructed by 
manufacturer 
(jiangmin.com) 

Ordering tools (shopping 
baskets) 

Security policy (see the 
privacy and security notice 
on ssreader.com) 

Trial (WPS Office provide 
limited trial) 

Web site constructed by 
manufacturer 
(russky.com) 

Security policy (see the 
privacy and security 
notice on 
ssreader.com) 

Communication

Recommendation (the suggestion on 
ssreader.com) 

Personalization (When Mary returns to 
the dangdang.com, it responds “Hello 
Mary”) 

Customization (Yahoo China) 
Individual recommendation (“we know 
you buy some E-business books last 
time, there are some related books for 
you”) 

Rules-based system (“the exercises book 
is a good complement to this book”) 

Trial (free 17 pages in ssreader.com ) 
Online auction (ebay.com.cn) 
FAQs (ssreader.com) 
Digital community (Sun digital 
community) 

Rules-based system (before 
downloading update 
package, please select 
version) 

Advertisement is involved in 
product (flashget) 

Trial (WPS Office provide 
limited trial) 

Authorization limitation 
(KV net version can check 
virus, but can not update) 

FAQs (jiangmin.com) 
Auction (ebay.com.cn) 

Affiliates (russky.com) 
FAQs (russky.com) 
Instant message(QQ) 
BBS (bbs.russky.com) 
Digital community (Sun 

digital community) 



666 K. Wang, Y. Wang, and J. Yao

Table 4. Marketing strategy of different category digital products based on 4S

Content-based digital products 
(e-book) 

Utilities and tools(anti-virus) Online services(online 
translation services) 

Scope (strategy 
and objective) 

Market segmentation (demographic 
variables, geographic variables, 
psychographic variables and 
behavioral variables) 

Potential customers (profiles, 
motivation, behavior and needs) 

Internal analysis(internal resources, 
value process, and the web 
sustaining technology) 

Strategic role of the web activities 
(information platform, educational, 
promotional and transactional) 

Same as left Same as left 

Web site (online 
experience) 

Link exchange (Coolgo e-book, 
ssreader) 

Advertisements 
Factors of web site (domain, 
content, design, layout, 
atmosphere etc) 

Optimize of speed of web site
Factors of web site (domain, 
content, design, layout, 
atmosphere etc) 

Optimize of speed of web site 
Factors of web site (domain, 
content, design, layout, 
atmosphere etc) 

Synergy 
(integration) 

Web store (dangdang.com) 
The back office (physical book 
store) 

Web site construct by 
manufacturer (jiangmin.com)

The front office (updating 
product installed in client) 

Web site construct by 
manufacturer (russky.net/trans/)

Third parties (outsource of 
logistic) 

System 
(technology 
requirement) 

Technology requirement of web 
site (stabilization, security, 
software, hardware, protocol, 
system service etc) 

Preliminary payment system 
(ssreader) 

Technology requirement of 
web site (stabilization, 
security, software, hardware, 
protocol, system service etc)

Instant payment system 
(kv3000) 

Post-payment system (net 
version RMB10/month) 

Technology requirement of web 
site (stabilization, security, 
software, hardware, protocol, 
system service etc) 

Instant payment system(in web 
site (russky.net/trans/) payment 
can be finished by SMS(short 
message system) and network) 

cluding scope, site, synergy and system. The goal of this model is to design and
develop marketing mix for BtoC online projects through controlling four “S”
elements. In 4S model, the scope element is of primarily strategic character and
outlines the decisions to be made on four areas: (a) the strategic and operational
objectives of the online venture; (b) the market definition including measuring
the market potential and the identification/classification of the potential com-
petitors, visitors and customers of the site; (c) the degree of readiness of the
organization for E-Commerce; (d) the strategic role of E-Commerce for the or-
ganization. The web site is therefore the functional platform of communication,
interaction and transaction with the web customer. The prime mission of the
web Site is to attract traffic, establish contact with the online target markets
and brand the online organization. The synergy factor embraces a wide range
of issues divided into three categories: the front office, the back office and the
third parties. The front office refers to conventional corporate communication
and distribution strategies; The back office synergy includes three issues: (a) the
integration of E-Commerce physical support into existing organizational pro-
cesses; (b) the legacy integration; (c) integration of the online operation into the
company’s value system. The success in virtual marketplace often requires co-
operation with Internet partners outside the organization and its value system.
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Finally, the system factor identifies the technological issues as well as the site
servicing issues to be addressed by the E-Commerce management.

The 4S model brings out how to prepare a web marketing strategy on two
issues. First, on strategic layout, the main strategic problem is planned which
is insurance of creating successful web marketing strategy. The 4S model em-
phasizes that web marketing strategy should consistent with enterprise strategy.
Web marketing strategies should integrate with other operation strategy and
take full advantage of competition advantage. Second, on operation layout, a
methodology for making web marketing strategy is provided.

4 Discussion

There is an interesting finding in Table 2 and Table 3 that the lower trialability of
digital products is, the more promotional tools it needs. A probable explanation
is that digital products are a kind of experience products, consumers can un-
derstand the product after purchasing it [3]. So the best promotion tool is trial,
through trial, consumer will persuade himself to purchase. Refering Table 1,
utilities and tools is the best in trialability while content-based product is the
worst in trialability. So promotion of content-based product should be achieved
by multi-marketing tools except trial. The other two categories of products can
be promoted by trial. That is to say, three categories of products have notable
difference in promotion tools. We can sum up this point as:

Trial is the best promotion tool for digital products. With high trialability, the
digital products needs less promotion tools. At the same time, with low trialability,
the digital products needs more promotion tools.

Delivery mode in Table 1 can partly explain different place strategies in Ta-
ble 2. Value of content-based products can transfer through download mode, if
adopting a web store, the distributions cost is low. Value transfer of online ser-
vices need to interact with the customer, web site construction by manufacturer
is only a feasible way. For frequent updates (e.g., update of the package) of utili-
ties and tools, enterprises selling utilities and tools often constructed web site by
itself. Web stores is a feasible tool on condition that updates are not required.

Comparing 4S model with the 4P and 4C models, we find strategic elements
involved in 4S model that distinguish from others. It is combined of strategy mar-
keting with tactics marketing. For products needing manufactures construction
web site by itself as a distribution channel, it is necessary to select a target mar-
ket from the market segmentation according to position. Those are important
to design web site. The web site of online service is often constructed by man-
ufacturers and there are some strategic elements, including position and target
market selection, affect web site’s business status except promotion instrument
including advertisement etc. That is to say, the 4S model is a feasible marketing
strategic tool kit for enterprises selling online service. There are parts of enter-
prises of selling utilities and tools constructing a web site by themselves, the
4S model is suitable for them. Enterprises selling content-based products seldom
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construct web site by itself, the suitability of 4S model is low. The 4C model con-
siders a marketing problem from the consumer perspective. Customer’s demand
can be easy fulfill while the difference ability of products is high. Therefore,
4C model is suitable for products with high difference ability. Content-based
products have the highest difference ability, which can reconstruct with different
segments to distinguish from others and with no additional cost. Online services
have a medium difference ability which decided by its high trialability, but some
cost accompany trialing. Utilities and tools have low difference ability which can
not be reconstructed randomly. In summary, the 4C model has high suitabil-
ity of content-based products and medium suitability of online service and low
suitability of utilities and tools. The 4P model has more controllable ability of
four elements than others, so the 4P model is suitable for utilities and tools well.
The 4S model is suitable for utilities and tools on condition that manufacturer
constructing web site himself. Under this condition, it is best to combine the 4P
model and the 4S model. The other two products have medium suitability for
the 4P model. Analyzing of the above can summarized into three findings:

For content-based products, the 4P model is much more suitable than the 4C
model, while the 4C model is more suitable than the 4S model.

For utilities and tools, the 4P and the 4S models are more suitable than the
4C model.

For online service, the 4S model is more suitable than the 4P and 4C models.

5 Conclusion

There are three contributions of this study. First,with unique characteristics in
economic and physical property, the classic marketing models including 4P, 4C
and 4S have different conditions in applying to the selling of digital product.
Second, for each catagroities of digital products, the priority of suitability of
established marketing mix models is provided. Third, there is an interesting
finding that the less trialability a digital product is, the more promotional tools
it needs.
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Abstract. The research and developments on web search engines have
been raised to be one of the hottest topics since the popular usage of the
internet. Accordingly, how to price the software becomes an important
problem and is still unsolved with satisfactions. Using the Principle-
Agent method in economics, the pricing model for web search engines
based on the theory of Brown Motion with drifts is established. The
stopping time is defined for the model, and the expected benefit of the
web-search-engine provider over the rental horizon is derived, with a spe-
cial case for the outright sale. By maximizing the benefit, the optimal
price for the outright sale, the optimal monthly rental and the optimal
selling price after renting the search engine for a period of time are dis-
cussed. Finally, given sets of parameters, simulations are implemented,
and the results show that the optimal prices are reasonable.

Keywords: Search engine; Software pricing; Principal-Agent model;
Stochastic process.

1 Introduction

With the development of internet and eCommerce, the demand of web search
engines becomes larger and larger. More and more people find the information
on the webpages. Some famous software providers have joined in and divide the
market of web search engines. For example, the Microsoft announced its project
plan in the area of web search engines in 2004.

In addition to the generic web search engines like google.com, many companies
provide search features to allow customers to browse and search within their
websites. Since the search engine technology is independent of the web-building
technology, most of the companies lease or purchase the search engine and simply
incorporate it into their web sites, as opposed to coding it themselves. Those
company-ranged search engines help their customers to browse and are able
to find most of the contents they need within the company’s websites. As a
result, fewer customers call the customer service department for helps, and hence
reducing the cost of customer service.

In this paper, we study the best rental price that the search-engine provider
should offer, also the best sale price. On one hand, the search-engine provider

X. Deng and Y. Ye (Eds.): WINE 2005, LNCS 3828, pp. 670–679, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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is willing to increase its income. Clearly, increasing the prices directly help to
realize this goal. On the other hand, it also wants to keep certain amount of
clients. As a result, reducing the rental and sale prices is a good choice. The
conflict is solved by optimizing the income with regard to the prices it offers.

The search engine is a sort of software that was born with the web and applied
to the web. Pricing of the search engine is involved in many factors and is a novel
topic in the eCommerce economics.

There are several approaches for software pricing, the monopoly-based ap-
proach, the value-based approach, the utility-based approach, the supply-
demand-based approach. In practice, the software providers generally use a com-
bination of the above approaches. For example, conditioning on the existence of
a surplus of the supply of web service, the queue theory was used in [1] to price
the software. Also, for the similar software, the providers with big names could
offer lower prices than the average [1]. In some cases, it is a good choice to lease
software monthly, based on the number of users, or the usage, or a combination
of the two. Sometimes, the companies are willing to rent the software first with
an option to purchase it later. [2] considered the issue from the consumer side
and found that it is less expensive to rent for the first 2 years and then purchase
it. [6] employed the linear programming in pricing software and discovered the
providing of monthly rental choices could increase the market size, and hence
enhancing the benefit of the software providers. [1, 3, 4, 5] gave a convey.

In this paper, we apply the Principal-Agent model [7, 8] in pricing the web
search engine. The provider of the search engine is the principal, and the pur-
chaser of the search engine is the agent. Our target is to maximize the benefit
of the provider under certain conditions for the purchaser.

This paper is organized as follows. Section 2 derives the conditions for a lessee
to start renting and to keep the rental, respectively. Section 3 optimizes the rental
price and the sale price on the provider side. Solutions are discussed in section 4.
Section 5 concludes the paper.

2 Conditions for Lessee to Start Renting and to Keep
the Rental

Let C0 be the average cost before using the search engine, Ck the cost in the
kth month after using the search engine, k=1, 2, 3, . . . , then Xk = C0 − Ck is
the saving in the kth month.

We assume that C0 is a normal random variable with the mean μ0 and the
variation σ2

0 , C0 ∼ N(μ0, σ2
0), Ck, is an i.i.d. normal random variable with the

mean μk(< μ0) and the variation σ2
k, Ck ∼ N(μk, σ

2
k), then Xk = C0−Ck, k =

1, 2, 3, · · ·, is the normal random variable with the mean μ = μ0 − μk > 0, and
the variation σ2 = σ2

0 + σ2
k > 0, Xk ∼ N(μ, σ2). Suppose

w = the monthly rental, paid on the 1st day of each month,
D = the lock-in period, i.e., the least months of rental, if the lessee is to rent,
R= the reservation value of the lessee,
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H = the longevity of the search engine
(after a period of time, the software is out of time).

First of all, we derive the condition for the lessee to start renting.
Clearly, the month rental should be less than the amount of saving each

month, w < Xk, k = 1, 2, 3, · · · , or 0 < Xk − w. However, generally this is still
not enough to encourage the lessee to start renting. If at the end of the kth

month, the saving amount Xk − w is larger than the reservation value of the
lessee,

R < Xk − w

then the lessee is willing to start renting. We define

R = θXk

where, θ =the coefficient of the reservation value, in general, θ ∈ (0.5, 1). Hence,
for k = 1, 2, 3, · · ·, θXk < Xk − w, so

(w <)
w

1− θ
< Xk.

Clearly, if the above equation is satisfied, the client starts to lease the search
engine. Taking the expectation on both sides we obtain

w

1− θ
< μ, or, E

{
w

1− θ

}
< EXk, k = 1, 2, 3, · · ·

To attract the client, the expected monthly saving should be larger than
w

1−θ (> w).
Assume that the client starts to lease the search engine in month 0. We next

find out the conditions under which the client keeps leasing the search engine.
Let SK =

∑K
k=1 Xk be the total saving from month 1 to month K. Clearly, SK

is the normal distribution N(μK, σ2K), and {SK} is an independent incremental
Gaussian process.

We further assume that after the client starts to lease the search engine, as
long as the average monthly saving SK

K from month 1 to month K satisfies,

w

1− θ
<

SK

K
, D ≤ K ≤ H,

the client keeps the lease. Equivalently, it can be rewritten as
w

1− θ
K < SK .

If w
1−θK ≥ SK , the client stops using the search engine. Taking the expecta-

tion on both sides, we have

E

{
w

1− θ
K

}
< ESK ,

or

w

1− θ
K < μK.
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Lock-in Period 

K 

Total Saving SK 

D0

SK

H

K
w

θ−1
 

T(w)

Fig. 1. The sample paths of stochastic process SK . In the lock-in period, even if SK

is below the slope, the client must keep the lease. After the lock-in period, to keep the
client, w

1−θ
K < SK must hold. Clearly, w

1−θ
is the slope. If SK is always above the

slope, the client shall renew the lease. If SK ≤ w
1−θ

K, or below the slope, the client
stops leasing the search engine.

Namely, if a client is to be attracted, the total saving should be larger than
w

1−θK(> wK).
The sample paths of stochastic process SK are exemplified in Fig.1.
It is not difficult to find that in the first several months, the lesser is easy

to lose the clients. This is the reason that a lock-in period is designed. In the
beginning, the trajectory of the stochastic process is very close to the slope.
As the time goes on, the fact that the stochastic process has a positive drift
(0 < w < μ), then the stochastic process leaves the slope farther and farther
and the chance of hitting the slope is less and less.

3 The Best Rental Price and the Best Sale Price

Define the stopping time [9, 10] of the stochastic process with regard to the area
under the slope is

T (w) = inf {D ≤ K ≤ H : SK ≤ awK}
where a = 1

1−θ . If SK > awK,D ≤ K ≤ H , namely, the stochastic process of
the search engine is never under the slope. In this case, let T (w) = H . As a
result, T (w) is either the first time that the stochastic process SK hits the slope
K, or H , the longevity of the search engine. T (w) is therefore the time that the
lessee stops leasing the search engine.

Suppose after the lessee has rented the search engine for K months, K 0 or
D ≤ K ≤ H , she decides to purchase the search engine. Then what is the fair
purchasing price? We find it in the following.
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Noting that K < T (w) or K ≤ T (w)−1, we know that after the search engine
has been for K months, the expected present value of the purchasing price of
the search engine is

QK(w) = E

[
T (w)−1∑

k=K

dkw

]

= wE

[
T (w)−1∑

k=K

dk

]
where d is the monthly discount factor. At the end of the Kth month, the
purchasing price of the search engine is QK(w)

dK .
In particular, if K = 0, the purchasing price without any leasing process is

Q0(w) = wE

⎡⎣T (w)−1∑
k=0

dk

⎤⎦
Clearly, according to the model, no matter the lessee rents and then buys, or

outright buys without any leasing stage, the benefits for the lesser are the same.
Namely, there is no arbitrage opportunity.

For calculating the best purchasing price, the lesser should optimize the fol-
lowing equation with regard to w,

w∗ = argmax
w

QK(w) = arg max
w

wE

⎡⎣T (w)−1∑
k=K

dk

⎤⎦
Solving the above equation leads to the best monthly rental w∗.
Next, we derive the above model [11]. From

QK(w) = wE

[
T (w)−1∑

k=K

dk

]
= w

[
H−1∑
k=K

dkE
{
I{ k<T (w) }

}]
where the indicator function is

I {s< t } =
{

1, s < t
0, s ≥ t

hence

QK(w) = w

[
H−1∑
k=K

dk [ 1P { k < T (w) }+ 0P { k ≥ T (w) } ]
]

= w

[
H−1∑
k=K

dk P { k < T (w) }
]

= w

[
H−1∑
k=K

dk [1− P {T (w) ≤ k }]
]
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We need to first know the distribution of the stopping time P {T (w) < k∗}.
T (w) is the first time that the stochastic process hits the slope after the Dth

month. From the properties of the independent increment Markov process, given
the state of the Dth month SD, T (w) and the stochastic process is irrelevant to
the states before the Dth month. We divided P {T (w) < k∗} into two parts by
conditioning on SD

P (T (w) ≤ k∗) = E[I{T (w)≤k∗} ] = E [E(I{T (w)≤k∗}|SD)]

First, we calculate the conditional expectation. Clearly, it is a function of SD.
If k∗ > D, we have

E
[
I{T (w)≤k∗}

∣∣SD

]
=

⎧⎪⎪⎪⎨⎪⎪⎪⎩
0, SD ≤ awD

E

⎡⎢⎣I
inf D≤k:

k

i=D+1
Xi≤−SD+awD+aw(k−D) ≤k∗

∣∣∣∣∣∣∣SD

⎤⎥⎦ , SD ≥ awD

Let {Yi}i=1,2,··· be a series of random variables with the same distribution of
{Xi}i=1,2,···. Since SD and

∑k
i=D+1 Xi are independent, the non-zero term of

the step function is equal to

E

⎛⎜⎝I
inf 0≤k: −

k

i=1
Yi+awk≥SD−awD ≤k∗−D

∣∣∣∣∣∣∣SD

⎞⎟⎠ , SD − awD > 0

Suppose Sy
k = −∑k

i=1 Yi + awk, S1
D = SD − awD, then we have Sy

k ∼
N(k(−μ + aw), kσ2), and S1

D ∼ N(D(μ − aw), Dσ2). As a result, the above
equation can be rewritten as

E
(
I{inf{0≤k: Sy

k≥S1
D}≤k∗−D}

∣∣∣S1
D

)
, S1

D > 0

hence

P (T (w) ≤ k∗) = E
[
E
[
I{T (w)≤k∗}

∣∣S1
D

]]
=
∫∞
0 E

[
I{inf{0≤k: Sy

k≥x}≤k∗−D}
]
fS1

D
(x)dx

=
∫∞
0 P {{inf {0 ≤ k : Sy

k ≥ x} ≤ k∗ −D}} fS1
D

(x)dx

Let Wt ∼ N
(
t(−μ + aw), tσ2

)
be the Brownian motion with the drift. Then

Sy
k is the stochastic process generated by Wt on the integer time point. Define

the stopping time as follows,

τx = inf {0 < t : Wt ≥ x}
hence

P {inf {0 ≤ k : Sy
k ≥ x} ≤ k∗ −D} = P {τx ≤ k∗ −D}
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or

P (T (w) ≤ k∗) =
∫ ∞

0
P (τx ≤ k∗ −D) fS1

D
(x)dx

For calculating the stopping time of τx, we introduce the following lemma
[12, 13].

Lemma 1. If B(t) is a standard Brownian motion, then the stopping time of
Wt = μ∗t + σB(t), τx = inf(0 < t : Wt ≥ x) is associated with the following
probability density

fTa(t) =
a

σ
√

2πt3
exp

(
− (a− μ∗t)2

2σ2t

)
, t > 0.

Consequently,

P (T (w) ≤ k∗) =
∫∞
0

∫ k∗−D

0
x

σ
√

2πt3
exp

(
− (x−μ∗t)2

2σ2t

)
fS1

D
(x)dtdx

=
∫∞
0

∫ k∗−D

0
x

2πσ2
√

Dt3
exp

(
− (x2+(μ−aw)2tD)(t+D)

2σ2tD

)
dtdx

Exchanging the order of integrations leads to

P (T (w) ≤ k∗)
= k∗−D

0
∞
0

1
2πσ2

√
Dt3

−σ2tD
t+D

exp − (μ−aw)2(t+D)
2σ2 −x(t+D)

σ2tD
exp −x2(t+D)

2σ2tD
dxdt

= k∗−D

0

√
D

2π
√

t(t+D)
exp − (μ−aw)2(t+D)

2σ2 dt

t=y2

=
√

k∗−D

0

√
D

π(y2+D) exp − (μ−aw)2

2σ2 (y2 + D) dy

Hence

QK(w) = w

[
H−1∑
k=K

dk [1− P {T (w) ≤ k }]
]

=
H−1∑
k=K

dkw
{
1− ∫√

k−D

0

√
D

π(y2+D) exp
(
− (μ−aw)2

2σ2 (y2 + D)
)
dy
}

=
w(dK−dH)

1−d −
H−1∑
k=K

dk
∫√

k−D

0
w
√

D
π(y2+D) exp

(
− (μ−aw)2

2σ2 (y2 + D)
)
dy

Taking the derivatives of the above equation with respect to w on both sides,
we have

∂QK (w)
∂w

= (dK −dH)
1−d

−
H−1

k=K

dk
√

k−D

0

√
D

π(y2+D) + wa
√

D(μ−aw)
πσ2 exp − (μ−aw)2

2σ2 (y2 + D) dy

= QK (w)
w

−
√

2Daw√
πσ

exp −D(μ−aw)2

2σ2

H−1

k=K

dk Φ
√

k−D(μ−aw)
σ

− 1
2
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where Φ(x) is the standard normal distribution function,

Φ(x)=
x∫

−∞

1√
2π

exp
(
− t2

2

)
dt. If K≤D, then from T (w ) ≥ D, P (T (w) < K)=0,

we obtain

QK(w) =
w(dK−dH)

1−d −
H−1∑

k=D+1
dk
∫√

k−D

0
w
√

D
π(y2+D) exp

(
− (μ−aw)2

2σ2 (y2 + D)
)
dy

∂QK(w)
∂w = QK(w)

w −
√

2Daw√
πσ

exp
(
−D(μ−aw)2

2σ2

) H−1∑
k=D+1

{
dk
[
Φ
(√

k−D(μ−aw)
σ

)
− 1

2

]}
where in the above two equations, since the integral for D is 0, k starts from
D + 1.

Since w < μ
a , we only need to optimize QK(w) with regard to w* within

the interval [0,μ
a ]. Since ∂QK(w)

∂w is a decreasing function in the interval [0, μ
2a ],

∂QK(w)
∂w

∣∣∣
w=0

> 0, and ∂QK(w)
∂w

∣∣∣
w=μ

a

> 0, we know that QK(w) is an increasing

function when it approaches 0 and μ
a . If ∂QK(w)

∂w < 0 in [0,μ
a ], then there exists

a maximum point in [0,μ
a ].

Since QK(w) and its derivative are too complicated to find an analytical
solution for the maximal value of QK(w) and w∗, in the following we experiment
the different parameters for QK(w∗)and w∗.

4 Discussions

Assume that the interest rate is p. Then the discounter factor is d = 1
1+ p

12
=

12
12+p . If p = 5%, then d = 0.9959. Let μ = $20000, σ = $10000, θ = 2

3 , H =36
months, D = 3 months, K = 5. Namely, the longevity of the software is 3 years,
and the lock-in period is 3 months. Substituting into QK(w), we obtain QK(w)
and ∂Q(w)

∂w (see Fig.2).
It can be seen that starting from time 0, Q(w) increases almost linearly, and

then increases with the reduced values. Afterwards, it decreases and increases
again. It is interesting to notice that Q(w) decreases as w increases if w > w∗.

Table 1 gives Q∗K (w) in the interval [0,μ
a ] = [0, 6667] for different H and K.

It can be seen from Table 1 that in most of cases, Q(w) is located in the
local maximum of interval [0,μ

a ]. This maximum is the best monthly rental,
maximizing the income for the search-engine provider. However, in some cases,
for example, H = 24, K = 7, Q(w) achieves the maximum on the upper bound μ

a .
It can also be seen from Fig. 2 that Q(w) always increases in the total time

period. However, if w > w1, the increment rate decreases. As a result, the
marginal income is small as w increases. For example, ΔQ(w)

Δw ≈ 3, comparing to
ΔQ(w)

Δw ≈ 13 if w < w1. It is therefore that the pricing by the sale department
of the search engine provider is allowable to be flexible in the real world in the
interval (w1 , w∗] for attracting more clients, based on the “flat” increase of the
marginal benefit.
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Fig. 2. Q(w)(solid line, left axis) and ∂Q(w)
∂w

(dotted line, right axis). The horizontal
axis is for the monthly rental w, the left axis is for Q(w), and the right axis is for
∂Q(w)

∂w
. Q(w) reaches the local minimum at w∗, shown by the vertical line on the right

part of the figure.

Table 1. The time points to start leasing and the best monthly rental w∗ and Q(w*)

H = 24 H = 36 H = 48 H = 60
w∗ Q(w∗) w∗ Q(w∗) w∗ Q(w∗) w∗ Q(w∗)

K = 0 6667 111879 6667 154624 6667 194142 5537 222756
K = 3 6667 91962 6667 134707 5462 167846 5366 206482
K = 5 6667 79914 5450 117248 5343 157898 5290 196650
K = 7 6667 69931 5300 108542 5250 149291 5250 188091
K = 9 5350 57449 5250 100301 5250 141095 5200 179891
K = 11 5300 49404 5250 92307 5200 133096 5200 171916
K = 13 5250 41527 5200 84444 5200 125258 5198 164078
K = 15 5200 33774 5200 76714 5200 117527 5188 156349
K = 17 5200 26135 5200 69074 5192 109888 5181 148712
K = 19 5200 18577 5200 61516 5185 102331 5176 141156
K = 21 5200 11094 5195 54033 5179 94849 5172 133675
K = 22 5200 7379 5191 50318 5177 91135 5170 129960
K = 23 5200 3681 5188 46621 5174 87438 5168 126263

5 Conclusion

The pricing issue for the search engine incorporated in the web servers is dis-
cussed in this paper. The model is formulated by analyzing the Brownian motion
and the stopping time. The optimal rental price and the optimal purchasing price
are found experimentally based on the derivative of the expected present value
of the purchasing price.

With the development of the eCommerce, more and more websites need the
search engines. The model in this paper provides a tool for pricing them.
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Abstract. Strategies of pricing based on Stackelberg competition between 
manufacturer and distributor are discussed under the condition that both tradi-
tional and online channels exist. A system consisting of a manufacturer, a dis-
tributor and customers is considered, in which the manufacturer can sell prod-
ucts to the distributor, who, in turn, sells the products to customers through tra-
ditional channel, or the manufacturer can transact directly with the customers in 
an electronic manner. The manufacturer and the distributor establish models 
with the respective objection of maximizing expected profit. The manufacturer 
regards the price of products sold to distributor through traditional and online 
channels as decision variables, while the distributor’s decision variable is the 
price of products sold to customers, and the distributor’s decision variable is the 
function of the manufacturer’s decision variable. At last, the numerical exam-
ples are used to show the application of pricing models. 

1   Introduction 

The rapid growth and adoption of the Internet has already impacted on all aspects of 
business heavily, including customer acquisition, marketing, human resource manage-
ment, finance, information systems, and operations. Electronic commerce can be de-
fined informally as a business process that uses the Internet or other electronic medium 
as a channel to complete business transactions. The changes in researches on supply 
chain management under electronic commerce can be divided into three aspects [1]. 
    First, some issues related to supply chain management have not been changed in 
principle, although electronic commerce may have had an impact on some of their 
parameters. For example, a firm still need to take into account the interplay between 
fixed and variable costs, while making decisions related to procurement or setting up 
additional capacity. With the prevalence of the Internet, the firm might be able to 
obtain a lower procurement price or salvage excess capacity through market mecha-
nisms more easily. Next, some existing supply chain issues have become important as 
a result of electronic commerce. For example, mass customization has gained a lot of 
momentum under electronic commerce, because firms can allow customers to specify 
customizations of their offerings interactively. Finally, some issues new to supply 
chain management have emerged. One example is how a firm coordinates Internet 
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and traditional distribution channels in terms of prices as well as information and 
product flows.  

The potential impact of the Internet on supply chain management makes the impor-
tance of relevant study under electronic commerce to be on the increase, and many 
researches on pricing under electronic commerce are done [2, 3]. The development of 
electronic commerce states that the relationship between online and traditional mar-
kets is not substitutive but supplementary. From a supply chain standpoint, the inte-
gration of traditional and online markets is more attractive because it promises profit 
gains, inventory reduction, and increased customer services [1]. Under the condition 
that both traditional and online channels exist, the strategy of product pricing is dif-
ferent from the strategy in traditional channel, and even a single firm needs to decide 
how to price products differentially over the traditional and the online channels. So it 
is necessary to study the pricing strategy of mixed traditional and online distribution 
channels[4 6]. Models of pricing of mixed traditional and online distribution channels 
based on the coordination and Bertrand competition are discussed in this paper, and a 
sketchy way to determine the optimal price is given. 

2   Description of Question 

A system consisting of a manufacturer, a distributor and customers is considered, in 
which the manufacturer can sell products to the distributor, who, in turn, sells the 
products to customers through traditional channel, or the manufacturer can transact 
directly with the customers in an electronic manner (i.e., sell via online channel) 
which is allowed by the development of electronic commerce and is heretofore not 
possible. The following is the definition of some symbols: 

MC , manufacturer’s unit production cost; 

MDp , price of products sold by manufacturer via traditional channel (i.e., sell prod-

ucts to distributor); 

MRp , unit price of products sold by manufacturer via online channel (i.e., sell di-

rectly products to customers in an electronic manner); 

DRp , unit price which distributor sells products to customers; 

θ , uncertain factors which can’t be controlled by manufacture and distributor; 

),,( θDRMDMD ppq , demand via traditional channel (the quantity of products 

bought by distributor from manufacturer), for convenience of description, the de-
mand via traditional and online channels depends on the price in the two channels 

and the uncertain factorsθ ; 

),,( θDRMRMR ppq , demand via online channel (the quantity of products bought 

by customers from manufacturer); 

),,( θDRMRDR ppq , demand via traditional channel (the quantity of products 

bought by customers from distributor); 
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)( MDMD qc , transaction cost in traditional channel (i.e., between manufacturer and 

distributor), it depends on the volume of transaction between manufacturer and dis-
tributor; 

)( MRMR qc , transaction cost in online channel (i.e., between manufacturer and cus-

tomers), it depends on the volume of transaction between manufacturer and cus-
tomers. 

Let Mπ and Dπ denote the manufacturer’s profit and the distributor’s profit, re-

spectively, and then the function of profit can be expressed as follows: 

Mπ ⋅= MDp ),,( θDRMRMD ppq ),,( θDRMRMRMR ppqp ⋅+  

[⋅− Mc ),,( θDRMRMD ppq )],,( θDRMRMR ppq+  

MDc− )),,(( θDRMRMD ppq MRc− )),,(( θDRMRMR ppq  

(1) 

Dπ ⋅= DRp ),,( θDRMRDR ppq ⋅− MDp ),,( θDRMRDR ppq  (2) 

For convenience of description, the distributor’s holding cost isn’t considered, and 
then equation (2) can be written as 

Dπ )( MDDR pp −= ),,( θDRMRMD ppq⋅ . (3) 

3   Models of Pricing Based on Stackelberg Game 

In the Stackelberg game setting, there is price competition between the manufacturer 
and the distributor. The manufacturer as a leader determines the prices of products 
sold through traditional and online channels, and then the distributor as a follower 
selects the optimal price after knowing the manufacturer’s decision. 

3.1   Pricing Model of Distributor 

The distributor determines the optimal price according to the following model after 
knowing the manufacturer’s prices of products sold through traditional and online 
channels. 

)(max DRD
p

pE
DR

π )[( *
MDDR ppE −= )],,( * θDRMRMD ppq⋅  (4) 

MMDDR cpp ≥≥ *  (5) 

We take the form similar to that in paper [7] to deal with constraint condition (5), 
and then the objection function can be turn into a general form:  

)( DRDG pEπ )[( *
MDDR ppE −= )],,( * θDRMRMD ppq⋅  (6) 
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2*
1 )(

2

1
MMD cpa −− 2*

2 )(
2

1
MDDR ppa −−  

where 1a and 2a  are all constraint parameters, and 1a , 2a >0  

The fist-order condition of DGEπ  is as follows: 

),,([ * θDRMRMD ppqE )( *
MDDR pp −+ )],,( * θDRMRMDD ppq⋅  

0)( *
2 =−− MDDR ppa    

(7) 

Where MDDq denotes the derivative of MDq with respect to DRp . 

    From equation (7), we can get, 

),( ****
MRMDDRDR pppp =  (8) 

Equation (8) shows that the distributor’s optimal price is the function of the manu-
facturer’s optimal prices of  products sold through traditional and online channels. 

3.2   Pricing Model of Manufacturer 

In the Stackelberg game setting, the manufacturer determines the optimal prices of  

products sold through traditional and online channels, *
MDp and *

MRp , according to 

the following model. 

),(max
,

MRMDM
pp

ppE
MRMD

π  

⋅= MDpE{ )),,(,( θMRMDDRMRMD ppppq  

)),,(,( θMRMDDRMRMRMR ppppqp ⋅+  

[Mc− )),,(,( θMRMDDRMRMD ppppq  

)]),,(,( θMRMDDRMRMR ppppq+  

MDc− )]),,(,([ θMRMDDRMRMD ppppq  

MRc− )]}),,(,([ θMRMDDRMRMR ppppq  

 

 

 

(9) 

MMD cp ≥    (10) 

        MMR cp ≥  (11) 

Similarly we can get the general objection function,  

),( MRMDMG ppEπ  

⋅= MDpE{ )),,(,( θMRMDDRMRMD ppppq  

)),,(,( θMRMDDRMRMRMR ppppqp ⋅+  

[Mc− )),,(,( θMRMDDRMRMD ppppq  

)]),,(,( θMRMDDRMRMR ppppq+  

(12) 



684 L.-j. Li et al. 

 

MDc− )]),,(,([ θMRMDDRMRMD ppppq  

MRc− )]}),,(,([ θMRMDDRMRMR ppppq

2
4

2
3 )(

2

1
)(

2

1
MMRMMD cpacpa −−−−  

where 3a and 4a  are all constraint parameters, and 3a , 4a >0. 

The fist-order condition of MGEπ  is as follows: 

)),,(,({ θMRMDDRMRMD ppppqE  

)),,(,( θMRMDDRMRMDTMD ppppqp ⋅+  

)),,(,( θMRMDDRMRMRTMR ppppqp ⋅+  

[Mc− )),,(,( θMRMDDRMRMDT ppppq  

)]),,(,( θMRMDDRMRMRT ppppq+  

MDTc− )]),,(,([ θMRMDDRMRMD ppppq  

MRTc− )]}),,(,([ θMRMDDRMRMR ppppq  

0)(3 =−− MMD cpa               

 

 

 

(13) 

⋅MDpE{ )),,(,( θMRMDDRMRMDM ppppq  

)),,(,( θMRMDDRMRMR ppppq+  

)),,(,( θMRMDDRMRMRMMR ppppqp ⋅+  

[Mc− )),,(,( θMRMDDRMRMDM ppppq

)]),,(,( θMRMDDRMRMRM ppppq+  

MDMc− )]),,(,([ θMRMDDRMRMDM ppppq

MRMc− )]}),,(,([ θMRMDDRMRMR ppppq  

0)(4 =−− MMR cpa  

 

 

 

(14) 

Where 

MDTq and MRTq denote the derivatives of MDq  and MRq  with respect to MDp ,  

respectively; 

MDMq and MRMq denote the derivatives of MDq  and MRq  with respect to MRp ,  

respectively; 

MDTc and MRTc denote the derivatives of MDc  and MRc  with respect to MDp ,  

respectively; 

MDMc and MRMc denote the derivatives of MDc  and MRc  with respect to MRp ,  

respectively. 
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From equation 13 ,(14)and 8 we can get the manufacturer’s optimal 
prices which he sells the products through traditional and online channels, 

*
MDp and *

MRp , and the distributor’s optimal price which he sells the products to cus-

tomers, *
DRp , in the Stackelberg game setting. 

4   Numerical Example 

Assume that the relationship between the demand via traditional channel (the quantity 
of products bought by the distributor from the manufacturer) and the influencing 
factors are as follows: 

),,( θDRMRMD ppq )( DRMDMD phk ⋅−= θλ +−+ )( DRMR pp  (15) 

The relationship between the demand via online channel (the quantity of products 
bought by customers from the manufacturer) and the influencing factors are as fol-
lows: 

),,( θDRMRMR ppq )( MRMRMR phk ⋅−=  θλ +−+ )( MRDR pp  (16) 

Where 

MDk and
MRk  denote the market bases through traditional and online channels, respec-

tively; 

MDh and 
MRh  denote the marginal channel demand per respective channel through 

traditional and online channels, respectively; 
λ denotes the shift between the two channels with regards to the price; 
θ denotes uncertain factors which can’t be controlled by manufacture and distribu-
tor, and it is a random variable which is Normal with mean 0 and variance 1; 

The relationship between the transaction cost and the volume of transaction in 
online channel (i.e., between the manufacturer and customers), and the relationship 
between the transaction cost and the volume of transaction in traditional channel (i.e., 
between the manufacturer and the distributor) are as follows, respectively: 

MDMDMDMDMDMD qdqbqc ⋅+⋅= 2)(      (17) 

MRMRMRMRMRMR qdqbqc ⋅+⋅= 2)(  (18) 

Where MDb , MDd , MRb and MRd  are all parameters,  and MDb , MDd , MRb , MRd > 0. 

Let 100=MC ; 2000=MDk ; 2000=MRk ; 1.0=MDh ; 2.0=MRh ; 1=λ ; 0=μ ; 

12 =σ ; 5.0=MDb ; 3=MDd ; 5.0=MRb ; 4=MRd ; 8.974321 ==== aaaa . 

And then the general expected profit functions of the manufacturer and the distribu-
tor are as follows, respectively: 
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)( DRDG pEπ )( MDDR pp −= )1.12000( MRDR pp +−⋅  

2)100(9.48 −− MDp 2)(9.48 MDDR pp −−   
(19) 

),( MRMDMG ppEπ )1.12000( DRMR pp −+=  

)99755.05.0( −+−× DRMRMD ppp  

)9965.06.1()2.12000( −−⋅−++ DRMRMRDR pppp  
2)100(9.484000011020 −−−++ MDDRMR ppp  

4000011020 −++ DRMR pp 2)100(9.48 −− MDp  
2)100(9.48 −− MRp  

(20) 

Solving the model in the Stackelberg game setting, the optimal pricing strategy of 
the manufacturer as a leader is: the optimal price through traditional channel (i.e., sell 
the products to distributor) 111* ≈MDp ; the optimal price through online channel (i.e., 

sell directly the products to customers) 124* ≈MRp . 

The optimal pricing strategy of the distributor as a follower is: the optimal price of  
products sold by distributor to customers 131* ≈DRp . 

5   Conclusion 

Pricing strategies based on the Stackelberg game under the condition that both tradi-
tional and online channels exist are discussed in this paper. In the Stackelberg game 
setting, there is price competition between the manufacturer and the distributor, and 
the manufacturer as a leader determines the prices of products sold through traditional 
and online channels, and then the distributor as a follower selects the optimal price 
after knowing the manufacturer’s decision. When the manufacturer solves the pricing 
model, he must consider the influence of his optimal pricing strategy on the distribu-
tor’s decision, that is, the distributor’s decision variable is the function of the manu-
facturer’s decision variables. In this paper, we do an initial research on pricing strate-
gies based on the Stackelberg game, and the comparison of pricing strategies based on 
the Stackelberg game to other settings is not done. In future research, we’ll compare 
the pricing strategies under different settings so as to direct practice well. 
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Abstract. Given an undirected edge-capacitated graph and a collection
of subsets of vertices, we consider the problem of selecting a maximum
(weighted) set of Steiner trees, each spanning a given subset of vertices
without violating the capacity constraints. We give an integer linear pro-
gramming (ILP) formulation, and observe that its linear programming
(LP-) relaxation is a fractional packing problem with exponentially many
variables and with a block (sub-)problem that cannot be solved in poly-
nomial time. To this end, we take an r-approximate block solver to de-
velop a (1 − ε)/r approximation algorithm for the LP-relaxation. The
algorithm has a polynomial coordination complexity for any ε ∈ (0, 1).
To the best of our knowledge, this is the first approximation result for
fractional packing problems with only approximate block solvers and a
coordination complexity that is polynomial in the input size and ε−1.
This leads to an approximation algorithm for the underlying tree pack-
ing problem. Finally, we extend our results to an important multicast
routing and wavelength assignment problem in optical networks, where
each Steiner tree is also to be assigned one of a limited set of given
wavelengths, so that trees crossing the same fiber are assigned different
wavelengths.

1 Introduction

Multicast is an efficient approach to deliver data from a source to multiple desti-
nations over a communication network. This approach is motivated by emerging
telecommunication applications, e.g., video-conferencing, streaming video and
distributed computing. In particular, a multicast session is established by find-
ing a Steiner tree in the network that connects the multicast source with all the
multicast destinations.
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In this paper we address the following Steiner tree packing problem, that is
fundamental in multicast communications. We are given a communication net-
work represented by an undirected graph, a capacity associated with every edge
in the graph, and a set of multicast requests (each defined by a subset of vertices
to be connected, called terminals). A feasible solution to this problem is a set of
Steiner trees, each spanning a multicast request, such that the number of Steiner
trees crossing the same edge is bounded by the capacity of that edge. The goal
is to maximize the total profit/throughput (the weighted sum of the successfully
routed requests). It is worth noting that some requests may not be successfully
routed due to the edge capacity. This problem arises in the communication net-
work that provides multicast communication service to multiple groups of users
in order to realize the routing that attains the maximum global profit for the
whole network with limited bandwidth resources.

A special case in which the same request is spanned by the maximum num-
ber of edge-disjoint Steiner trees was studied in [10]. The authors presented a
4/|S|-asymptotic approximation algorithm, where S is the terminal set to be
connected. This problem was further studied in [14] and an algorithm was pro-
posed to find �λS(G)/26� edge-disjoint Steiner trees, where λS(G) is the size of a
minimum S-cut in G. Another generalization is to find the maximum collection
of Steiner forests spanning different requests [15]. There are also many applica-
tions in this category (see [14]). A related problem of realizing all given multicast
requests as to minimize the maximum edge congestion was studied from theoret-
ical and experimental aspects in [2, 5, 6, 12, 16, 23]. This is essentially equivalent
to a routing problem in VLSI design [19]. Another related problem is that of
realizing all given multicast requests at the minimum cost. This problem was
studied in [4] and [13] for the special case of all Steiner trees connecting the
same set of vertices, and in [22] for the general case where for each Steiner tree
a different set of vertices is given.

We show that the relaxation of the Steiner packing problem is a fractional
packing problem in Section 2, which has attracted considerable attention in the
literature [7, 17, 25]. In general, a block solver is called to play a similar role to the
separation oracle in the ellipsoid methods in [9]. The approximation algorithm
in [7] is only for the case that the block problem is polynomial time solvable. In
addition, the approximation algorithms in [17, 25] have coordination complexity
depending on the input data, and are thus not polynomial in the input size.
A problem related to fractional packing is the convex min-max resource-sharing
problem, which is studied in [8, 24]. If the block problem is NP-hard, an approx-
imation algorithm is designed in [11] with polynomial coordination complexity.

To date, we are not aware of any approximation results for the Steiner tree
packing problem in its full generality (where for each Steiner tree is required
to connect a set of vertices). Furthermore, we are not aware of any approxi-
mation algorithm for fractional packing problems with coordination complexity
polynomial in the input size while the block problem is NP-hard.

The contribution of this paper can be summarized as follows. We formulate the
Steiner tree packing problem in its full generality as an ILP, and observe that its
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LP-relaxation is a fractional packing problem with exponentially many variables
and an NP-hard block problem. We thus develop a (1 − ε)/r-approximation
algorithm for fractional packing problems with polynomial coordination com-
plexity, each iteration calling an r-approximate block solver, for r ≥ 1 and any
given ε ∈ (0, 1). This is the first result for fractional packing problems with only
approximate block solvers and a coordination complexity strictly polynomial in
input size and ε−1. In fact, the coordination complexity of our algorithm is ex-
actly the same as in [7] where the block problem is required to be polynomial
time solvable. Then we present an algorithm for the Steiner tree packing prob-
lem and also apply our approximation algorithm for integer packing problems to
establish a method to directly find a feasible solution. We extend our results to
an important multicast routing and wavelength assignment problem in optical
networks, where each Steiner tree is also to be assigned one of a limited set of
given wavelengths, so that trees crossing the same fiber are assigned different
wavelengths.

The remainder of this paper is organized as follows. In Section 2 we give an
ILP formulation of the Steiner tree packing problem. Then we present and an-
alyze the approximation algorithm for fractional packing problems in Section 3
and use it to develop an approximation algorithm for the integer Steiner tree
packing problem in Section 4. The approach to directly find integer approximate
solutions is discussed in Section 5. The multicast routing and wavelength as-
signment problem in optical networks is studied in Section 6. Finally, Section 7
concludes the paper. Due to the limit of space we do not give all proofs of our
results in this version. We refer the readers to the full version of our paper [21]
for details.

2 Mathematical Programming Formulation

We are given an undirected graph G = (V,E) representing the input commu-
nication network, and a set of multicast requests S1, . . . , SK ⊆ V to be routed
by Steiner trees. Each edge ei ∈ E is associated with a capacity ci indicating
the bandwidth of the corresponding cable. Denote by Tk the set of all Steiner
trees spanning Sk, k ∈ {1, . . . ,K}. The number of trees |Tk| may be exponen-
tially large. Furthermore, we define an indicator variable xk(T ) for each tree as
follows: xk(T ) = 1 if T ∈ Tk is selected for routing Sk; Otherwise xk(T ) = 0.
In addition, each request Sk is associated with a weight wk to measure its im-
portance in the given multicast communication network. Therefore, the Steiner
tree packing problem can be cast as the following ILP:

max
∑K

k=1 wk

∑
T∈Tk

xk(T )
s.t.

∑K
k=1

∑
T∈Tk&ei∈T xk(T ) ≤ ci, ∀ei ∈ E;∑

T∈Tk
xk(T ) ≤ 1, k = 1, . . . ,K;

xk(T ) ∈ {0, 1}, ∀T & k = 1, . . . ,K.

(1)

The first set of constraints in (1) means that the congestion of each edge is
bounded by the edge capacity. The second set of constraints shows that at most
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one tree is selected to realize the routing for each request. It is possible that in
a feasible solution, no tree is chosen for some requests, i.e., some requests may
not be realized, due to the edge capacity constraints.

The special cases of the Steiner tree packing problem studied in this work
have been shown APX -hard [10, 14, 15], so is our underlying problem. There
may be exponentially many variables in (1). Thus many exact algorithms such
as standard interior point methods can not be applied to solve its LP-relaxation.
The LP-relaxation of (1) may be solved by the volumetric-center [1] or the
ellipsoid methods with separation oracle [9]. However, those approaches will lead
to a large amount of running time.

As usual, we first solve the LP-relaxation of (1), and then apply rounding
techniques to obtain a feasible solution. We call the linear relaxation of the
Steiner tree packing problem as the fractional Steiner tree packing problem, and
its solution as the fractional solution to the Steiner tree packing problem. The
LP-relaxations of (1) is in fact a fractional packing problem [7, 17, 25]. However,
the approximation algorithm in [7] is only for the case that the block problem
is polynomial time solvable. Unfortunately, it is not the case for the Steiner
tree packing problem as its block problem is the minimum Steiner tree problem.
In addition, the approximation algorithms in [17, 25] both lead to complexity
bounds that depend on the input data, and only result in pseudo polynomial time
approximation algorithms. Thus, we need to study approximation algorithms
for fractional packing problems with approximate block solvers and input data
independent complexity.

3 Approximation Algorithm for Fractional Packing
Problems

In this section, we develop an approximation algorithm for fractional packing
problems based on the approach in [7]. Our algorithm allows that the block
problem can only be approximately solved. Our complexity is still strictly poly-
nomial in the input size and ε−1, which is superior to the methods in [17, 25].

We consider the following fractional packing problem:

max{cTx|Ax ≤ b, x ≥ 0}. (2)

Here A is a m×n positive matrix, and b ∈ IRm and c ∈ IRn are positive vectors.
In addition, we assume that the (i, j)-th entry Ai,j ≤ bi for all i and j. The
corresponding dual program is:

min{bTy|AT y ≥ c, y ≥ 0}. (3)

Similar to the strategies in [7, 8, 11, 17, 24, 25], an (approximate) block solver is
needed, which is similar to the separation oracle for the ellipsoid methods. For a
given y ∈ IRm, the block problem is to find a column index q that (Aq)T y/cq =
minj(Aj)T y/cj. In our algorithm, we assume that we are given the following
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Table 1. Approximation algorithm for fractional packing problems

δ = 1 − √
1 − ε, u = (1 + δ)((1 + δ)m)−1/δ, k = 0, xk = 0, fk = 0, yk

i = u/bi, Dk = um;
while Dk < 1 do {iteration}

k = k + 1;
call ABS(yk−1) to find a column index q;
p = arg mini bi/Ai,q ;
xk

q = xk−1
q + bq/Ap,q;

fk = fk−1 + cqbp/Ap,q;
yk

i = yk−1
i [1 + δ(bp/Ap,q)/(bi/Ai,q)];

Dk = bT yk;
end do

approximate block solver ABS(y) that finds a column index q that (Aq)T y/cq ≤
rminj(Aj)T y/cj, where r ≥ 1 is the approximation ratio of the block solver.

Our algorithm is an iterative method. We first maintain a pair of a feasible
primal solution x to the fractional packing problem (2) and an infeasible dual
solution y. At each iteration, based on the current dual solution y, the algo-
rithm calls the approximate block solver once. Then the algorithm increases the
component of the primal solution x corresponding to the returned column index
by a certain amount and multiples the dual solution y by a factor larger than
1. This iterative procedure does not stop until the dual objective value is more
than 1 (though the dual solution may be still infeasible). The algorithm is shown
in Table 1. In the algorithm, Dk is in fact the dual objective value for the dual
vector yk at the k-th iteration, though it can be infeasible. Let OPT denote the
optimum dual value (also the optimum objective value of the primal program
according to the duality relation). In addition, we assume that the algorithm
stops at the t-th iteration. We have the following bound:

Lemma 1. When the algorithm stops, OPT /f t ≤ rδ/ ln(um)−1.

The solution xt delivered by the algorithm could be infeasible and some packing
constraints may be violated. Thus we need to scale the solution by an appropriate
amount to obtain a feasible solution.

Lemma 2. The scaled solution xS = xt/ log1+δ((1 + δ)/u) is feasible for (2)
and the corresponding objective value is f t/ log1+δ((1 + δ)/u).

Now we are ready to show the performance bound of the solution:

Theorem 1. When the algorithm stops, the scaled solution xS is a (1 − ε)/r-
approximate solution to the fractional packing problem (2).

Proof. According to the duality relation, the optimum dual value OPT is also
the optimum objective value of the primal problem (2). Thus we need to examine
the objective value corresponding to the feasible solution xS . According to the
definition u = (1 + δ)((1 + δ)m)−1/δ, we have ln(um)−1 = (1− δ) ln[m(1 + δ)]/δ
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and ln((1 + δ)/u) = ln[m(1 + δ)]/δ. Denote by ALG the objective value of the
solution delivered by our algorithm. From the above relations and Lemma 1, the
following bound holds:

ALG
OPT =

f t

OPT log1+δ((1 + δ)/u)
≥ ln(um)−1

rδ

ln(1 + δ)
ln((1 + δ)/u)

=
(1− δ) ln(1 + δ)

rδ

According to the elementary inequality ln(1+z) ≥ z−z2/2 for any 0 ≤ z ≤ 1, we
have rALG = inf(ALG/OPT ) ≥ (1− δ)(δ− δ2/2)/(rδ) ≥ (1− δ)2/r = (1− ε)/r.

Theorem 2. There exists a (1 − ε)/r-approximation algorithm for the frac-
tional packing problem (2) that performs O(mε−2 lnm) iterations, calling an
r-approximate block solver once per iteration, for any ε ∈ (0, 1].

Thus we have developed the first algorithm that find a (1 − ε)/r-approximate
solution to fractional packing problems (2) with a complexity polynomial in the
input sizes and ε−1, provided an approximate block solver. It is a generalization
of the approximation algorithm in [7].

4 Approximation Algorithm for Steiner Tree Packing

We first study the LP-relaxation of (1).

Theorem 3. There is a (1 − ε)/r-approximation algorithm for the fractional
Steiner tree packing problem with complexity O((m + K)Kε−2β ln(m + K)),
where r and β are the approximation ratio and the complexity of the minimum
Steiner tree solver called as an oracle, respectively.

Proof. To use our approximation algorithm for fractional packing problems, the
only problems are to identify the block problem and to find an (approximate)
solver. Notice that the dual vector y = (y1, . . . , ym, ym+1, . . . , ym+K)T consists
of two types of components. The first m = |E| components y1, . . . , ym corre-
sponds to the edges e1, . . . , em. The remaining K components ym+1, . . . , ym+K

in y corresponds to the second set of constraints in (1). It is easy to verify that
the block problem is as follows: to find a tree T that mink minT∈Tk

(
∑

ei∈T yi +
ym+kδk,T )/wk. Here the indicator δk,T = 1 if T ∈ Tk, and otherwise δk,T = 0.
To solve the block problem, one can search for K trees corresponding to the
K requests separately, such that each tree routes a request with the minimum
of

∑
ei∈T yi. Afterwards, for each of these K trees, the additional term ym+k

is added, and the sums are divided by wk respectively. Thus the tree with the
minimum value of (

∑
ei∈T yi + ym+kδk,T )/wk over all K trees is selected, which

is the optimum solution to the block problem. Since the value ym+k is fixed for
a fixed request k at each iteration, the block problem is in fact equivalent to
finding a tree spanning the request Sk that minT∈Tk

∑
ei∈T yi, for k = 1, . . . ,K.

Regarding yi the length of edge ei for i = 1, . . . ,m, the block problem is in fact
the minimum Steiner tree problem in graphs. Thus, we can use the approxima-
tion algorithm developed in Section 3 with an approximate minimum Steiner
tree solver to obtain a feasible solution to the LP-relaxation of (1), and the
theorem follows.
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Unfortunately, the minimum Steiner tree problem is APX -hard [3]. Thus, the
approximation algorithm in [7] is not applicable in this case. We apply random-
ized rounding [18, 19] to find a feasible (integer) solution. As indicated in [18, 19],
to guarantee non-zero probability that no constraint is violated, a scaling tech-
nique is necessary to be employed. Denote by c the minimum edge capacity.
Suppose that there exists a scalar v satisfying (ve1−v)c < 1/(m+ 1). From [18],
we can immediately obtain the following bound:

Theorem 4. There is an approximation algorithms for the Steiner tree packing
problem such that the objective value delivered is at least

(1 − ε)vOPT/r − (exp(1) − 1)(1 − ε)v OPT ln(m + 1)/r, if OPT > r ln(m + 1);

(1 − ε)vOPT/r − exp(1)(1 − ε)v ln(m + 1)
1 + ln (r ln(m + 1)/OPT )

, otherwise,

where OPT is the optimal objective value of (1).

In (1) there are exponential number of variables. However, by applying our
approximation algorithm for fractional packing problems in Section 3, we just
need to generate K approximate minimum Steiner trees for the K requests at
each iteration corresponding to the current dual vector. Thus there are only
O((m + K)Kε−2 ln(m + K)) Steiner trees generated in total. This is similar to
the column generation technique for LPs, and the hardness due to exponential
number of variables in (1) is overcome.

5 Integrality

A solution to the fractional packing problem (2) has integrality w if each com-
ponents in the solution is a non-negative integer multiple of w. In this case
we modify the approximation algorithm in Table 1 as follows: At the k-th it-
eration, after calling the approximate block solver, the increments of x and y
are xk(q) = xk−1(q) + w and yk(i) = yk−1(i){1 + δ[w]/[b(i)/A(i, q)]}, and the
following result follows:

Theorem 5. If w ≤ mini,j bi/Ai,j in the fractional packing problem (2), then
there exists an algorithm that finds a (1 − ε)/r-approximate solution to (2)
with integrality wδ/(1 + log1+δ m) within O(mε−2ρ lnm) iterations, where ρ =
maxi,j bi/Ai,j.

Corollary 1. If bi/Ai,j ≥ (1 + log1+δ m)/δ for all i and j, then there exists an
algorithm that finds a (1−ε)/r-approximate solution to integer packing problems
within O(mε−2ρ lnm) iterations.

Corollary 2. If all edge capacities are at least (1+log1+δ(m+K))/δ, then there
exists an algorithm that finds a (1 − ε)/r-approximate integer solution to the
Steiner tree packing problem (1) within O((m+K)Kε−2cmaxβ ln(m+K)) time,
where r and β are the approximation ratio and the complexity of the minimum
Steiner tree solver called as the oracle, and cmax is the maximum edge capacity.



Packing Trees in Communication Networks 695

We have presented a pseudo polynomial time approximation algorithm for inte-
ger packing problems. However, this approach is still useful, as it can directly
lead to an integer solution and can avoid the rounding stage. We believe that
there exist instances in practice that our approximation algorithm for integer
packing problem works efficiently.

6 Multicast Routing and Wavelength Assignment in
Optical Networks

In the multicast routing and wavelength assignment problem in optical net-
works, we are given an undirected graph G = (V,E), a set of multicast requests
S1, . . . , SK ⊆ V , and a set L = {1, . . . , L} of wavelengths. It is assumed that
every edge represents a bundle containing multiple fibers in parallel. In particu-
lar, we let ci,l denote the number of fibers of edge ei ∈ E that have wavelength
l ∈ L. Note that wavelengths that are not available in a fiber are assumed to be
pre-occupied by existing connections in the network. The goal is to find rout-
ing trees with the maximum total profit/throughput, such that every selected
request is realized by a Steiner tree and assigned one of the given wavelengths,
and that trees crossing the same fiber are assigned different wavelengths.

Denote by Tk the set of all trees spanning the request Sk, for all k = 1, . . . ,K.
Here |Tk| could be exponentially large. Then we define an indicator variable
xk(T, l) as follows: xk(T, l) = 1 if T ∈ Tk is selected for routing Sk and is
assigned wavelength l; Otherwise xk(T, l) = 0. In addition, each request SK is
associated with a weight wk indicating its importance in the given multicast
optical network. Thus the ILP of the problem is as follows:

max
∑K

k=1 wk

∑L
l=1

∑
T∈Tk

xk(T, l)
s.t.

∑K
k=1

∑
T∈Tk&ei∈T xk(T, l) ≤ ci,l, ∀ei ∈ E & l ∈ L;∑L

l=1
∑

T∈Tk
xk(T, l) ≤ 1, k = 1, . . . ,K;

xk(T, l) ∈ {0, 1}, ∀T, l ∈ L& k = 1, . . . ,K.

(4)

The first set of constraints ensures that each of these trees can be routed through
a separate fiber. The second set of constraints indicate that the we just need to
route each request by at most one tree and assign at most one wavelength to it.

First, for the fractional multicast routing and wavelength assignment problem,
we have the following result (see [21] for proof):

Theorem 6. There is a (1 − ε)/r-approximation algorithm for the fractional
multicast routing and wavelength assignment problem in optical networks with
complexity O((mL + K)KLε−2β ln(mL + K)), where r and β are the approxi-
mation ratio and the complexity of the minimum Steiner tree solver called as the
oracle, respectively.

Similar to Section 4, for any real number v satisfying (ve1−v)c < 1/(m + 1),
where c = mini,l ci,l is the minimal capacity, we can obtain a bound for the
integer solution by randomized rounding [18, 19]:
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Theorem 7. There is an approximation algorithms for the multicast routing
and wavelength assignment problem in optical networks such that the objective
value delivered has the same bound as in Theorem 4, where OPT is the optimal
objective value of (4).

Furthermore, we can apply our approximation algorithm for integer packing
problems described in Section 5 to (4) and directly obtain an integer solution:

Theorem 8. If all edge capacities are at least (1 + log1+δ(mL + K))/δ, then
there exists an algorithm that finds a (1 − ε)/r-approximate integer solution to
the multicast routing and wavelength assignment problem in optical networks
(4) within O((mL + K)LKε−2cmaxβ ln(mL + K)) time, where r and β are the
approximation ratio and the complexity of the minimum Steiner tree solver called
as the oracle, and cmax is the maximum capacity.

7 Conclusions and Future Research

in this paper, we have addressed the problem of maximizing a Steiner tree pack-
ing, such that each tree connects a subset of required vertices without violating
the edge capacity constraints. We have developed a (1− ε)/r approximation al-
gorithm to solve the LP-relaxation provided an r-approximate block solver. This
is the first approximation result for fractional packing problems with only ap-
proximate block solvers and a coordination complexity that is polynomial in the
input size and ε−1. This generalizes the well-known result in [7] while the com-
plexity is the same, and it is superior to many other approximation algorithms
for fractional packing problems, e.g., [17, 25]. In this way we have designed ap-
proximation algorithms for the Steiner tree packing problem. Finally, we have
studied an important multicast routing and wavelength assignment problem in
optical networks. We are further interested in both theoretical and practical
extensions of this work. An interesting problem is to develop approximation al-
gorithms for fractional/integer packing problems with other properties. From
the practical point of view, we aim to develop more realistic models for routing
problems arising in communication networks and design strategies to (approxi-
mately) solve them efficiently. We have applied our approximation algorithm for
fractional packing problems to the global routing problem in VLSI design [20].
In addition, we are working on implementation of our approximation algorithms
with challenging benchmarks to explore their power in computational practice.
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Abstract. We consider the problem of designing truthful mechanisms
for scheduling selfish tasks (or agents)–whose objective is the minimiza-
tion of their completion times– on parallel identical machines in order to
minimize the makespan. A truthful mechanism can be easily obtained in
this context (if we, of course, assume that the tasks cannot shrink their
lengths) by scheduling the tasks following the increasing order of their
lengths. The quality of a mechanism is measured by its approximation
factor (price of anarchy, in a distributed system) w.r.t. the social opti-
mum. The previous mechanism, known as SPT, produces a (2 − 1/m)-
approximate schedule, where m is the number of machines. The cen-
tral question in this paper is the following: “Are there other truthful
mechanisms with better approximation guarantee (price of anarchy) for
the considered scheduling problem?” This question has been raised by
Christodoulou et al [1] in the context of coordination mechanisms, but it
is also relevant in centrally controlled systems. We present (randomized)
truthful mechanisms for both the centralized and the distributed settings
that improve the (expected) approximation guarantee (price of anarchy)
of the SPT mechanism. Our centralized mechanism holds for any num-
ber of machines and arbitrary schedule lengths, while the coordination
mechanism holds only for two machines and schedule lengths that are
powers of a certain constant.

1 Introduction

The Internet is a complex distributed system where many entities wish to max-
imize their own profits. Protocols organize this network, and their aim is to
maximize the social welfare. The underlying assumption is that the agents on
which the protocols are applied are trustworthy. This assumption is unrealistic
in some settings as the agents might try to manipulate the protocol by report-
ing false information in order to get some advantages. With false information,
even the most efficient protocol may lead to unreasonable solutions if it is not
designed to cope with the selfish behavior of the single entities.

In this paper, we deal with the problem of scheduling tasks on parallel identical
machines in order to minimize the makespan, (also known as P ||Cmax). There
are m identical machines and n tasks of arbitrary lengths, where each task is
owned by an agent. The lengths of the tasks are known to their owner only.

X. Deng and Y. Ye (Eds.): WINE 2005, LNCS 3828, pp. 698–707, 2005.
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In the first part of the paper, we focus on the following process: at first the
agents declare their lengths, then given these bids the system allocates the tasks
to the machines. The objective of the system is to minimize the makespan, i.e.
the date at which the last task finishes its execution. The aim of each agent is
to minimize its completion time and thus an agent may lie if by doing so, she
can improve its completion time.

The field of Mechanism Design can be useful to deal with the selfishness of the
agents. Its main idea is to pay the agents to convince them to perform strate-
gies that help the system to optimize a global objective function. The most fa-
mous technique for designing truthful mechanisms is perhaps the Vickrey-Clarke-
Groves (VCG) mechanism [8, 9, 10]. However, when applied to combinatorial opti-
mization problems, this mechanism guarantee the truthfulness under the hypoth-
esis that the objective function is utilitarian (i.e. the objective function is equal
to the sum of the agents’ valuation) and that the mechanism is able to compute
the optimum (for instance, it works for the shortest path problem [3]). Archer and
Tardos introduce in [4] a method which allows to design truthful mechanisms for
several combinatorial optimization problems to which the VCG mechanism does
not apply. However, neither approach can be applied to our problem and thus we
design a new ad-hoc mechanism that is able to retain truthfulness.

In the second part of the paper, we change our setting and we are interested to
the development of a truthful coordination mechanism [1] for the same scheduling
problem. The notion of coordination mechanism has been introduced in order to
improve the performance of a system with independent selfish and non-colluding
agents. In a coordination mechanism, we assume that the system designer can
select the scheduling policies of each machine (e.g. each machine schedules its
tasks in order of decreasing lengths), but the designer must design the system one
and for all (i.e. it should not depend on the values bidded by the tasks). Another
important and natural condition is the decentralized nature of the problem: the
scheduling on a machine should depend only on the lengths of the tasks assigned
to it and should be independent of the tasks’ lengths assigned to the other
machines. Knowing the coordination mechanism and the values bidded by the
other tasks, each task chooses on which machine she will be scheduled, and she
is then scheduled on it, according to the policy of this machine.

A truthful mechanism can be easily obtained (if we, of course, assume that
the tasks cannot shrink their lengths) by scheduling the tasks following the in-
creasing order of their lengths. This mechanism can also be adapted to a truthful
coordination mechanism. This mechanism, known as SPT, produces a (2−1/m)-
approximate schedule. The central question in this paper is the following: “Are
there other truthful mechanisms with better approximation guarantee (price of
anarchy) for the considered scheduling problem?”

1.1 Results in This Paper

Any algorithm with the property that increasing task length implies non-
decreasing completion time will always be truthful, and this property is nec-
essary for truthtelling to be a dominant strategy. Since there is no dominant
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strategy with an approximation ratio better than the one of SPT, we focus, like
in [4], on randomized truthful mechanisms. Thus, we assume that each agent
aims to maximize her expected profit. A mechanism is then called truthful if,
for each agent, bidding her true schedule length maximizes her expected profit
regardless of what the other agents bid.

In Section 3, we consider the selfish task allocation model and we give a
centralized algorithm which is truthful even if the values of the lengths are not
restricted, and has an expected approximation ratio of 2− 1

m+1

( 5
3 + 1

3 m

)
, which

is smaller than the one of an SPT schedule (e.g. if m = 2 its approximation ratio
is smaller than 1.39 whereas it is 1.5 for an SPT schedule).

In Section 4, we consider the two-machines case. We first study a coordina-
tion mechanism in which the first machine always schedules its tasks in order
of increasing lengths, and the second machine schedules its tasks with a proba-
bility p > 2

3 in order of increasing lengths and with probability (1− p) in order
of decreasing lengths. The expected approximation ratio of this (randomized)
coordination mechanism, that we prove to be 4

3 + p
6 , is better than the one of

SPT (3
2 ). We show that this coordination mechanism is truthful if the tasks are

powers of a constant larger than or equal to 4−3 p
2−p , but not if the values of the

task lengths are not restricted. We also show that if p < 1
2 then this coordina-

tion mechanism is not truthful even if the tasks are powers of any integer larger
than 1. In Section 4.3, we consider the other randomized coordination mecha-
nisms that combine deterministic coordination mechanisms in which the tasks
are scheduled in order of increasing or decreasing lengths (and thus which have
expected approximation ratios better than the one of SPT), and give negative
results on their truthfulness.

1.2 Related Works

Scheduling with selfish agents have been intensively studied these last years
started with the seminal work of Nisan and Ronen [3] and followed by a series
of papers [4], [6], [5], [7]. However, all these works differ from our paper since in
their case, the selfish agents were the machines while here we consider that the
agents are the tasks.

The most closely related work is the one by Christodoulou et al [1] who
considered the same model but only in the distributed context of coordination
mechanisms. They proposed different coordination mechanisms with a price of
anarchy better than the one of the SPT mechanism. Nevertheless, these mecha-
nisms are not truthful.

2 Preliminaries

We are given m machines (or processors) and n tasks T1, . . . , Tn. Let li denote
the execution time (or length) of task Ti. We will say that a task Ti is larger
than a task Tj if and only if li > lj or (li = lj and i > j). The machines have the
same speed, and the length of each task is known by an agent, its owner. Each
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agent declares a value b greater than or equal to the real length of the task (we
make the assumption, like in [1] that the agents cannot shrink their lengths).
The aim of each agent is to minimize its completion time, and an agent may lie
if by doing so she can improve its completion time.

We consider two different models of execution:

- in the first one, used in Section 3, if Ti bids a value b > li, then its execution
time remains li,

- in the second one, used in Section 4, we assume that if Ti bids a value b > li,
then its execution time is b, i.e. Ti (or its owner) will not get the result of its
execution before b time units after the beginning of the execution of Ti. This
model of execution is called the weak model of execution in what follows.

We adopt the following definition of randomized mechanism: A randomized mech-
anism can be seen as a probability distribution over deterministic mechanisms, for
instance given two deterministic mechanismsM1 andM2, with a probability p the
mechanism will be M1 and with probability (1− p) it will be M2.

In the centralized setting (Section 3), the schedule will be obtained as follows:
given the randomized mechanism, the agents will declare their lengths and the
system will assign them to the machines following the deterministic mechanism
M1 with probability p or M2 with probability (1− p).

In the distributed setting (Section 4), given the randomized mechanism, each
task bids a value which represents its length, and then the selected deterministic
coordination mechanism is announced to the tasks (it is M1 with probability p
and M2 with probability (1− p)). Each task chooses on which processor it will
be scheduled, according to the policies of the processors: it goes on the processor
on which it will minimize its expected completion time.

We say that a (randomized) mechanism is truthful if for every task the ex-
pected completion time when it declares its true length is smaller than or equal
to its expected completion time in the case where it declares a larger value. More
formally, we say that a mechanism M is truthful if Ei(li) ≤ Ei(bi), for every i and
bi ≥ li, where Ei(bi) is the expected completion time of task Ti if it declares bi.
In order to evaluate the quality of a randomized mechanism, we use the notion
of expected approximation ratio (price of anarchy).

3 Truthful Centralized Mechanism

We give in this section a randomized mechanism for the centralized setting. The
idea is to propose a new deterministic mechanism which when combined with a
mechanism scheduling the tasks in the decreasing order of their lengths provides
a truthful randomized mechanism.

3.1 Algorithm: LSδ

Let us consider the following algorithm, denoted by SPTδ in the sequel:
Let {T1, T2, . . . , Tn} be n tasks to be scheduled on m ≥ 2 identical processors,

{P1, P2, . . . , Pm}. Let us suppose that l1 ≤ l2 ≤ · · · ≤ ln.
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Tasks are scheduled alternately on P1, P2, . . . , Pm, in order of increasing length,
and Ti+1 starts to be executed when exactly 1

m of task Ti has been executed.
Thus T1 starts to be scheduled on P1 at time 0, T2 is scheduled on P2 at time
l1
m , T3 is scheduled on P3 (on P1 if m = 2) when 1

m of T2 has been executed, i.e.
at time l1

m + l2
m , and so forth...

The schedule returned by SPTδ will be called a SPTδ schedule in the sequel.
Figure 1 shows an SPTδ schedule, where m = 3.

3P
2P
1P

0 1 2 3 4 5 6 7 11 121098 time

T1

T2

T3

T4

T5

T6

T7

T8

T9

Fig. 1. SPTδ schedule

Theorem 1. SPTδ is 2 − 1
m -approximate: the makespan of an SPTδ schedule

is smaller than or equal to (2 − 1
m )OPT , where OPT is the makespan of an

optimal schedule for the same tasks.

Proof: We have n tasks T1, . . . , Tn, such that l1 ≤ · · · ≤ ln, to schedule on
m processors. Each task Ti starts to be executed exactly when 1

m of Ti−1
has been executed. So, if n ≤ m, then the makespan of the SPTδ schedule
is: 1

m (l1 + · · ·+ ln−1) + ln ≤ 1
m (n− 1) ln + ln ≤ (2m−1) ln

m ≤ (2 − 1
m ) ln ≤

(2− 1
m )OPT , since ln ≤ OPT .

Let us now consider the case where n > m. Let i ∈ {m + 1, . . . , n}. Task
Ti starts to be executed when 1

m of Ti−1 is executed, and Ti−1 started to be
executed when 1

m of Ti−2 was executed, etc., T(i−m)+1 started to be executed
when 1

m of Ti−m was executed. So the idle time between Ti and Ti−m is idle(i) =
1
m (li−m + li−m+1 + · · ·+ li−1)− li−m.

Let i ∈ {2, . . . ,m}. The idle time before Ti is equal to idle(i)= 1
m (l1 + · · ·+

li−1), and there is no idle time before T1, which starts to be executed at time 0.
Thus, the sum of the idle times between tasks is

∑n
i=2 idle(i)=

1
m((m−1)ln−m+1+

(m− 2)ln−m+2+. . .+ln−1).
Let j ∈ {n −m + 1, . . . , n − 1}. Let end(j) be the idle time in the schedule

after the end of task Tj and before the end of Tn: end(j) = lj+1 − m−1
m lj +

end(j+1), where end(n) = 0. So the sum of the idle times after the last tasks and
before the end of the schedule is

∑n−1
j=n−m+1 end(j) = (m−1)

(
ln − m−1

m ln−1
)
+

(m− 2)
(
ln−1 − m−1

m ln−2
)

+ · · ·+ (
ln−m+2 − m−1

m ln−m+1
)
.

The sum of the idle times on the processors, from the beginning of the sched-
ule until the makespan, is the sum of the idle times between tasks (and before the
first tasks), plus the sum of the idle times after the end of the last task of a pro-
cessor and before the makespan. It is equal to

∑n
i=2 idle(i)+

∑n−1
j=n−m+1 end(j) =

1
m ((m− 1)ln−m+1 + (m− 2)ln−m+2 + · · ·+ ln−1) + (m − 1)

(
ln − m−1

m ln−1
)

+
(m− 2)

(
ln−1 − m−1

m ln−2
)

+ · · ·+ (
ln−m+2 − m−1

m ln−m+1
)

= (m− 1) ln.
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Let ξ be the makespan of an SPTδ schedule. ξ is the sum of the tasks plus the

sum of the idle times, divided by m: ξ = ( n
i=1 li)+(m−1) ln

m =
n
i=1 li
m + (m−1) ln

m .
Since

n
i=1 li
m ≤ OPT and ln ≤ OPT , we have: ξ ≤ (2− 1

m )OPT . �

Let us consider the following algorithm, denoted by LSδ in the sequel: Let m
be the number of processors. With a probability of m

m+1 , the output schedule is
an SPTδ schedule; and with a probability 1

m+1 , the output schedule is an LPT
schedule.

Theorem 2. The expected approximation ratio of LSδ is 2− 1
m+1

( 5
3 + 1

3 m

)
.

Proof: The approximation ratio of an SPTδ schedule is 2− 1
m (see Theorem 1),

and the approximation ratio of an LPT schedule is 4
3 − 1

3 m (see [2]). Thus
the expected approximation ratio of LSδ is m

m+1

(
2− 1

m

)
+ 1

m+1

( 4
3 − 1

3 m

)
=

1
m+1

(
2m− 1 + 4

3 − 1
3m

)
= 1

m+1

(
2(m + 1)− 5

3 − 1
3m

)
= 2− 1

m+1

( 5
3 + 1

3 m

)
. �

3.2 Truthfulness

Theorem 3. LSδ is truthful.

Proof: Let us suppose that we have n tasks T1, . . . , Tn, ordered by increasing
lengths, to schedule on m processors. Let us show that any task Ti does not have
incentive to bid a length higher than its true length. Let us suppose that task Ti

bids b > li, and that, by bidding b, Ti is now larger than all the tasks T1, . . . , Tx,
and smaller than Tx+1. In the LPT schedule, the tasks Tx+1 to Tn are scheduled
in the same way, whatever Ti bids (li or b). By bidding b, Ti can, at best, start
(Ti+1 + · · ·+ Tx) time units before than if it had bidded li. Thus the expected
completion time of Ti in LSδ decreases by at most 1

m+1 (Ti+1 + · · · + Tx) time
units when Ti bids b instead of li.

On the other hand, by bidding b instead of li, Ti will end later in the SPTδ

schedule: in this schedule, tasks from Ti+1 to Tx will be started before Ti. Since
a task Tj starts to be scheduled when 1

m of its predecessor Tj−1 is executed, by
bidding b, Ti starts 1

m (Ti+1 + · · · + Tx) time units later than if it had bidded
li. Thus, the expected completion time of Ti in LSδ is increased by m

m+1 ( 1
m

(Ti+1 + · · ·+ Tx)) = 1
m+1 (Ti+1 + · · ·+ Tx).

Thus, as a whole, the expected completion time of Ti cannot decrease when
Ti bids a higher value than li, and we can deduce that LSδ is truthful. �

Note that in the case where m = 2, the expected approximation ratio of LSδ is
25
18 < 1.39. This algorithm is truthful, even in the case where the tasks can take
any value, and it has a better approximation ratio than SSL(p) introduced in
Section 4 (but LSδ is not a coordination mechanism because a processor has to
know the tasks scheduled on the other processors).

We can also note that, since the approximation ratio of an SPTδ schedule is
2 − 1

m (like SPT) and the approximation ratio of an LPT schedule is 4
3 − 1

3m ,
the schedule returned by LSδ is, in the worst case, 2− 1

m -approximate, which is
not worse than the approximation ratio of an SPT schedule.
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4 Truthful Coordination Mechanisms

4.1 Coordination Mechanism: SSL(p)

Let us first consider the following algorithm, denoted by SSL(p) in the sequel:
Let p ∈ R such that 0 ≤ p ≤ 1. With a probability of p, the output schedule is

an SPT schedule: the tasks are greedily scheduled in order of increasing length.
With a probability (1−p), the output schedule is an SPT-LPT schedule: an SPT-
LPT schedule is a schedule in which a processor, denoted by PSPT , schedules
the tasks in order of increasing lengths, and the other processor, denoted by
PLPT , schedules the tasks in order of decreasing lengths. A task Ti is scheduled
on PSPT if the total length of the tasks smaller than Ti is smaller than or equal
to the total length of the tasks larger than Ti; otherwise it is scheduled on PLPT .

We can easily transform the centralized algorithm SSL(p) into a (randomized)
coordination mechanism. Indeed, we can obtain, as showed in [1], an SPT-LPT
schedule by having a processor, PSPT , which schedules its tasks in order of
increasing sizes and the other processor, PLPT , which schedules its tasks in
order of decreasing sizes. Thus, each task Ti will go on PSPT if the total length
of the tasks smaller than Ti is smaller than or equal to the total length of the
tasks larger than Ti; otherwise Ti will have incentive to go on PLPT . Likewise, we
can obtain an SPT schedule by having two processors P1 and P2 which schedule
tasks in order of increasing sizes, and P2 which adds a little idle time ε (which we
know to be smaller than the length of any task) before its first task, at the very
beginning of the schedule. In this way, the smallest task will go on P1, the second
smallest on P2, and so forth, and we will get the only possible Nash equilibrium,
which is an SPT schedule. Hence, the coordination mechanism corresponding to
SSL(p) is the following one:

Let p ∈ R such that 0 ≤ p ≤ 1. Let ε be a small number smaller than the
length of every task. The first processor P1 schedules, starting at time 0, its tasks
in order of increasing sizes. The second processor P2 schedules with a probability
p its tasks in order of increasing sizes, starting its first task at time ε; and P2
schedules, with a probability (1−p), its tasks in order of decreasing sizes, starting
its first task at time 0.

Theorem 4. The expected approximation ratio of SSL(p) is 4
3 + p

6 .

Proof: The approximation ratio of an SPT schedule is 3
2 (see [2]), and the ap-

proximation ratio of an SPT-LPT schedule is 4
3 (see [1]). Thus the expected

approximation ratio of SSL(p) is p 3
2 + (1− p) 4

3 , i.e. p(3
2 − 4

3 ) + 4
3 = 4

3 + p
6 . �

4.2 Truthfulness

In this section, we will use the weak model of execution, as explained in the
Preliminaries. When we assume that all the tasks are powers of a constant C,
then we assume that a task can only bid a value which is a power of C. If it
was not the case (i.e. if a task bids a value which is not a power of C), we could
round the value of this task to the nearest higher power of C.
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Theorem 5. Let p ∈ R and such that 2
3 < p ≤ 1. Algorithm SSL(p) is truthful

if the tasks are powers of any constant C ≥ 4−3 p
2−p .

Proof: Let us suppose that we know that the tasks are powers of C, and thus
they have to bid a value which is a power of C. Let us suppose that a task Ti, of
length li, bids lk (lk > li). Let us show that the expected completion time of Ti

is smaller when Ti bids li rather than lk. Let Γ = {T1, . . . , Ti, . . . , Tk, . . . , Tn+1}
be n + 1 tasks (n tasks, plus a task Tk which represents the task Ti which bids
lk instead of li), and let us suppose that l1 ≤ · · · ≤ li ≤ · · · ≤ lk ≤ · · · ≤ ln+1.
If Ti bids li then the tasks we have to schedule are the tasks Γ \ Tk; if Ti bids
lk, then the tasks to be scheduled are Γ \Ti (thus Tk represents Ti in this case).
SSL(p) is truthful if, for every i, the expected completion time of Ti is smaller
if it bids li than if it bids any other value lk > li.

Thus, it is truthful if the worst expected completion time of Ti when it bids
li is always smaller than the best completion time of Ti when it bids lk > li.
The worst expected completion time of Ti which bids li in an SPT schedule is

i−1
j=1 lj

2 + li: this is the case when Ti starts to be executed when all the smaller
tasks have already been completed. The best expected completion time of Ti

which bids lk in an SPT schedule is
( k

j=1 lj)−li

2 : this is the case when Tk is
completed at the same time as Tk−1.

There are two cases for Ti in the SPT-LPT schedule: it is either scheduled on
PSPT after the tasks which are smaller than li, and ends at time

∑i
j=1 lj (case

1), or it is scheduled on PLPT after the tasks which are larger than li, and then
ends at time (

∑n+1
j=i lj) − lk (case 2). It is the same thing in the case where Ti

bids lk: Tk is either scheduled on PSPT and then ends at time (
∑k

j=1 lj) − li

(case A), or it is scheduled on PLPT and then ends at time
∑n+1

j=k lj (case B). In
the SPT-LPT schedule, Ti (resp. Tk) chooses between the cases 1 and 2 (resp.
the cases A and B) the one that minimizes its completion time.

SSL(p) is truthful if the worst completion time of Ti which bids li in an SPT
schedule, times p, plus the completion time of Ti which bids li in an SPT-LPT
schedule, times (1−p), is smaller than the best completion time of Ti which bids
lk (Ti is then identified by Tk) in an SPT schedule, times p, plus the completion
time of Tk in an SPT-LPT schedule, times (1− p). Thus, SSL(p) is truthful if:

p

(
i−1
j=1 lj

2 + li

)
+ (1− p)

(
min

{∑i
j=1 lj

(
∑n+1

j=i lj)− lk

)

≤ p

(
( k

j=1 lj)−li

2

)
+ (1− p)

(
min

{
(
∑k

j=1 lj)− li∑n+1
j=k lj

)

⇔ (1−p)
(

min

{∑i
j=1 lj∑n+1
j=i lj − lk

)
≤ p

( k
j=i lj)−3 li

2 +(1−p)
(

min

{∑k
j=1 lj − li∑n+1
j=k lj

)

There are now four cases to consider (the four combinations of the two choices
of Ti and the two choices of Tk). Due to space limitations, we consider these four
cases in the extended version of the paper. �
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Figure 2 Left gives an illustration of Theorem 5: if we know that the tasks are
powers of a constant larger than or equal to C(p), then SSL(p) is truthful. Figure
2 Right illustrates Theorem 4 and shows the expected approximation ratio of
SSL(p).

1

1.1

1.2

1.3

1.4

1.5

1.6

C

0.7 0.75 0.8 0.85 0.9 0.95 1 p 1.44

1.45

1.46

1.47

1.48

1.49

1.5

e.a.r.

0.7 0.75 0.8 0.85 0.9 0.95 1 p

Fig. 2. Left: If the tasks are powers of a constant larger than or equal to C(p) then
SSL(p) is truthful. Right: Expectation of the approximation ratio (e.a.r) of SSL(p).

We saw that SSL(p) is truthful if the tasks are powers of C = 4−3 p
2−p . In fact,

the only sufficient condition we have for this algorithm to be truthful is that,
for every i, li+1 = li or li+1 ≥ C × li. Thus, if we know that the lengths of the
tasks belong to a set S = {x1, x2, . . . , xk} such that for each j, xj+1 ≥ C × xj ,
then SSL(p) is truthful. However, SSL(p) is not truthful if the possible values
of the tasks are not restricted, and it is not truthful if p < 1

2 , even if the tasks
are powers of any integer B > 1 (the proofs of Theorems 6 and 7 can be found
in the extended version of the paper).

Theorem 6. Let p ∈ R be any number such that 0 ≤ p < 1. Algorithm SSL(p)
is not truthful if the tasks can take any value.

Theorem 7. Let p ∈ R be any number such that 0 ≤ p < 1
2 . Algorithm SSL(p)

is not truthful, even if the tasks are powers of an integer B (B > 1), whatever
the value of B is.

4.3 Other Coordination Mechanisms: Negative Results

SL(p) is the algorithm where we have with a probability p an SPT schedule, and
with a probability (1− p) an LPT schedule. LSL(p) is the algorithm where we
have with a probability p an LPT schedule, and with a probability (1 − p) an
SPT-LPT schedule. We saw in Section 4.1 that there exist coordination mecha-
nisms which return an SPT or an SPT-LPT schedule. Likewise, by adding small
delays on the processors - which both schedule the tasks in order of decreasing
lengths -, the authors showed in [1] a coordination mechanism which returns an
LPT schedule (the delays are here negligible since we can fix them as small as we
want). Let us now give negative results on the truthfulness of this mechanisms.
The proofs of Theorems 8, 9 and 10 can be found in the extended version of the
paper.
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Theorem 8. Let p ∈ R be any number such that 0 ≤ p < 1. Algorithm SL(p)
is not truthful if the tasks can take any value.

Theorem 9. Let p ∈ R be any number such that 0 ≤ p < 1
2 . Algorithm SL(p)

is not truthful, even if the tasks are powers of a constant B (B > 1), whatever
the value of B is.

Theorem 10. Let p ∈ R be any number such that 0 ≤ p < 1. Algorithm LSL(p)
is not truthful, even if the tasks are powers of a constant B (B > 1), whatever
the value of B is.

In the negative results of this section, we used the weak model of execution: we
assume that if Ti bids a value b > li, then its new execution time is b. Of course,
these results also hold for the second execution model, in which if Ti bids a value
b > li, then its new execution time will still be li (Ti does not have to wait b
time units after its start to get its result).
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Abstract. We present in this paper an incentive-compatible distributed optimiza-
tion method applied to social choice problems. The method works by computing
and collecting VCG taxes in a distributed fashion. This introduces a certain re-
silience to manipulation from the problem solving agents. An extension of this
method sacrifices Pareto-optimality in favor of budget-balance: the solutions cho-
sen are not optimal anymore, but the advantage is that the self interested agents
pay the taxes between themselves, thus producing no tax surplus. This eliminates
unwanted incentives for the problem solving agents, ensuring their faithfulness.

1 Introduction

In this paper we concentrate on social choice problems, which are ubiquitous in our so-
ciety. Typically, such problems include a set of public entities, that take some decisions
based on the preferences expressed by a set of (private) agents. The goal is to adopt the
set of decisions that best match the preferences expressed by the private agents, possibly
subject to a set of feasibility constraints.

In systems with self interested agents, it is often a problem to guarantee optimal
outcomes because each agent may have the incentive to manipulate the system in a
way that is profitable to itself. Such manipulations steer the final outcome away from a
global optimum which is otherwise achievable.

The VCG tax mechanism is a way to ensure that the agents in the system are always
better off by declaring their true preferences, thus allowing for the optimal outcome to
be chosen. The mechanism works by fining the participating agents with taxes which
are proportional to the damage that they cause to others. Thus, the agents do not have
an incentive to understate their valuations because the outcome chosen would not be
the best for them, and do not overstate because that would induce a high amount of tax
they would have to pay for hurting the others.

Traditionally, such mechanisms have been studied and applied in centralized sys-
tems. Feigenbaum and Shenker started in [5] a new line of research in Distributed
Algorithmic Mechanism Design (DAMD). DAMD is a fusion of the more traditional
algorithmic-oriented AI and the recent interest in distributed computing and incentive
compatibility in multiagent environments. They focus on multicast cost sharing and in-
terdomain routing problems. This work is similar in spirit with theirs, but our focus is
on constraint optimization applied to public decision problems.

Parkes and Shneidman present in [10] an approach for incentive compatible dis-
tributed computation. The goal in their approach is to distribute the computation to

X. Deng and Y. Ye (Eds.): WINE 2005, LNCS 3828, pp. 708–717, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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the self interested agents themselves, and take the computational burden off the center.
They use VCG taxes to make faithfulness (see also [12]) an ex-post Nash equilibrium:
the agents have the incentive to execute the correct algorithm, without manipulation.
Their approach requires the presence of a center that selects an outcome, enforces it,
and collects taxes. Trusted channels between the center and the agents are required such
that the agents report their types to the center.

In our approach both the optimization itself, and the computation of VCG taxes are
done in a distributed fashion by the agents controlling the public decision variables.
We present also a budget balanced extension of the algorithm that eliminates all inter-
est of the problem solving agents (public entities) in the problem, therefore ensuring
faithfulness in the sense of [12].

In the following, we present in Section 2 some definitions and notation, in Section 3
the basic optimization algorithm that will be used in this paper, and in Section 4 a VCG-
based extension of the basic optimization method. Section 5 presents a randomized
algorithm that is budget balanced. Section 6 presents experimental results on meeting
scheduling problems, and Section 7 concludes.

2 Definitions and Notation

Definition 1. A discrete multiagent constraint optimization problem (MCOP) is a tuple
< A,X ,D, C,R > such that:

A = {A1, ..., An} is a set of selfish agents interested in the optimization problem;
X = {X1, ..., Xm} is the set of public decision variables/solving agents;
D = {d1, ..., dm} is a set of finite domains of the variables X .
C = {c1, ..., cq} is a set of constraints, where a constraint ci is a function ci :

di1 × ..× dik → {−∞, 0} that returns 0 for all allowed combinations of values of the
involved variables, and −∞ for disallowed ones.
R = {r1, ..., rp} is a set of relations, where a relation rj

i is a function di1×..×dik →
R specified by agent Aj which denotes how much utility Aj assigns to each possible
combination of values of the involved variables (negative values can be thought of as
costs). Rj is the set of relations specified by agent Aj .

This framework allowes us to model social choice-like problems, where a set of “pub-
lic” agents X jointly choose an overall optimal outcome out of a set of possible solu-
tions. The feasibility of a solution is decided by the constraints in C, which are domain
dependent, and are imposed by the agents X . The choice between several feasible so-
lutions is made according to the preferences of the “private” agents A, stated through
the relations R. Formally, the optimal solution to such an optimization problem is a
complete instantiation X∗ of all variables in X , s.t. X∗ = argmaxX(

∑
ri∈R ri(X) +∑

ci∈C ci(X)), where the values of ri and ci are their corresponding values for the par-
ticular instantiation X . Notice that the second sum is either −∞ if X is an infeasible
assignment, or 0 if it is feasible. We restrict our attention to problems that have feasible
solutions. Notice that simply maximizing utility is sufficient to find the optimal, feasible
solution, since if any of the constraints in C are unsatisfied, the resulting overall utility
is −∞.
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In this paper we deal with unary and binary relations, being well known that higher
arity relations can also be expressed in these terms with little modifications.

This framework is similar to a weighted CSP framework where we allow both posi-
tive and negative costs and we do utility maximization as opposed to cost minimization.

3 DPOP: A Dynamic Programming Algorithm for MCOP

Each agent Ai ∈ A has a set of preferences on the outcome of the optimization prob-
lem, expressed by the set of relations Ri ⊂ R. The agents A declare their relations
to the agents in X concerned by those relations. Afterwards, the agents Xi execute a
distributed optimization procedure yielding an assignment X ∗ of the variables Xi that
maximizes the overall utility for the agents A∗.

The optimization algorithm of choice is DPOP ([11]). DPOP is an instance of the
general bucket elimination scheme from [2], which is adapted for the distributed case,
and uses a DFS traversal of the problem graph as an ordering.

For now, we assume the agents A declare their relations truthfully, therefore DPOP
produces the correct optimal solution. In Section 4 we adapt the VCG mechanism to
DPOP to ensure truthfulness.

DPOP has 3 phases. In the first phase (see Section 3.1), the pseudotree structure is
established. One node is chosen among the nodes fromX , and a custom distributed DFS
algorithm is initiated from that node. The second phase (see section 3.2) is a bottom-up
utility propagation, and the third phase (see section 3.3) is a top-down value assignment
propagation. A formal description (pseudocode) can be found at the end of section 3.3.

It has been proved in [11] that DPOP produces a linear number of messages. Its
complexity lies in the size of the UTIL messages (the VALUE messages have linear
size). The largest UTIL message produced by Algorithm 1 is space-exponential in the
width of the pseudotree induced by the DFS ordering used.

3.1 Pseudotrees

Definition 2. A pseudo-tree arrangement of a graph G is a rooted tree with the same
nodes as G and the property that adjacent nodes from the original graph fall in the
same branch of the tree (e.g. X0 and X12 in Figure 1).

As it is already known, a DFS (depth-first search) tree is also a pseudotree, although
the inverse does not always hold. We thus use as pseudotree a DFS tree, generated
through a distributed DFS algorithm. Due to lack of space, we can only sketch this al-
gorithm here. The process is started from the root, and the nodes pass messages to their
neighbors, adding themselves in the context of these messages. Whenever a node re-
ceives a message from a neighbor, with itself in the context, then pseudo parent/pseudo
child relationships are established, otherwise parent/child relationships. The result of
this algorithm is that all nodes consistently label each other as parent/child or pseudo-
parent/pseudochild.

Figure 1 shows an example of a pseudotree that we shall refer to in the rest of this
paper. It consists of tree edges, shown as solid lines, and back edges, shown as dashed
lines, that are not part of the DFS tree. We call a path in the graph that is entirely
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Fig. 1. A problem graph and one of its possible rooted DFS trees

made of tree edges, a tree-path. A tree-path associated with a back-edge is the tree-path
connecting the two nodes involved in the back-edge (such a tree path is always unique,
and included in a branch of the tree). For each back-edge, the higher node involved in
that back-edge is called the back-edge handler - BEH (e.g. 0, 1, 8).

We define the following elements (refer to Figure 1):

Definition 3. P(X) - the parent of a node X: the single node on a higher level of the
pseudotree that is connected to the node X directly through a tree edge (e.g. P (X4) =
X2). C(X) - the children of a node X: the set of nodes lower in the pseudotree that
are connected to the node X directly through tree edges (e.g. C(X1) = {X2, X5}).
PP(X) - the pseudo-parents of a node X: the set of nodes higher in the pseudotree that
are connected to the node X directly through back-edges (PP (X4) = {X1}). PC(X) -
the pseudo-children of a node X: the set of nodes lower in the pseudotree that are
connected to the node X directly through back-edges (e.g. PC(X0) = {X5, X12}).

3.2 Bottom-Up UTIL Propagation

Definition 4. UTILj
i - the UTIL message sent by agent Xi to agent Xj; this is a

multidimensional matrix, with one dimension for each variable present in the con-
text. dim(UTILj

i) - the whole set of dimensions (variables) of the message (Xj ∈
dim(UTILj

i) always). The semantics of such a message is similar to an n-ary relation
having as scope the variables in the context of this message (its dimensions). The size
of such a message is the product of the domain sizes of the variables from the context.

Definition 5. The ⊕ operator (join): UTILj
i ⊕ UTILj

k is the join of two UTIL matri-
ces. This is also a matrix with dim(UTILj

i)∪ dim(UTILj
k) as dimensions. The value

of each cell in the join is the sum of the corresponding cells in the two source matrices.

The semantics of this operation is the creation of a new relation between the union of
the variables, equivalent to the two relations.

Definition 6. The ⊥ operator (projection): if Xk ∈ dim(UTILj
i), UTILj

i ⊥Xk
is the

projection through optimization of the UTILj
i matrix along the Xk axis: for each tuple

of variables in {dim(UTILj
i) \Xk}, all the corresponding values from UTILj

i (one
for each value of Xk) are tried, and the best one is chosen. The result is a matrix with
one less dimension (Xk).
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This projection has the semantics of a precomputation of the optimal utility achieved
with the optimal values of Xk, for each instantiation of the other variables. It can also
be seen as eliminating variable Xk and producing a new relation on the rest of the
variables.

The UTIL propagation starts bottom-up from the leaves and propagates up to the
root only through tree edges. The leaf nodes initiate this process, and then each node
Xi relays these messages only to its parent:

– Wait for UTIL messages from all children. Perform join, project self out of the join
and send the result to the parent.

– If root node, Xi receives all its UTIL messages as vectors with a single dimension,
itself. It can then compute the optimal overall utility corresponding to each one of
its values (by joining all the incoming UTIL messages) and pick the optimal value
for itself (project itself out).

Top Down UTIL Propagation. After the bottom-up propagation, the root has global
information, but all other nodes have accurate UTIL information only about their sub-
trees. We extend the UTIL propagation by making it uniform: now it also goes top-down,
from each node to its children. A UTIL message from a parent to its child summarizes
the utility information from all the problem except the subtree of that child.

If a node joins all the messages received from all its tree neighbors (parent and
children), then that node obtains a global view of the system, thus becoming logically
equivalent to the root. Projecting everything out (itself included) of this join gives the
optimal value in the overall optimal solution.

The process is initiated by the root. Each Xi (root included) computes for each of
its children Xj a UTILj

i message. The computation is similar to the bottom-up one:
UTIL messages from all neighbors except the respective child are joined, projections
are applied, and the message is send to the child.

3.3 VALUE Propagation

The VALUE phase is a top-down propagation phase, initiated by the root after receiv-
ing all UTIL messages. Based on these UTIL messages, the root assigns itself the
optimal value that maximizes the sum of utility of all its subtrees (overall utility).
Then it announces its decision to its children and pseudochildren by sending them a
VALUE(Xi ← v∗i ) message.

Upon receipt of the VALUE message from its parent, each node is able to pick the
optimal value for itself in a similar fashion, and then in its turn, send its VALUE mes-
sages. When the VALUE propagation reaches the leaves, all variables in the problem
are instantiated to their optimal values, and the algorithm terminates.

4 VCG-Based Incentive Compatible Optimization Protocol

We now consider that the agents Ai ∈ A are self interested, and thus will try to adjust
their declarations such that they obtain beneficial manipulations of the optimization
process.
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Algorithm 1: DPOP - distributed pseudotree optimization procedure
DPOP(X , D, C, R): each agent Xi does:

Construct DFS tree; after completion, Xi knows P (i), PP (i), C(i), PC(i)

Bottom-up UTIL propagation protocol
1 wait for UTIL messages (Xk, UTILi

k) from all children Xk ∈ C(i)
2 JOIN

P (i)
i = c∈C(i) UTILi

c ⊕ c∈{P (i)∪PP (i)} Rc
i

3 if Xi is root then start VALUE propagation, and top-down UTIL propagation
4 else compute UTIL

P (i)
Xi

= JOIN
P (i)
i ⊥Xi and send it to P(i)

Top-down UTIL propagation protocol
5 foreach Xk ∈ C(Xi) do compute UTILk

i and send it to Xk

VALUE propagation protocol
6 get and store in agent view all VALUE messages (Xk ← v∗

k)

7 v∗
i ← argmaxXi JOIN

P (i)
Xi

[v(P (i)), v(PP (i))]
8 Send VALUE(Xi ← v∗

i ) to all C(i) and PC(i)

It was shown in [6] that the only possible incentive compatible mechanism for opti-
mization is of the form of a VCG mechanism ([13, 1, 7]). Ephrati and Rosenschein show
in [3] for the first time how Clarke taxes can be used in multiagent systems for coordi-
nation problems in a way that induces incentive compatibility. We show in the following
how to compute the Clarke taxes in a distributed fashion, and present a modified version
of the DPOP algorithm that induces incentive compatibility.

Notice that since DPOP is a complete algorithm, it does not suffer from the non-
truthfulness problem of approximate methods, as shown by Nisan and Ronen in [9]

To be able to compute the Clarke taxes, we need a mechanism that systematically
leaves out an agent from the optimization process throughout the whole problem. We
achieve this by simply including into each UTIL message that travels through the sys-
tem, a corresponding part for each of the agents in A. Namely, a UTILj

i message sent
by agent Xi to Xj is the union of n UTILj

i (Al)∗ messages and n UTILj
i(−Al) mes-

sages (one for each agentAl). The complexity of this scheme is thus 2×n×O(DPOP ),
where n = |A|. A message UTILj

i(Al)∗ is equivalent to a normal UTILj
i message,

but is computed by aggregating only the utility agent Al obtains in the optimal solu-
tion. A message UTILj

i(−Al) is equivalent to the utility of all agents but Al, and is
computed by aggregating the utility of all agents except Al, in the solution obtained by
systematically ignoring Al’s relations.

When all propagations are completed, all agents Xi are able to compute the VCG
taxes for all agents Al. They do this as detailed in Algorithm 2, lines 8-13. In words,
the tax that Al has to pay equals the difference between the utility of the other agents in
the solution when Al is not present, and their utility when Al is present.

We imagine that the agentsXi can split up between themselves the amount of tax that
they collect from the agents Al, in order to cover their costs for running the optimization
process. Because the taxes are computed in a distributed fashion, and all agents X
compute and receive the same TAX(Ai)/m from the agents Ai it is more difficult for
an agent Xj to simply claim exaggerated taxes from the agents Ai. Alternatively, the
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Algorithm 2: Truthful Distributed VCG-based optimization procedure
ICDPOP(A, X , D, C,R)- changes from DPOP:

UTIL Propagation()
1 wait for UTIL messages (Xk, UTILi

k) from all children Xk ∈ C(i)
foreach Al ∈ A do

2 JOINPi
i (Al)∗ = c∈Ci

UTILi
c(Al)∗ ⊕ c∈{Pi∪PPi} Rc

i (Al) ⊕ Cc
i

3 JOINPi
i (−Al) = c∈Ci

UTILi
c(−Al) ⊕ c∈{Pi,PPi} Rc

i (A \ Al) ⊕ Cc
i

4 UTIL
P (i)
i (Al)∗ = JOIN

P (i)
i (Al)∗ ⊥Xi

5 UTIL
P (i)
i (−Al) = JOIN

P (i)
i (−Al) ⊥Xi

end
6 send UTIL message to parent, UTILj

i = Al
{UTIL

P (i)
i (Al)∗, UT IL

P (i)
i (−Al)}

7 when last UTIL message arrives (from P (Xi)), execute Compute taxes()

Compute taxes()
foreach Al ∈ A do

8 JOIN(Al)∗ = ⊕Xj∈TreeNeighbors(Xi)UTILi
j(Al)∗ (see section 3.2)

9 JOIN(−Am) = ⊕Xj∈TreeNeighbors(Xi)UTILi
j(Al)−Am (see section 3.2)

10 UTIL(Al)∗ = JOIN(Al)∗ ⊥X
11 UTIL(−Am) = JOIN(−Am) ⊥X
12 TAX(Al) = UTIL(−Al) − Am 	=Al

UTIL(Am)∗

13 cash in TAX(Al)
m

from Al

end

tax can be wasted ([3] shows that it must not return to the agentsA, otherwise incentive
compatibility is broken).

The resulting algorithm is described in Algorithm 2. The VALUE phase is the same
(as in DPOP, the optimal solution is chosen).

5 Budget Balanced VCG-Based Distributed Optimization

As it was already shown in game theory ([6, 8]), all mechanisms applied to general
social choice problems that generate optimal outcomes must use a VCG-like tax, and
cannot be budget balanced.

This poses sometimes a problem, since the collected tax can create undesired incen-
tives for the entity collecting it (an auctioneer will introduce false bids to drive up the
prices, a power plant operator will create artificial shortages, etc.) In our case, the agents
X have the incentive to manipulate the optimization such that bad solutions are obtained
when all the agents A are present, and good solutions are obtained when individual
agents Ai are left out. The differences in utility translate into VCG taxes that they may
collect afterwards. This problem can be solved either by throwing away the tax (utility
is wasted), or by designing a budget balanced scheme that generates no tax surplus.
Either one of these alternatives ensures algorithm faithfulness as defined by Shneidman
and Parkes in [12], because the agents X no longer have any interest to cheat.
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It has been shown in [4] that if one renounces Pareto optimality (not necessarily op-
timal solutions are generated), then it is possible to have a budget-balanced, incentive
compatible protocol that generally generates good solutions. The basic idea is to ran-
domly leave one agent out of the optimization process, and make the others pay their
taxes to the one which was left out. The mechanism is obviously budget balanced, since
the taxes are paid between the agents, but it is no longer Pareto optimal, because the
solution obtained in the end is not the optimal one (the relations of the excluded agent
were left out of the optimization). It was shown in [4] that the mechanism is also incen-
tive compatible and individually rational. The solutions found are good overall, since
only a single agent is excluded from the optimization. Also, the excluded agent gets the
tax surplus from the other agents as a compensation for the possible loss that it incurred
by not having its relations included in the optimization.

We adapt this idea to our case by having the nodes X select randomly an agent Ai

who is going to be left out of the optimization process. This can be done at the same
time as choosing the root of the DFS tree, using a similar mechanism. Alternatively, the
agentsA themselves can select one of them to be excluded. Subsequently, all the UTIL
propagations are performed ignoring Ai’s relations.

The process is similar to the previous one applied to a problem that does not include
Ai. The differences from ICDPOP are listed in Algorithm 3. The solution obtained
now is the optimum for A \ Ai. Also, the taxes computed by the new algorithm are
not collected by X anymore, but by Ai. Thus, the agents X do not have any interest to
manipulate the process anymore. This holds unless collusion with a subset of agentsAi

is possible. Collusion is a well-known problem of the VCG tax, so here we assume it is
prevented by an external mechanism.

Algorithm 3: Budget balanced distributed incentive compatible optimization
BBICDPOP(A, X , D, C, R)- changes from ICDPOP, when agent Ak is excluded:

UTIL Propagation()
...

1 compute UTIL msgs: UTIL = Al 	=Ak
{UTIL

P (i)
i (Al)∗, UT IL

P (i)
i (−Al, Ak)}

Compute taxes()
foreach Al ∈ {A \ Ak} do

...
2 TAX(Al) = UTIL(−Al, Ak) − Am 	=Al,Ak

UTIL(Am)∗(−Ak)

3 instruct Al to pay TAX(Al)
m

to Ak

end

6 Experimental Evaluation

We experimented with distributed meeting scheduling problems. These problems can
be thought of as social choice problems if we have on one hand a set of agents A who
want to schedule meetings, and on the other hand a set of agents X who will host these
meetings. The COP model of such problems consists of a variable for each meeting,
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Table 1. Evaluation on distributed meeting scheduling problems

Agents (|A|) Meetings (|X |) Width Messages Max size(DPOP) Max size(ICDPOP)
10 4 2 24 64 1280
20 5 3 33 512 20480
30 14 3 95 512 30720
40 15 4 109 4096 320K
56 27 5 201 32768 3.5M
70 34 5 267 32768 4.375M
80 41 6 324 262144 40M

100 50 6 373 262144 50M

denoting its start time. There are inequality constraints between the meetings that share
a participant (an agent Ai cannot participate in 2 meetings simultaneously). The agents
A have preferences about the starting time of each meeting they participate in, stated
through unary constraints on the respective variables.

Random meetings are generated, each with a certain utility for each agent. The
agents X try to find the schedule that maximizes the overall utility for the agents A.

Table 1 shows how our algorithm scales up with the size of the problems. The
columns denote (in order): |A| is the number of self interested agents, |X | is the number
of public decision variables, then the width of the resulting problems, the total number
of messages sent during the algorithm, the maximal message size for simple DPOP,
and the maximal message size for the VCG based DPOP.

As expected, we notice that the complexity increases across two dimensions: first the
complexity of the underlying optimization problem (given by the induced width), and
second, the number of self interested agents. The dependence of the complexity on the
induced width produces very good results for loose problems, where the interests of the
agents A are relatively decoupled. In these cases, where not all agents A are interested
in all public variables X , the resulting problems are loose, and easy to solve by the
agentsX . The second complexity dimension can be observed by comparing consecutive
rows that have the same induced width, but different numbers of self interested agents,
e.g: rows 20-30, 56-70 and 80-100.

In any case, the fact that the algorithm produces a linear number of messages (even if
they are big) is a great advantage in a distributed system, where a large number of small
messages produce important overheads. For example, a backtracking based algorithm
like a distributed branch and bound or ADOPT explore sequentially a large number of
states, and produce an exponential number of small messages. This is why we think that
a dynamic programming approach like DPOP is better suited for optimization tasks in
distributed environments.

7 Conclusions and Future Work

We presented an incentive-compatible distributed optimization method, that computes
and collects VCG taxes in a distributed fashion. We also present a budget-balanced
extension of this method, that sacrifices Pareto-optimality. This eliminates unwanted
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incentives for the problem solving agents. We believe that this dynamic programming
approach is a very good choice for multiagent systems, especially when the underlying
problems are loosly connected.

As future work, we consider using approximate versions of DPOP to deal with diffi-
cult optimization problems, and computational complexity to counter the loss of incen-
tive compatibility.

References

1. Edward H. Clarke. Multipart pricing of public goods. Public Choice, 18:19–33, 1971.
2. Rina Dechter. Bucket elimination: A unifying framework for processing hard and soft con-

straints. Constraints: An International Journal, 7(2):51–55, 1997.
3. E. Ephrati and J.S. Rosenschein. The Clarke tax as a consensus mechanism among automated

agents. In Proceedings of the National Conference on Artificial Intelligence, AAAI-91, pages
173–178, Anaheim, CA, July 1991.

4. Boi Faltings. A budget-balanced, incentive-compatible scheme for social choice. In Work-
shop on Agent-mediated E-commerce (AMEC) VI. Springer Lecture Notes in Computer Sci-
ence, 2004.

5. Joan Feigenbaum and Scott Shenker. Distributed algorithmic mechanism design: Recent
results and future directions. In Proceedings of the 6th International Workshop on Discrete
Algorithms and Methods for Mobile Computing and Communications, pages 1–13. ACM
Press, New York, 2002.

6. J. Green and J.J. Laffont. Incentives in public decision making. Studies in public economics,
1, 1979.

7. Theodore Groves. Incentives in teams. Econometrica, 41(4):617–31, 1973.
8. R.B. Myerson and M.A. Satterthwaite. Efficient mechanisms for bilateral trading. Journal

of Economic Theory, 29:265–281, 1983.
9. Noam Nisan and Amir Ronen. Computationally feasible VCG mechanisms. In ACM Con-

ference on Electronic Commerce, pages 242–252, 2000.
10. David C. Parkes and Jeffrey Shneidman. Distributed implementations of Vickrey-Clarke-

Groves mechanisms. In Proceedings of the International Joint Conference on Autonomous
Agents and Multi Agent Systems (AAMAS-04), pages 261–268, New York, USA, 2004.

11. Adrian Petcu and Boi Faltings. A scalable method for multiagent constraint optimization. In
Proceedings of the 19th International Joint Conference on Artificial Intelligence, IJCAI-05,
Edinburgh, Scotland, Aug 2005.

12. Jeffrey Shneidman and David C. Parkes. Specification faithfulness in networks with ratio-
nal nodes. In Proc. of the 23rd ACM Symposium on Principles of Distributed Computing
(PODC’04).

13. William Vickrey. Counterspeculation, auctions, and competitive sealed tenders. The Journal
of Finance, 16(1):8–37, 1961.



Design of Incentive Compatible Mechanisms
for Stackelberg Problems

Dinesh Garg1 and Yadati Narahari�2

1 Department of Computer Science and Automation, Indian Institute of Science,
Bangalore - 560 012, India
dgarg@csa.iisc.ernet.in

2 Department of Computer Science and Automation, Indian Institute of Science,
Bangalore - 560 012, India

Tel: +91-80-22932773
hari@csa.iisc.ernet.in

Abstract. This paper takes the first steps towards designing incentive
compatible mechanisms for hierarchical decision making problems in-
volving selfish agents. We call these Stackelberg problems. These are
problems where the decisions or actions in successive layers of the hi-
erarchy are taken in a sequential way while decisions or actions within
each layer are taken in a simultaneous manner. There are many im-
mediate applications of these problems in distributed computing, grid
computing, network routing, ad hoc networks, electronic commerce, and
distributed artificial intelligence. We consider a special class of Stack-
elberg problems called SLRF (Single Leader Rest Followers) problems
and investigate the design of incentive compatible mechanisms for these
problems. In developing our approach, we are guided by the classical
theory of mechanism design. To illustrate the design of incentive com-
patible mechanisms for Stackelberg problems, we consider first-price and
second-price electronic procurement auctions with reserve prices. Using
the proposed framework, we derive some interesting results regarding
incentive compatibility of these two mechanisms.

1 Mechanism Design and Stackelberg Problems

The Theory of Mechanism Design is an important discipline in the area of Wel-
fare Economics. The area of Welfare Economics is concerned with settings where
a policy maker faces the problem of aggregating the individual preferences into
a collective (or social) decision and the individuals’ actual preferences are not
publicly known. The theory of mechanism design aims at studying how this pri-
vately held information can be elicited [2, 4, 7]. The state-of-the-art literature on
mechanism design theory deals with situations where individuals are symmetric,
that is to say, no single individual dominates the decision process. However, there
are situations arising in Welfare Economics, Sociology, Engineering, Operations
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Research, Control Theory, and Computer Science where individuals take deci-
sions in a hierarchical manner. A simple example is that of a situation wherein
one of the individuals (or a group of individuals), called leader(s), has the ability
to enforce his preference on the other individual(s), called follower(s). In such
problems, the policy maker first invites the leaders to reveal their privately held
information in a simultaneous manner. After receiving this information the pol-
icy maker broadcasts it among the followers and the followers respond to this by
revealing their preferences in a simultaneous manner. After receiving the prefer-
ences from all the individuals, the policy maker aggregates the information into
a social decision. The problem faced by the individuals in such a situation can
be naturally modeled as a Stackelberg game following the seminal work of Stack-
elberg [15]. Following are some interesting examples where one can see these
problems arising naturally.

– Task allocation in parallel/distributed systems
– Scheduling in grids
– Internet routing
– Admission, routing, and scheduling in telecom networks
– Flow control, routing, and sequencing in manufacturing systems
– Auctions in electronic commerce

In a recent work, Roughgarden [14] considered the problem of job shop schedul-
ing, where fraction of the jobs are scheduled by a centralized authority (leader)
and the remaining jobs are scheduled by selfish users (followers). He modeled
this scheduling problem as Stackelberg game and showed that it is NP-hard to
compute Stackelberg strategies. The underlying Stackelberg game in this prob-
lem is complete information game and there is no privately held information by
the players which we require to elicit truthfully. Thus, the problem considered
in this paper is about computing the optimal strategies of the leader and the
followers and not about designing a mechanism for Stackelberg problem.

1.1 Contributions and Outline of the Paper

The major contributions of this paper are as follows.

– We investigate the mechanism design problem for SLRF games 1. In this new
framework, we define the notion of Bayesian Stackelberg Incentive Compati-
ble (BaSIC) social choice functions. To the best of our knowledge, this is the
first time mechanisms are being investigated in the context of Stackelberg
problems.

– To illustrate our approach, we investigate the Bayesian Stackelberg incentive
compatibility of first-price and second-price procurement auctions with re-
serve prices. We obtain two key results in this regard. The first result shows
that in the first-price auction with reserve prices, the social choice function
is BaSIC for the buyer but not for the sellers. The second result shows that
in the second-price auction with reserve prices, the social choice function is
BaSIC for the sellers but not for the buyer.

1 We keep using the phrases SLRF games and SLRF problems interchangeably.
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The organization of the paper is as follows. Section 2 presents a crisp review of
relevant concepts in Stackelberg games. A more detailed treatment can be found
in [1]. In Section 3, we motivate the Stackelberg mechanism design problems
by means of two examples - first-price procurement auction with reserve prices
(F-PAR) and second-price procurement auction with reserve prices (S-PAR).
We then describe the problem of designing incentive compatible mechanisms for
SLRF problems in Section 4. In Section 5, we state two important results con-
cerning the Bayesian Stackelberg incentive compatibility of the two mechanisms
F-PAR and S-PAR. Due to paucity of space, we are unable to provide the proofs
for these results. Interested readers are urged to look into our recent technical
report [3].

2 Stackelberg Games

2.1 Stackelberg Games with Incomplete Information

To begin with, we consider the following noncooperative finite game with incom-
plete information in its strategic form (also called a Bayesian game [11]):

Γ b = (N, (Ci)i∈N , (Θi)i∈N , (φi)i∈N , (ui)i∈N )

where N = {1, 2, . . . , n} is a nonempty set of players, and, for each i in N , Ci is
a nonempty set of actions available to player i; Θi is a nonempty set of possible
types of player i; φi : Θi !→ ΔΘ−i is a belief function which gives the subjective
probability of player i about the types of the other players for a given type of his
own; and ui : C ×Θ !→ ) is the utility function of player i, where C = ×j∈NCj ,
Θ = ×j∈NΘj , and Θ−i = ×j∈N−{i}Θj . Note that ΔS for any set S is the set
of all probability distributions over S. A pure strategy si for player i in the
Bayesian game Γ b is defined to be a function from Θi to Ci.

In the above description of the game Γ b, it is an implicit assumption that
all the players choose their actions simultaneously. However, it is possible to
impose an additional structure of hierarchical decision making on this game
where agents choose their actions in a sequential manner as suggested by the
hierarchy. The hierarchy is defined as a sequence of nonempty pairwise disjoint
subsets of players, H = H1, H2, . . . , Hh, where h represents the total number
of levels in the hierarchy. In this setup, after learning their types, first, all the
players in hierarchy level 1, i.e. H1, choose their actions simultaneously. The
actions (but not the types) chosen by all these players are announced publicly to
the rest of the players. Next, all the players in hierarchy level 2, i.e. H2, choose
their actions simultaneously and again the chosen actions by all these players
are announced publicly to the rest of the players. This process continues until
all the players announce their actions.

A Bayesian game Γ b together with hierarchical decision making can be called
a Bayesian Stackelberg (BS) game and would have the following representation.

Γ b
s = ((Hj)j=1,...,k, (Ci)i∈N , (Θi)i∈N , (φi)i∈N , (ui)i∈N )
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If (h = 2), that is, the players are divided into two levels of hierarchy - H1 and
H2, the games are referred to as Leader-Follower Games. The players in H1 are
called leaders and the players in H2 are called followers. The followers, having
observed the actions taken by the leaders, choose their actions in a simultaneous
manner. Within the class of leader-follower games, there is an interesting subclass
of games where H1 is a singleton set. Such games are called single leader rest
followers (SLRF) games . In an SLRF Bayesian Stackelberg game, one player
is declared as the leader and after learning her type, she first takes her action.
The action taken by the leader becomes common knowledge among the followers
but her type remains unknown to the followers. Followed by the action of the
leader, all the followers, who have already learned their types, take their actions
simultaneously.

2.2 Pure Strategy Bayesian Stackelberg Equilibrium for SLRF
Games

In this section, we would like to characterize the solution of the SLRF Bayesian
Stackelberg games. The natural choice for the solution of such games is a combi-
nation of Stackelberg equilibrium and Bayesian Nash equilibrium. We call such
a solution as Bayesian Stackelberg (BS) equilibrium. In what follows is a char-
acterization of BS equilibrium.

1. The Set of Followers’ Optimal Response Strategy Profiles. Let us
assume that after learning her type θ

l
∈ Θl, the leader takes an action

c
l
∈ C

l
. For any such action c

l
∈ C

l
, the set R(c

l
) below, which is a set

of pure strategy profiles of the followers, is called as the set of followers’
optimal response (or rational reaction) strategy profiles.

R(c
l
) =

{
s−l

∈ ×
j∈N−{l} ×Θj Cj |vθj (cl

, cj , s−l,j
) ≤ vθj (cl

, s−l
)

∀cj ∈ Cj ∀θj ∈ Θj ∀j ∈ N − {l}} (1)

where (c
l
, s−l

) is an action-strategy profile of the players in which the leader
takes an action c

l
and the followers take actions as suggested by the corre-

sponding pure strategy for them in the profile (s−l
). Similarly, (c

l
, cj , s−l,j

)
is an action-strategy profile in which the leader takes an action c

l
, follower

j ∈ N takes an action cj and rest of the followers take actions as suggested by
the corresponding pure strategy for them in the profile (s−l

). The quantities
vθj (cl

, s−l
) and vθj (cl

, cj , s−l,j
) are the expected payoffs to the player j when

his type is θj , and the players follow the action-strategy profile (c
l
, s−l

) and
(c

l
, cj , s−l,j

), respectively. Note that risk averse and risk neutral followers
will always play an optimal response against any action taken by the leader.

2. Secure Strategy Set of Leader. Assuming that R(c
l
) is nonempty for

each c
l
∈ C

l
, we call a strategy s∗

l
∈ S

l
of the leader l to be a secure strategy

if it satisfies the following security constraint for each θl ∈ Θl:

s∗
l
(θ

l
) = arg max

c
l
∈C

l

min
s−l

∈R(c
l
)

∑
θ−l

∈Θ−l

φ
l
(θ−l

|θ
l
)ul(cl

, s−l
(θ−l

), (θl, θ−l
)) (2)



722 D. Garg and Y. Narahari

Note that a risk averse and risk neutral leader will always play a secure
strategy. An implicit assumption behind the above relation is that the game
Γ b

s is a finite game. However, if we allow the sets Θi to be infinite, then the
relation (2) gets modified in the following manner:

s∗
l
(θ

l
) = arg max

c
l
∈C

l

min
s−l

∈R(c
l
)
Eθ−l

[ul(cl
, s−l

(θ−l
), (θl, θ−l

))|θ
l
] (3)

Further if we allow the sets (Ci)i∈N to be infinite then in the above relation,
we need to replace max and min by sup and inf respectively.

3. Bayesian Stackelberg Equilibrium. A strategy profile s∗ =
(
s∗

l
, t∗−l

)
is

said to be a Bayesian Stackelberg equilibrium if s∗
l

is a secure strategy for the
leader and t∗−l

: C
l
!→ ∪c

l
∈C

l
R(c

l
) is a rational reaction strategy of followers

against s∗
l
, that is t∗−l

(s∗
l
(θl)) ∈ R(s∗

l
(θl)) ∀θl ∈ Θl. One can also define

the Bayesian Stackelberg equilibrium in mixed strategies for SLRF Bayesian
Stackelberg games. However, we omit this because it is not required for this
paper.

3 Stackelberg Mechanism Design Problems: Motivating
Example

Consider an electronic procurement marketplace where a buyer b registers him-
self and wishes to procure a single indivisible object. There are n potential sellers,
indexed by i = 1, 2, . . . , n, who also register themselves with the marketplace.
We make the following assumptions, which are quite standard in the existing lit-
erature on auction theory. A comprehensive discussion about these assumptions
can be found in [9, 8, 17].

A1: Risk Neutral Bidders: The buyer and all the n sellers are risk neutral.
A2: Independent Private Value (IPV) Model: Each seller i, and buyer b

draw their valuations θi, and θb, respectively (which can be viewed as their
types) from distribution Fi(.) and Fb(.), respectively. Fi(.), i = 1, 2, . . . , n
and Fb(.) are mutually independent. Let Θi, i = 1, 2, . . . , n and Θb denote
the set of all possible types of the sellers and buyer, respectively. This implies
that Fi(.), i = 1, 2, . . . , n and Fb(.) are probability distribution functions of
the random variables Θi, , i = 1, 2, . . . , n and Θb, respectively.

A3: Symmetry among Sellers: The sellers are symmetric in following sense:
Θ1 = Θ2 = . . . = Θn = Θ ;F1(.) = F2(.) = . . . = Fn(.) = F (.)

A4: Properties of F (.) and Θ: We assume that F (.) and Θ satisfy:
Θ = [ θ , θ ], θ > 0
F (.) is twice continuously differentiable
f(θ) = F

′
(θ) > 0; ∀ θ ≤ θ ≤ θ

The marketplace first invites the buyer to report his type. Based on his actual
type θb, the buyer first reports his type, say, θ̂b ∈ Θb to the marketplace. The
declared type of the buyer, that is θ̂b, is treated as the price above which the
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buyer is not willing to buy the object. This price is known as reserve price. The
marketplace publicly announces this reserve price among all the sellers. Now, the
sellers are invited to submit their bids (or types) to the marketplace. Based on
actual type θi, each seller i bids (or reports) his type say θ̂i ∈ Θi. After receiving
the bids from all the sellers, the marketplace determines the winning seller, the
amount that will be paid to him, and the amount that will be paid by the buyer.
These are called as winner determination and payment rules. In E-commerce,
such a trading institution is known as procurement auction with reserve prices
(PAR). It is easy to see that the above problem is a Stackelberg problem and
designing the winner determination and payment rules for this problem in a way
that there is no incentive for buyer and sellers to reveal untruthful valuation
is essentially a problem of designing an incentive compatible mechanism for
Stackelberg problem. Depending on what winner determination and payment
rules are employed by the marketplace, it may affect the incentive compatibility
property. Following are two well known and existing mechanisms for PAR.

1. First-Price Procurement Auction with Reserve Prices (F-PAR):
In this setting, the marketplace first discards all the received bids that fall
above the reserve price announced by the buyer. Next, the seller whose bid is
the lowest among the remaining bids is declared as the winner. The winner
transfers the object to the buyer and the buyer pays to the winning seller
an amount equal to his bid, that is θ̂i. If there is no bid below the reserve
price then no deal is struck. On the other hand, if there is a tie among the
winning bids then the winner is chosen randomly, where each of the lowest
valued bids has an equal chance of winning.

2. Second-Price Procurement Auction with Reserve Prices (S-PAR):
In this setting, the winner determination rule is the same as F-PAR but the
payment rules are slightly different. The winning seller transfers the object
to the buyer and the buyer pays to him an amount equal to second lowest
valued bid, if such a bid exists, otherwise an amount equal to the reserve
price. Further, if there is no bid below the reserve price then no deal is struck.
If there is a tie among winning bids, the winner is chosen randomly, where
each of the lowest bids has an equal chance of winning.

It is easy to see that if the buyer announces a reserve price of θ̂b = θ, then the
procurement auction with reserve price will simply become the classical version
of procurement auction with no reserve price.

4 Mechanism Design for SLRF Problems

A mechanism can be viewed as an institution, which a social planner deploys,
to elicit the information from the agents about their types and then aggregate
this information into a social outcome. Formally, a mechanism for an SLRF
problem is a collection of action sets (C1, . . . , Cn) and an outcome function g :
×i∈NCi !→ X , that is MSLRF = ((Ci)i∈N , g(.)). A mechanism MSLRF combined
with possible types of the agents (Θ1, . . . , Θn), probability density φ(.), Bernoulli
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utility functions (u1(.), . . . , un(.)), and description of leader agent l defines a
Bayesian Stackelberg game Γ b

s which is induced among the agents when the
social planner invokes this mechanism as a means to solve the SLRF problem.
The induced Bayesian Stackelberg game Γ b

s is given by:

Γ b
s = ({l}, N − {l}, (Ci)i∈N , (Θi)i∈N , φ(.), (ui)i∈N )

where ui : C × Θ !→ ) is the utility function of agent i and is defined in the
following manner: ui(c, θ) = ui(g(c), θi), where, we recall that C = ×i∈NCi, and
Θ = ×i∈NΘi.

4.1 Social Choice Function

A social choice function is a function f : ×i∈NΘi !→ X , which a social planner
or policy maker uses to assign a collective choice f(θ1, . . . , θn) to each possible
profile of the agents’ type θ = (θ1, . . . , θn). The set X is known as collective
choice set or outcome set. For example, in the context of PAR, an outcome may
be represented by a vector x = (yb, y1, . . . , yn, tb, t1, . . . , tn), where yb = 1 if
the buyer receives the object, yb = 0 otherwise, and tb is the monetary transfer
received by the buyer. Similarly, yi = −1 if the seller i is the winner, yi = 0
otherwise, and ti is the monetary transfer received by the seller i. The set of
feasible alternatives is then

X = {(yb, y1, . . . , yn, tb, t1, . . . , tn)|yb +
n∑

i=1

yi = 0, tb +
n∑

i=1

ti ≤ 0}

In view of the above description, the general structure of the social choice
function for PAR is

f(θb, θ) = (yb(θb, θ), y1(θb, θ), . . . , yn(θb, θ), tb(θb, θ), t1(θb, θ), . . . , tn(θb, θ)) (4)

where θ = (θ1, . . . , θn). Note that yb(.), and yi(.) depend on the winner determi-
nation rule whereas tb(.) and ti(.) depend on the payment rule.

4.2 Implementing a Social Choice Function in Bayesian Stackelberg
Equilibrium

We say that the mechanism MSLRF = ((Ci)i∈N , g(.)) implements the social
choice function f : ×i∈NΘi !→ X in Bayesian Stackelberg equilibrium if there is a
pure strategy Bayesian Stackelberg equilibrium s∗ =

(
s∗l , t

∗
−l

)
of the game Γ b

s in-
duced byMSLRF such that g

(
s∗l (θl), (t∗−l(s

∗
l (θl)))(θ−l)

)
= f (θl, θ−l) ∀ (θl, θ−l) ∈

×i∈NΘi.
By making use of the definition of Bayesian Stackelberg equilibrium, we can

say that s∗ =
(
s∗l , t

∗
−l

)
is a pure strategy Bayesian Stackelberg equilibrium of

the game Γ b
s induced by the mechanism MSLRF iff leader Plays a secure strategy

and followers play an optimal response.
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4.3 Bayesian Stackelberg Incentive Compatibility

1. Bayesian Stackelberg Incentive Compatibility for the Leader. An
SCF f(.) is said to be Bayesian Stackelberg incentive compatible (BaSIC)
for the leader (or truthfully implementable in BS equilibrium for the leader)
if the direct revelation mechanism DSLRF = ((Θi)i∈N , f(.)) has a BS equilib-
rium s∗ = (s∗

l
, t∗−l) in which s∗

l
(θl) = θ

l
, ∀θ

l
∈ Θ

l
. That is, truth telling is a

BS equilibrium strategy for the leader in the game induced by DSLRF.
2. Bayesian Stackelberg Incentive Compatibility for the Followers. An

SCF f(.) is said to be Bayesian Stackelberg incentive compatible (BaSIC)
for the followers (or truthfully implementable in BS equilibrium for the fol-
lowers) if the direct revelation mechanism DSLRF = ((Θi)i∈N , f(.)) has a BS
equilibrium s∗ = (s∗

l
, t∗−l) in which t∗−l(θl) = ((s∗j )j∈N−l) ∀θl

∈ Θ
l
, where

s∗j (θj) = θj ∀θj ∈ Θj ∀j ∈ N −{l}. That is, truth telling is a BS equilibrium
strategy for the followers in the game induced by DSLRF.

3. Bayesian Stackelberg Incentive Compatibility. An SCF f(.) is said to
be Bayesian Stackelberg incentive compatible (BaSIC) if it is BaSIC for both
the leader and the followers.

5 Incentive Compatibility of Reserve Price Procurement
Auctions

In this section, we state two key results pertaining to the Bayesian Stackelberg
incentive compatibility of the social choice functions for first-price and second-
price procurement auctions with reserve prices that were defined earlier in Sec-
tion 3. Due to paucity of space, we are unable to include the proofs for these
results. We urge the interested reader to refer to our recent technical report [3].
Theorem 1. Under the assumptions A1 - A4, the social choice function for
the first-price procurement auction with reserve prices is BaSIC for the buyer
but is not BaSIC for the sellers. The BS equilibrium of the BS game induced by
this function among the sellers and the buyer is given by s∗ = (s∗b , t

∗
−b) where

s∗b(θb) = θb ∀θb ∈ Θb = [ θ , θ ]

t∗−b(θ̂b) = (s∗(.), . . . , s∗(.)) ∀θ̂b ∈ Θb = [ θ , θ ]

That is, in the BS equilibrium, the buyer announces his true valuation itself
as the reserve price, and for any announced reserve price θ̂b, the sellers bid as
suggested by the (symmetric) BN equilibrium strategy profile (s∗(.), . . . , s∗(.)),
where

s∗(θi) =

{
θi : θi ∈ [θ̂b, θ ]

θi + 1
[1−F (θi)]n−1

∫ θ̂b

θi
[1− F (x)]n−1dx : θi ∈ [ θ , θ̂b ]

Proof: The proof of this result is based on a systematic analysis of different
possible scenarios for bidding by the sellers after the reserve price is made known
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to the sellers. The analysis leads to quite interesting insights. For details of the
proof, refer to [3].

Corollary. If θ̂b = θ, then F-PAR will be the same as the traditional first-price
procurement auction with no reserve price.
Theorem 2. Under the assumptions A1 - A4, the social choice function for the
second-price procurement auction with reserve prices is BaSIC for the followers
but is not BaSIC for the leader. The BS equilibrium of the BS game induced by
this function among the sellers and the buyer is given by s∗ = (s∗b , t

∗
−b) where

1. s∗b(.) is the solution of the differential equation F (s∗b(θb)) = (θb − s∗b (θb))
f(s∗b(θb)) with boundary condition s∗b(θ) = θ

2. t∗−b(θ̂b) = (s∗(.), . . . , s∗(.)) ∀θ̂b ∈ Θb = [ θ , θ ] where s∗(θi) = θi ∀θi ∈
Θi = [ θ , θ ]

That is, the buyer always announces s∗b(θb) as the reserve price if his true valu-
ation is θb. For any reserve price θ̂b announced by the buyer, the sellers always
bid their true valuation.

Proof: The proof of this result is also based on a systematic analysis of different
possible scenarios for bidding by the sellers after the reserve price is made known
to the sellers. The analysis leads to quite interesting insights. For details of the
proof, refer to [3].

Corollaries and Insights
1. The optimal reserve price strategy of the buyer in S-PAR when all the sellers

draw their types independently from uniform distribution over the set [0, 1]
is given by s∗b(θb) = θb/2.

2. Announcing s∗b(θb) as the reserve price is a better strategy for the buyer in
S-PAR than announcing true type as the reserve price.

3. Announcing the true type as the reserve price is a better strategy for the
buyer than always fixing θ as the reserve price. Another interpretation of
this result is that buyer will be better off in S-PAR if he fixes his true type
as reserve price as compared to having no reserve price.

4. If the buyer announces his true type as the reserve price then for any given
type θb, his expected payoff and the expected revenue paid by him is the same
as in F-PAR. The classical Revenue Equivalence theorem [16, 12, 6, 5, 10, 13]
can be derived as a special case of the above result.

6 Summary

In this paper we have taken the first steps in extending the classical mecha-
nism design theory to Stackelberg problems in general and SLRF problems in
particular. These problems are natural in areas such as distributed computing,
grid computing, network routing, ad hoc networks, electronic commerce, and
distributed artificial intelligence. To illustrate the approach, we have taken two
examples from the domain of electronic commerce - first-price and second-price
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procurement auctions with reserve prices and investigated the Bayesian Stackel-
berg incentive compatibility of these two mechanisms. To the best of our knowl-
edge, this is the first attempt in the direction of designing incentive compatible
mechanisms for Stackelberg problems. This opens up an avenue for solving many
important problems, for example:

– designing fair pricing schemes for ad hoc and wireless networks
– developing fair routing algorithms in wireless ad hoc networks
– designing efficient scheduling policies in the grid computing environment.
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Abstract. The Differentiated Services (Diffserv) architecture is a scal-
able solution for providing Quality of Service (QoS) over packet switched
networks. By its very definition, Diffserv is not intended to provide strict
performance guarantees to its subscribers. We purpose in this paper a
particular form of relative performance guarantees. Specifically, the net-
work manager’s goal is to maintain pre-defined ratios between common
congestion measures over the different service classes. We assume that
each service class is advertised with a constant price. Thus, in order
to induce its goal, the manager dynamically allocates available capac-
ity between the service classes. This scheme is studied within a network
flow model, with self-optimizing users, where each user can choose the
amount of flow to ship on each service class according to its service utility
and QoS requirements. We pose the entire problem as a non-cooperative
game. Concentrating on a simplified single-link model with multiple ser-
vice classes, we establish the existence and uniqueness of the Nash equi-
librium where the relative performance goal is obtained. Accordingly, we
show how to compute and sustain the required capacity assignment. The
extension to a general network topology is briefly outlined.

1 Introduction

Background and Motivation. The need for providing service differentiation
over the Internet has been an ongoing concern in the networking community.
The Differentiated Services (Diffserv) architecture [4] has been proposed by the
IETF as a scalable solution for QoS provisioning. Instead of reserving resources
per session (e.g., as in the Integrated Services (IntServ) model [22]), packets are
marked to create a smaller number of packet classes, which offer different service
qualities. The Diffserv proposal suggests to combine simple priority mechanisms
at the network core with admission control mechanisms at the network edges
only, in order to create diverse end-to-end services.

The two principal Diffserv classes that have been formalized are the Expe-
dited Forwarding (EF) [7] and the Assured Forwarding (AF) [10] services. The
premise of the EF is to provide no-loss and delay reduction to its subscribers.
AF is intended for users who need reliable forwarding even in times of net-
work congestion. Ongoing IETF work concentrates on defining the engineering

X. Deng and Y. Ye (Eds.): WINE 2005, LNCS 3828, pp. 728–737, 2005.
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and architectural aspects of Diffserv-enabled routers (e.g., [2]). However, current
technical specifications deliberately do not quantify the actual service character-
istics, which users will obtain by using the above mentioned classes. Apparently,
service characteristics would have to be defined and publicly declared in order
to make the distinction between the service classes meaningful to the user (and
possibly worth paying for).

The Diffserv network cannot offer strict quality guarantees, as resources are
allocated to the service classes based on some average network conditions [6]. In-
stead, the provider may declare upper-bounds on QoS measures, or alternatively
provide looser guarantees, such as probabilistic or time-dependent guarantees.
Another option is to offer relative quality guarantees. This option can be eas-
ily quantified and advertised, as illustrated by the following exemplifying rule:
“service class Q will offer an end-to-end average delay, which is at least two
times less than any other class, independent of the level of congestion”. When
a user buys class Q it is aware of what it gets, and expects the provider to up-
hold the agreement conditions. In this paper, we focus on the proportional QoS
model, whereby QoS ratios between the classes are announced. Specifically, we
concentrate on delay ratios, although analogous definitions may be suggested
when considering other QoS measures. The proportional QoS model benefits
from implementation-related pros. Ratios are easier to maintain in comparison
with absolute end-to-end guarantees, primarily because they may hold for dif-
ferent levels of congestion, and secondly because keeping the ratios locally (on a
node basis) leads to fulfilling this objective on the network level.

We shall examine capacity allocation as the main network management tool
for achieving the proportional QoS design objective. The goal of capacity allo-
cation is to keep the announced delay ratios, irrespectively of complementary
means for network traffic control, such as pricing and admission control. Our
focus in this paper is on a simplified single link network, where the network
manager owns a fixed amount of capacity to be divided among the link’s offered
service classes in order to maintain the QoS ratios objective. Generally, it is
easy to calculate the appropriate capacity allocation when the traffic in each
service class is fixed. In this paper, however, we consider the interaction of the
user behavior and network conditions. Within a standard flow model (see [3],
Sec. 5.4) we represent the user population as a finite set of self-optimizing de-
cision makers. The users are heterogenous with respect to their cost functions,
which reflect their price-quantity-quality tradeoffs. Furthermore, users may mod-
ify their flow quantities (i.e., elastic users [11]), and may also shift their traffic
from one service class to the other in response to current congestion conditions.
We pose the overall problem as a non-cooperative game between the manager
and the (selfish) users, and explore the associated capacity management policies
and equilibrium conditions.

In a recent paper [14], we have considered a similar problem with static (fixed)
user demand in the general network context. The present paper extends this work
(for a single-link network) to the case of elastic demand, as well as adding a price
term to the overall user’s cost.
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Related Literature. Service differentiation approaches: Several research pa-
pers have addressed the model of finitely many classes, in which no strict perfor-
mance guarantees are given. The simplest approach for providing differentiated
services is Odlyzko’s Paris Metro Pricing (PMP) proposal [17]. The idea of PMP
is to create service differentiation by giving a different price to each service class.
Other papers [9, 13, 16] explicitly consider elements such as the user model, the
scheduling mechanism and the network objective (e.g., a social or an economic
objective). The major concern is usually in calculating the prices that would lead
to the network objective. An additional common ground is that the network does
not declare any kind of QoS guarantees. Users are assumed to acquire the best
deal there is with respect to their quality-price tradeoff. We deviate from the
last assumption, by considering the upholding of the service characteristic as a
primary management priority.

Selfish routing: Since our model assumes that users are allowed to split traffic
between the service classes, our work is related to selfish routing models. Game-
theoretic analysis is widely used to study the working conditions of these models.
The involved issues include the existence and uniqueness of an equilibrium point,
its calculation, and its properties (such as the degradation of performance due to
selfish behavior, known as the “price of anarchy” [21]). A common routing model,
originated from the field of transportation networks, has considered networks
shared by infinitesimal users (see [1] for a survey). The case of finitely many users,
each carrying substantial flow has been introduced to the networking literature
more recently (see [12, 18, 20]). In [12], the equilibrium properties are applied
for network design (namely, link capacity assignment), where the objective is to
obtain the socially optimal working point. We use a similar routing model to
represent the user’s choice of service class.

Proportional QoS: Dovrolis et al. [8] proposed a class of schedulers, based on the
Proportional Delay Differentiation (PDD) model. This model aims at providing
predetermined delay ratios. The schedulers are implemented by observing the
history of the encountered delays (or alternatively, by measuring the delay of
the packet at the head of each service class), and serving the class which most
deviates from its nominal delay ratio. In the present work we do not rely on PDD
schedulers, but rather use a capacitated links model that may be considered a
proxy to existing scheduling schemes such as GPS [19].

Contribution and Organization. This paper proposes schemes for inducing
proportional QoS through capacity allocation, when users can react to the al-
location decisions. The precise definitions of the network and user models are
given in Section 2. The analysis of this model is presented in Section 3, which
establishes the existence and uniqueness of the equilibrium point for the network-
users game, and presents an algorithm for its computation. An explicit formula
is obtained for the best response map of the network, namely the capacity as-
signment that ensures the QoS-ratio objective for fixed network flows, which may
be used as a basis for an adaptive capacity assignment scheme. Due to length
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constraints, the proofs of some claims are omitted, the reader is referred to [15]
for full details.

2 The Single Link Model

Our basic model considers a single link, which supports several service classes.
As a stand-alone model, it may be viewed as an approximation of a single path
in a network, where the variations in traffic due to other (intersecting) network
paths are neglected. Let I = {1, 2, . . . , I} be a finite set of users, which share a
link that offers a set of service classes A = {1, 2, . . . , A}. Since each service class
is characterized by its own price and performance measure (to be described in the
sequel), it would be convenient to consider the link with its respective service
classes as a two terminal (source-destination) network, which is connected by
a set of parallel arcs. Each arc represents a different service class. Thus, the
set of arcs is also denoted by A, and the terms service class and arc are used
interchangeably. We denote by f i

a the flow which user i ships on arc a. User i
is free to choose any assignment of f i

a ≥ 0. The total demand of each user will

be denoted by f i �
=
∑

a∈A f i
a. Turning our attention to an arc a ∈ A, let fa be

the total flow on that arc, i.e., fa =
∑

i∈I f i
a. Also, denote by fa the vector of

all user flows on arc a, i.e., fa = (f1
a , . . . , f

I
a ). The user flow configuration f i is

the vector f i = (f i
1, . . . , f

i
A). The flow configuration f is the vector of all user

flow configurations, f = (f1, . . . , f I). A user flow configuration is feasible if its
components obey the nonnegativity constraints, as described above. We denote
by Fi the set of all feasible user flow configurations f i, and by F the set of all
feasible flow configurations f .

The network manager has a constant capacity C, to be divided between the
service classes. This capacity cannot be statically assigned, since the manager
cannot predict in advance the number of customers and their preferences. Prac-
tically, the network manager would modify the current capacity assignment at
slower time scales than the user routing decisions, after periodically measuring
class performance. We denote by ca the allocated capacity at arc a. The capac-
ity allocation of the manager is the vector c = (c1, . . . , cA). An allocation c is
feasible if its components obey the nonnegativity and total capacity constraint,
namely (i) ca ≥ 0, a ∈ A and (ii)

∑
a∈A ca = C. The set of all feasible capacity

allocations c is denoted by Γ . Finally, a system configuration is feasible if it is
composed of a feasible flow configuration and a feasible capacity allocation.

Pricing. Each service class a ∈ A has a constant price pa per unit traffic. Thus,
the network usage price of user i is

∑
a∈A f i

apa. Prices may be viewed as an indi-
rect mean for admission control [6], and (among other things) prevent flooding of
the better service classes. In this paper, however, we concentrate on capacity as-
signment as the management tool, assuming that prices are static (or change on a
slower time scale). The issue of price setting in our context is left for future work.

The performance measures of both the users and the manager are specified
through their respective cost functions, which they wish to minimize. We denote
by J i(f , c), i ∈ I the cost function of user i, and by JM (f , c) the cost function of
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the manager. The costs of the users and the manager are related to the congestion
level at each of the service classes. We shall use the well known M/M/1 latency
function

Da(fa, ca) =

{
1

ca−fa
fa < ca

∞ otherwise
(1)

as a congestion measure of each service class. Here ca is the transmission capacity
measured in the same units as the flow fa. This latency function is often used
to model delay costs in communication networks [3], and provides a clear sense
of link capacity.

User cost functions. Users are distinguished by their utility function U i(f i),
which quantifies their utility for shipping a total flow f i. We make the following
assumption on U i.

Assumption 1. For every user i ∈ I, the utility function U i : [0, C] → ) is
increasing, bounded, concave and continuously differentiable.

We note that utility functions with the above characteristics are commonly used
within the networking pricing literature [6, 11]. We define U i in the set [0, C]
only, since a total flow of f i > C cannot be accommodated by the network. We
note that a user may split its flow among different service classes in order to
minimize the total cost. The total cost J i of each user i is comprised from its
delay cost, its network usage price, minus its utility, namely

J i(f , c) = βi
A∑

a=1

f i
aDa(fa, ca) +

A∑
a=1

f i
apa − U i(f i), (2)

where βi > 0 represents the delay sensitivity of user i, and Da is defined in (1).

Manager cost function. The objective of the manager is to impose certain prede-
termined ratios between the average delays of the service classes. Taking the de-
lay of class 1 as a reference, the ratios are described by a vector ρ = (ρ2, . . . , ρA),
0 < ρa < ∞, where the manager’s objective is to have the delays D1, . . . , DA

obey
Da(fa, ca) = ρaD1(f1, c1), (3)

where ρ1
�
= 1. We refer to that relation as the fixed ratio objective. For concrete-

ness, we may assume that ρ1 ≤ ρ2 ≤ · · · ≤ ρA, so that service classes are ordered
from best to worst. Similarly, prices are expected to satisfy p1 ≥ p2 ≥ · · · ≥ pA,
although this is not essential for our results. In functional terms, the manager’s
cost function may thus be defined as

JM (f , c) =

{
0 if (3) holds,
∞ otherwise.

(4)

An alternative objective of the manager that will be considered, is to minimize
a weighted sum of the delay functions, that is

J̄M (f , c) =
∑
a∈A

waDa(fa, ca), (5)
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where wa > 0, a ∈ A. As we shall see, there is a close relation between the fixed
ratios objective and the weighted sum objective (5).

The interaction between the manager and the users will be referred to as the
users-manager game. A Nash Equilibrium Point (NEP) of that game is a feasible
system configuration (̃f , c̃) such that

JM (̃f , c̃) = min
c∈Γ

JM (̃f , c), (6)

J i(̃f i, f̃−i, c̃) = min
f i∈Fi

J i(f i, f̃−i, c̃) ∀i ∈ I,

where f̃−i stands for the flow configurations of all users, but the ith user. Namely,
the NEP is a network working point, where no user, nor the manager, finds it
beneficial to change its flow or capacity allocation. Our users-manager game is
characterized by the finiteness of the NEP costs, since users can always ship a
flow of zero to encounter a finite cost. We shall formally prove this attribute in
the next section.

3 Capacity Assignment and Equilibrium Analysis

In this section we analyze the equilibrium point and suggest capacity assignment
schemes that induce the ratios objective. First, we show that the manager has
a unique best response with respect to the ratio objective (3). This response
is a simple solution to a set of linear equations. Then we prove the existence
and uniqueness of an equilibrium point, in which the desired ratios are met.
Accordingly, we show the equivalence between the best response with respect
to (3) and the best response with respect to the modified manager objective
function (5) and discuss its implications.

Theorem 1 considers the best response capacity assignment of the manager,
given any (fixed) flow configuration.

Theorem 1. Consider a fixed flow configuration (f1, . . . , fA) and a desired ratio
vector ρ. If

∑
a∈A fa < C, there exists a unique capacity allocation c ∈ Γ such

that (3) is met. This allocation is explicitly given by

ca − fa = (C −
∑
α∈A

fα)
ρ−1

a∑
α∈A ρ−1

α

. (7)

Proof. The allocation (7) is derived from solving the following set of linear equa-
tions: ρa(ca − fa) = (c1 − f1), a = 2, . . . , A; and

∑A
a=1 ca = C. ��

The above result allows the manager to explicitly calculate its best response
assignment, namely the capacity assignment that will satisfy the fixed ratio
objective given the current network flows. This calculation requires just the
total flows in each service class, which are easy to measure. The next theorem
establishes the existence and uniqueness of the equilibrium point.

Theorem 2. For every delay ratios vector ρ, there exists a unique Nash equi-
librium point. This NEP has finite costs for the manager and for the users. In
particular, the ratios objective of the manager is satisfied.
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Proof. The proof follows from the next four lemmas.

Lemma 1. For every delay ratio vector ρ, there exists a NEP. Furthermore,
in every NEP the costs of the users and the manager are finite and the ratio
objective is met.

Proof. See [15].

Lemma 2. Let D1, . . . , DA be the class delays at some NEP. Then the following
equations are met at the equilibrium for every i ∈ I and every a ∈ A

βi
(
Da + f i

aD
2
a

)
+ pa = U i′

(f i) if f i
a > 0,

βiDa + pa ≥ U i′
(f i) if f i

a = 0. (8)

Proof. Observe that

dJ i(f , c)
df i

a

= βi

(
1

(ca − fa)
+

f i
a

(ca − fa)2

)
+ pa − U i′

(f i)

= βi
(
Da(fa, ca) + f i

aD
2
a(fa, ca)

)
+ pa − U i′

(f i). (9)

Then (8) may be readily seen to be the KKT optimality conditions [5] for mini-
mizing the cost function (2) of user i subject to the flow constraint f i

a ≥ 0. ��

Lemma 3. Consider a NEP with given class delays D1, . . . , DA. Then the re-
spective equilibrium flows f i

a are uniquely determined.

Proof. Consider the following optimization problem in (f i
1, . . . , f

i
A):{

min
∑A

a=1
1
2β

iD2
af

i
a
2 + f i

a

(
βiDa + pa

)− U i(
∑

a f
i
a)

s.t f i
a ≥ 0

, (10)

where we assume that the delays Da are fixed. Note that (10) is a strictly con-
vex optimization problem, since the objective function is the sum of a diagonal
quadratic term (with βiD2

a > 0 for every a) and the negation of U i, where U i is
concave by Assumption 1. Thus, this problem has a unique minimum, which is
characterized by the KKT optimality conditions. It is now readily seen that the
KKT conditions for (10) coincide with the conditions in (8). Thus, by Lemma 2,
any set of equilibrium flows (f i

a)a∈A is a solution of (10). But since this solution
is unique, the claim is established. ��

Lemma 4. Consider two Nash equilibrium points (f , c) and (̃f , c̃). Then
Da(fa) = Da(f̃a) for every a ∈ A.

Proof. Define Da
�
= Da(fa) and D̃a

�
= Da(f̃a). Assume that

D̃α > Dα for some α ∈ A. (11)
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Then D̃a > Da for every a ∈ A since the ratios are met in both equilibria
(Lemma 1). Noting (4) and (7) it follows from (11) that

∑
a∈A f̃a >

∑
a∈A fa,

which implies that there exists some user j for which

f̃ j =
∑
a∈A

f̃ j
a >

∑
a∈A

f j
a = f j. (12)

We next contradict (12) by invoking the next two implications:

f j
a = 0⇒ f̃ j

a = 0 (13)

f j
a > 0⇒ f j

a > f̃ j
a . (14)

Their proof is based on the KKT conditions (8). Since the utility U j is concave,

then by (12) we have λj �
= U j′

(f j) ≥ U j′
(f̃ j)

�
= λ̃j . If f j

a = 0, then βjDa + pa ≥
λj ≥ λ̃j . Since D̃a > Da, then βjD̃a +pa > λ̃j , hence f̃ j

a = 0. To prove (14) note
first that it holds trivially if f̃ j

a = 0. Next assume f̃ j
a > 0. Then by (8)

βjDa + βjD2
af

j
a + pa = λj ≥ λ̃j = βjD̃a + βjD̃2

af̃
j
a + pa. (15)

Since D̃a > Da (hence D̃2
a > D2

a), and βj are positive, we must have f j
a > f̃ j

a in
order for (15) to hold, which establishes (14). Summing user j’s flows according
to (13)-(14) yields

∑
a∈A f̃ j

a ≤
∑

a∈A f j
a , which contradicts (12). Thus D̃α ≤ Dα.

Symmetrical arguments will lead to D̃α ≥ Dα, i.e., D̃α = Dα, hence D̃a = Da

for every a ∈ A. ��
The last two lemmas imply that the user flows and the class delays in equilibrium
are unique. The capacities in the equilibrium must also be unique since ca =
fa + 1

Da
, where fa =

∑
i∈I f

i
a. This establishes the uniqueness of the NEP, and

completes the proof of Theorem 2. ��
A possible criticism of the fixed ratio objective, as defined in (3), is that it does
not account at all for absolute congestion measures, namely the delays themselves
rather then their ratios. However, the next result shows that by achieving the
ratio objective, the manager in fact minimizes the cost function J̄M (defined in
(5)), which is just an appropriately weighted sum of the delays over the different
service classes.

Theorem 3. Consider the users-manager game, whose NEP is defined in (6),
and an additional game, which is similar except that JM is replaced by J̄M . If
the parameters are such that wa = 1

ρ2
a

for every a ∈ A, then the two games are
equivalent in the sense that their (unique) equilibrium points coincide.

Proof. See [15].
Note that the weights wa are inversely proportional to ρ2

a, which assigns higher
weight to better (lower relative delay) service classes, as might be expected.
From an algorithmic point of view, it should be noted that J̄M is a convex and
continuous function, and therefore may provide a sound basis for an iterative
(e.g., gradient-based) algorithm that may be used by the manager to minimize
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this cost, with the goal of eventually reaching the desired fixed-ratio equilibrium.
Yet, a specific consideration of such an algorithm is beyond the scope of this work.

We conclude this section by considering the computation of the NEP. Re-
call that the uniqueness of the user flows was established in Lemma 3 via the
definition of strictly convex optimization problems. Hence, by solving the same
optimization problems, the NEP can be efficiently calculated. The only unknown
variable which is required for the computation is D1. In our case, an iterative
search for D1 may be easily performed, by comparing the total flow

∑
fa (for

a given D1), which is obtained from both the best response formula (7) and
also from the solutions to (10). More details on the search method are given
in [15].

Remark 1. General Networks. It is obviously of interest to extend the results
of this section to a general network topology. In a recent paper [14], we have
made such an extension for a model with fixed (plastic) user demands. Since the
same extension can be similarly used here, we briefly outline its key features.
The following setup is applied: (i) each user has a unique fixed path from its
source to its destination; (ii) the QoS ratio objective is maintained on a link
basis, i.e., management is performed via a distributed approach, where the ca-
pacity adaptation is performed locally, at the link level. Observe that if the
above two features are maintained, then the QoS ratios are met end-to-end for
every user. The game framework now includes network managers, one for every
link. Due to the locality of the capacity management, the formula for the best
response map (Theorem 1) and the use of J̄M instead of JM (Theorem 3) are
trivially extended to the general network case; so is the proof for the existence
of the equilibrium. The issue of uniqueness of the equilibrium (as in Lemma 4) is
however more complicated in the general network case and is currently an open
problem.

4 Conclusion

The proposed approach to QoS provisioning in Diffserv networks focuses on
maintaining relative congestion measures in the different service classes. Our
analysis demonstrates the feasibility of this approach, and in particular estab-
lishes the existence and uniqueness of a working point, which satisfies this QoS
objective in an elastic, reactive and heterogenous user environment. Our results
provide an efficient algorithm for computing the Nash equilibrium. However,
from the manager’s viewpoint, this computation requires complete knowledge
of the users’ preferences, which may not be available. An alternative scheme is
to use adaptive capacity assignment, for example by utilizing the best-response
map (7), which requires only the total flows in each service class, which are easy
to measure. The analysis of such a scheme is an important issue for future re-
search. Additional research topics include the price setting issue, proportional
QoS with other cost functions and QoS measures, and the equilibrium dynamics
of capacity allocation algorithms.
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Can “Bill-and-Keep” Peering Be Mutually Beneficial?
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Abstract. We analyze “Bill-and-Keep” peering between two providers, where
no money exchanges hands. We assume that each provider incurs costs from its
traffic traversing its as well as the peer’s links, and compute the traffic levels
in Nash equilibrium. We show that Nash strategies are not blind, i.e., they are
neither pure hot-potato nor pure cold-potato strategies. Rather, the Nash strategies
involve strategically splitting traffic between a provider’s own links and its peer’s.
We derive necessary and sufficient conditions for both the providers to be better
(or worse) off in Nash equilibrium compared to the blind strategies.1 We also
analyze society’s performance as a whole and derive necessary and sufficient
conditions for the society to be better (or worse) off. In particular we establish
that, under Bill-and-Keep peering, while it is not possible for two asymmetric
providers to be both worse off, it is certainly possible for both to be better off.

1 Introduction

Today’s Internet is composed of many distinct networks, operated by independent net-
work providers, also referred to as Internet Service Providers (ISPs). Each provider
is interested in maximizing its own utility and the objectives of the providers are not
necessarily aligned with any global performance objective. Most relationships between
providers may be classified under one of two categories [7] : transit and peer. In a
transit relationship, a traffic-originating provider pays a transit provider to carry traffic
destined to nodes outside the originator’s local network. On the other hand, in a peering
relationship the providers agree to accept and carry traffic from each other.

In this paper, we focus primarily on peering relationships. In a peering arrange-
ment, a pair of providers agree to install bi-directional links at multiple peering points
to accept traffic from each other. In today’s Internet, peering relationships are mostly
“Bill-and-Keep” [1]. In this arrangement, the providers don’t charge each other for the
traffic accepted on the peering links. This arrangement is also referred to as “Zero-
Dollar” peering or “Sender-Keep-All” (SKA) peering [3]. Under the peering relation-
ship, since the ISPs are interested in minimizing their own costs, they predominantly
use the nearest-exit or hot-potato routing [6], where outgoing traffic exits a provider’s
network as quickly as possible. In some cases, where the receiver is a bigger player and
is able to exert its market power, the routing is farthest-exit or cold-potato [7].

Various aspects of ISP peering have been analyzed by [5], [1], [4], [9], [8]. [5] was
the first paper to analyze ISP peering in depth from an economic perspective. It ana-
lyzed the impact of access charge on strategies of the providers and showed that, in a

1 By better off we mean weakly better off, i.e., the cost in Nash equilibrium is less than or equal
to the cost under blind strategies.

X. Deng and Y. Ye (Eds.): WINE 2005, LNCS 3828, pp. 738–747, 2005.
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broad range of environments, operators set prices for their customers as if their cus-
tomers’ traffic were entirely off-net. [8] extended the models in [5] to include the fact
that the ISPs are geographically separated. It thus analyzed the local ISP interaction
separately from the local and transit ISP interaction. It also analyzed the economics of
private exchange points and showed that they could become far more wide spread. Both
[5] and [8] used linear pricing schemes assuming fixed marginal costs. In addition, they
assumed hot-potato routing. [9] extended the models in [5] to include customer delay
costs, finding that they have a substantial effect on market structure. [4] used a different
model of ISP peering. It assumed that customers are bound to ISPs, subject to gen-
eral, non-linear marginal costs. It then looked at how ISPs could charge each other in
response to the externality caused by their traffic.

All these models ignored one important aspect of peering: they did not consider
the case when the provider incurs costs even when its traffic flows on its peers links.
This would happen, for example, if the providers care about the end-to-end quality of
service (QOS) for traffic originating within their networks. In this paper we focus on
this situation, and show that this cost structure has a substantial effect on how ISPs
route traffic. Moreover, we look at the case where peering happens in the absence of
pricing, with the costs incurred on the peer’s links serving as a proxy for a transfer
price. Our results imply that Bill-and-Keep peering, currently used mainly due to ease
of implementation, can be beneficial if combined with non-myopic routing.

We analyze peering decisions using non-cooperative game theory [2] in a simple
two-provider model. Analyzing Nash equilibria, under mild assumptions on the cost
structures, we show that it is not in the provider’s interest to route traffic in a hot-
potato or a cold-potato fashion in equilibrium. That is, the blind strategies are not Nash.
Rather, the Nash strategy involves strategically splitting traffic among peering points.
We also show that, in Nash equilibria, it is not possible for both ISPs to be worse off
with respect to the blind strategies. We then show that it is possible to have the two
remaining scenarios in equilibrium, where either one or both ISPs are better off. We
derive necessary and sufficient conditions on the cost functions for each of the two cases
to occur. In addition, under a specific pricing scheme, we show that peers who would
peer and be both better off under Bill-and-Keep peering, will choose to use cold-potato
peering and effectively not peer at all.

We are also interested in the performance of the society as a whole. Therefore, we
compare society’s performance in Nash equilibrium versus the blind strategies. We de-
rive necessary and sufficient conditions for the society to be better or worse off. In this
process, we show that society is always better off under Bill-and-Keep peering if the
costs incurred are linear.

2 The Model and the Nash Strategies

We look at a two ISP peering model. A realistic model would include the actual topolo-
gies of the two ISPs. However, most of the insights can be gained from the following
simple model (figure 1); analysis of a generalized model is work in progress. We have
two ISPs, S and R, with two peering points, P1 and P2. The ISPs have nodes Si and
Ri, respectively, located right next to the peering point Pi, i ∈ {1, 2}. We assume that
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S1

S2

R1

R2

Internal
link

Internal
link

Peering link P1

Peering link P2

ISP S ISP R

Fig. 1. The Peering Model

ISP S sends one unit of traffic from node S1 to node R2, and similarly, ISP R sends one
unit of traffic from node R1 to S2. We also assume that the cost to send traffic across
the peering links is zero.

The ISPs have the choice to split these flows between the two peering points. We
look at the two components for ISP S first. The hot potato component, fR

S , goes over
to ISP R at the closest peering point P1, and then travels to R2 on the internal link
R1R2. The cold potato component, fS

S , first travels on the internal link S1S2, and then
crosses over to ISP R at the farthest peering point P2. The hot potato and cold potato
components for ISP R, i.e., fS

R and fR
R , can be described in a similar way. Overall, ISP

S carries flows fS
S and and fS

R on its internal link, whereas ISP R carries flows fR
S and

fR
R on its internal link. The cost incurred per unit of traffic on ISP S’s links is given by

CS(fS
S + fS

R) and that on ISP R’s link is given by CR(fR
S + fR

R ).
We assume that these per unit cost functions are strictly increasing, convex and twice

differentiable. We also assume that the per unit cost of one ISP carrying all the traffic is
more than the per unit cost of the other ISP carrying zero traffic, i.e.,

CS(2) ≥ CR(0) (1a)

CR(2) ≥ CS(0) (1b)

In Nash equilibrium, given fS
R, ISP S solves (by choosing 0 ≤ fR

S ≤ 1)

minimize JS(fR
S , fS

R) = CS(fS
S + fS

R)fS
S + CR(fR

S + fR
R )fR

S

subject to fS
S + fR

S = 1 and fS
R + fR

R = 1,

and ISP R solves (by choosing 0 ≤ fS
R ≤ 1)

minimize JR(fR
S , fS

R) = CS(fS
S + fS

R)fS
R + CR(fR

S + fR
R )fR

R

subject to fS
S + fR

S = 1 and fS
R + fR

R = 1,

given fR
S .
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The first order conditions are given by

C′
S(fS

S + fS
R)fS

S + CS(fS
S + fS

R) = C′
R(fR

S + fR
R )fR

S + CR(fR
S + fR

R ) (2a)

C′
S(fS

S + fS
R)fS

R + CS(fS
S + fS

R) = C′
R(fR

S + fR
R )fR

R + CR(fR
S + fR

R ). (2b)

Note that the second order conditions will be satisfied automatically since the per
unit cost functions are strictly increasing and convex, especially at interior point solu-
tions.

We next show that the Nash strategies don’t include blind strategies.

Proposition 1. In Nash equilibrium, no ISP uses a blind strategy.

Proof. We prove this in two parts. We first prove that, in Nash equilibrium, no ISP
routes pure cold potato. We then prove that no ISP routes pure hot potato. The proofs
are very similar and we have omitted the second part.

We now show that it is not possible for ISP R to do pure cold potato routing (a
similar argument can be applied to ISP S). This is done in three steps. First, it is not
possible for both ISPs to do pure cold potato routing. This would require fR

S = fS
R = 0,

and2

∂JS

∂fR
S

(0, 0) = −C′
S(1)− CS(1) + CR(1) ≥ 0 (3a)

∂JR

∂fS
R

(0, 0) = −C′
R(1)− CR(1) + CS(1) ≥ 0. (3b)

This requires
CS(1) + C′

S(1) ≤ CR(1) ≤ CS(1)− C′
R(1), (4)

which is a contradiction since CS(x) and CR(x) are strictly increasing.
Second, it is not possible for ISP S and R to do hold potato and cold potato routing,

respectively. This would require fR
S = 1, fS

R = 0, and

∂JS

∂fR
S

(1, 0) = −CS(0) + C′
R(2) + CR(2) ≤ 0 (5a)

∂JR

∂fS
R

(1, 0) = CS(0)− C′
R(2)− CR(2) ≥ 0. (5b)

This requires
CS(0) ≥ CR(2) + C′

R(2), (6)

which is a contradiction from (1) and the fact that CR(x) is strictly increasing.
Finally, it is not possible for ISP R to do cold potato routing and ISP S to send some

nonzero amount, but not all, off its traffic to ISP R. This would require 0 < fR
S < 1,

fS
R = 0, and

∂JS

∂fR
S

(fR
S , 0) = −CS(fS

S )− C′
S(fS

S )fS
S + C′

R(fR
S + 1)fR

S + CR(fR
S + 1) = 0 (7a)

∂JR

∂fS
R

(fR
S , 0) = CS(fS

S )− C′
R(fR

S + 1)− CR(fR
S + 1) ≥ 0. (7b)

2 The partial derivatives are evaluated at (fR
S , fS

R).
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This requires
C′

S(fS
S )fS

S ≤ C′
R(fR

S + 1)(fR
S − 1) ≤ 0, (8)

which is a contradiction since 0 < fR
S < 1 and CS(x) andCR(x) are strictly increasing.

��
3 Individual Performance

In this section we provide necessary and sufficient conditions for the individual players
to be better or worse off in Nash equilibrium compared to the blind strategies. We also
provide examples showing that both ISPs can be better off in Nash equilibrium. In
addition, we illustrate potential problems with introduction of pricing.

3.1 Preliminaries

We start by writing (2) in an alternate form. Using fS
S + fR

S = 1, fS
R + fR

R = 1, and
denoting fR

S − fS
R = fd, fR

S + fS
R = fa, we get

C′
S(1− fd)(1− fd) + 2CS(1 − fd) = C′

R(1 + fd)(1 + fd) + 2CR(1 + fd) (9a)

fa = 1. (9b)

In Nash equilibrium, we denote the solution to (9) as fNash
d . We also denote the Nash

equilibrium costs of ISP S and R as JNash
S and JNash

R , respectively. We then get the
following lemma.

Lemma 1. The ISPs costs in Nash equilibrium are equal.

Proof. From (9), in Nash equilibrium, we have fS
S = fS

R = (1−fNash
d )
2 as well as

fS
S = fS

R = (1−fNash
d )
2 . This ensures that the costs at equilibrium are equal, i.e.,

JNash
S = JNash

R = JNash
common =

Jtotal(fNash
d )

2
, (10)

where we define the sum of costs as

Jtotal(fd) = [CS(1− fd)(1− fd) + CR(1 + fd)(1 + fd)]. (11)

��
We next define the following three differences

Δ1(fd) = CS(1− fd)− CR(1 + fd) (12a)

Δ2(fd) = CS(1− fd) + C′
S(1 − fd)(1 − fd)− CR(1 + fd)− C′

R(1 + fd)(1 + fd)
(12b)

Δ3(fd) = Δ1(fd) + Δ2(fd). (12c)

Then, in Nash equilibrium, from (9), we get

Δ3(fNash
d ) = 0 (13a)

Δ1(fNash
d ) = −Δ2(fNash

d ) (13b)

as well as
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Lemma 2. In Nash equilibrium, Δ3(0)fNash
d ≥ 0.

Proof. First consider fNash
d ≥ 0. Since, from (13), Δ3(fNash

d ) = 0, and Δ3(fd) is
non-increasing in fd, the result follows. The argument for fNash

d < 0 is similar ��
Finally, we derive some useful inequalities, as follows. Since CS(x) and CR(x) are
twice differentiable, strictly increasing, and convex, CS(x)x and CR(x)x are twice
differentiable, strictly increasing, and strictly convex. Using Jensen’s inequality, we get

CS(1− fd)(1− fd) ≥ CS(1)− [C′
S(1) + CS(1)]fd (14a)

CR(1 + fd)(1 + fd) ≥ CR(1) + [C′
R(1) + CR(1)]fd, (14b)

and

CS(1) ≥ CS(1− fd)(1− fd) + [C′
S(1− fd)(1 − fd) + CS(1 − fd)]fd (15a)

CR(1) ≥ CR(1 + fd)(1 + fd)− [C′
R(1 + fd)(1 + fd) + CR(1 + fd)]fd. (15b)

Now, using (11), and (12) we get

Jtotal(fd) ≥ Jtotal(0)−Δ2(0)fd (16)

as well as
Jtotal(0) ≥ Jtotal(fd) + Δ2(fd)fd. (17)

3.2 Necessary and Sufficient Conditions

We first show that, under our assumptions, it is not possible for both the ISPs to be
worse off.

Lemma 3. In Nash equilibrium, both ISPs are worse off only if Δ1(0)Δ3(0) ≥ 0.

Proof. For both to be worse off, from lemma 1, this requires

JNash
common =

Jtotal(fNash
d )

2
≥ max(Jblind

S , Jblind
R ), (18)

where Jblind
S = CS(1) and Jblind

R = CR(1) when both ISPs are doing pure cold potato
routing.3 Using (11), (17) and (13), we get

Jtotal(fNash
d )

2
≥ max(CS(1), CR(1)) ≥ Jtotal(0)

2

≥ Jtotal(fNash
d )

2
− Δ1(fNash

d )fNash
d

2
.

(19)

This requires
Δ1(fNash

d )fNash
d ≥ 0, (20)

which necessitates Δ1(0)fNash
d ≥ 0. This, from lemma 2, is the same as Δ1(0)

Δ3(0) ≥ 0. ��
3 Similarly, Jblind

S = CR(1) and Jblind
R = CS(1) when both ISPs are doing hot potato routing.

In both cases, the min, max and avg operations give the same results.
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Proposition 2. In Nash equilibrium, both ISPs cannot be worse off.

Proof. The case fNash
d = 0 is straightforward. From (11) and (10), we get JNash

common =
CS(1)+CR(1)

2 . Since max(CS(1), CR(1)) ≥ CS(1)+CR(1)
2 ≥ min(CS(1), CR(1)), we

must have one ISP better off and the other worse off. Thus, both ISPs can’t be worse
off.

Next, we look at fNash
d �= 0. We first consider fNash

d > 0. Both ISPs worse off
requires

JNash
common ≥ CS(1). (21)

Since CS is convex, using CS(1) ≥ CS(1− fNash
d ) + C′

S(1 − fNash
d )fNash

d , we get

JNash
common ≥ CS(1 − fNash

d ) + C′
S(1− fNash

d )fNash
d , (22)

which, using (10) and (11), simplifies to

(1 + fNash
d )[CR(1 + fNash

d )− CS(1 − fNash
d )] ≥ 2C′

S(1 − fNash
d )fNash

d . (23)

Now, since CS(x) is strictly increasing, using (12) we get, Δ1(fNash
d ) < 0 as well as

Δ1(fNash
d )fNash

d < 0.
The argument for fNash

d < 0 is similar. Thus, in both cases, both ISPs worse off
necessitates

Δ1(fNash
d )fNash

d < 0. (24)

This contradicts (20) of lemma 3. ��
Now, we look for necessary conditions for both ISPs to be better off.

Proposition 3. In Nash equilibrium, both ISPs are better off only if Δ2(0)Δ3(0) ≥ 0.

Proof. We first consider fNash
d ≤ 0. Both ISPs better off requires

JNash
common ≤ CS(1). (25)

Since CS is convex, using CS(1) ≤ CS(1− fNash
d ) + C′

S(1)fNash
d , we get

JNash
common ≤ CS(1 − fNash

d ) + C′
S(1)fNash

d , (26)

which, using (10) and (11), simplifies to

(1 + fNash
d )[CR(1 + fNash

d )− CS(1− fNash
d )] ≤ 2C′

S(1)fNash
d . (27)

Now, since CS(x) is strictly increasing, using (12) we get, Δ1(fNash
d ) ≥ 0 as well as

Δ1(fNash
d )fNash

d ≤ 0. From (13), this requires

Δ2(fNash
d )fNash

d ≥ 0, (28)

which necessiates Δ2(0)fNash
d ≥ 0. This, from lemma 2, is the same as Δ2(0)Δ3(0)

≥ 0.
The argument for fNash

d ≥ 0 is similar. ��
Finally, we provide a sufficient condition for both ISPs to be better off.
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Proposition 4. If the costs under blind strategies are equal then both the ISPs are better
off in Nash equilibrium.

Proof. We start by noting that, when CS(1) = CR(1), we have Jblind
S = Jblind

R . Also,
from (10), we have JNash

S = JNash
R . This rules out the possibility that one ISP is

strictly better off and the other one is strictly worse off. In addition, propostion 2 rules
out the possibility that both are strictly worse off. Thus, the only remaining possibility
is that they are both better off. ��

3.3 Examples

We provide two examples that show that both ISPs can be better off. We look for func-
tions CS(x) and CR(x) satisfying the following properties. First, they satisfy CS(1) =
CR(1) which, from (10), gives Jblind

S = Jblind
R = Jblind

common = Jtotal(0)
2 , where Jblind

common

is defined to be the common cost under blind strategies. Second, they satisfy JNash
common ≤

Jblind
common, which is the same as Jtotal(fNash

d ) ≤ Jtotal(0) - this basically requires one
of the internal link costs, i.e., CS(x)x and CR(x)x, to be more convex at x = 1. Now,
both ISPs benefit by choosing an fNash

d ≈ 0 such that the link with the more convex
cost function carries less traffic.

Example 1. When CS(x) = x and CR(x) = x2, we get JNash
common = 0.97 ≤ 1.0 =

Jblind
common.

Example 2. This example uses more realistic per unit cost functions, given by CS(x) =
θN

S

(θD
S −x) and CR(x) = θN

R

(θD
R−x) (in an M/G/1 queue, θN would be proportional to the

variance of service times, whereas θD would be the capacity of the link). Using θN
S =

1.00, θD
S = 1.10, θN

R = 2.00, θD
R = 1.20, we get JNash

common = 9.75 ≤ 10.0 = Jblind
common.

3.4 Can Pricing Be Bad?

In this section we illustrate potential problems with moving away from Bill-and-Keep
peering toward a situation where ISP S charges ISP R an amount pSf

S
R and ISP R

charges ISP S an amount pRf
R
S , for some prices pS and pR. We consider the sequential

game where the ISPs first pick prices, having committed to optimally choosing traffic
splits thereafter. That is, ISP S solves (by choosing 0 ≤ fR

S ≤ 1)

minimize JS(fR
S , fS

R) = CS(fS
S + fS

R)fS
S + CR(fR

S + fR
R )fR

S

subject to fS
S + fR

S = 1 and fS
R + fR

R = 1,

and ISP R solves (by choosing 0 ≤ fS
R ≤ 1)

minimize JR(fR
S , fS

R) = CS(fS
S + fS

R)fS
R + CR(fR

S + fR
R )fR

R

subject to fS
S + fR

S = 1 and fS
R + fR

R = 1

for fixed pS and pR, and this is used, in turn, to calculate the optimal pS and pR.
Using CS(x) = x and CR(x) = x2 (the cost functions from section 3.3), and solving

in the above manner, we get fR
S = fS

R = 0. This is the same as the situation when the
ISPs are routing blindly. In this case both the ISPs are worse off compared to peering
without pricing.
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4 Society’s Performance

The necessary conditions for the society to be better (or worse) off turn out to be the
same as the ones stated in propostion 3 and lemma 3. Intuitively, this makes sense since
the society must be better (or worse) off when both the ISPs are better (or worse) off.

Now we look at sufficient conditions for the society to be better off or worse off. The
following propositions summarize our results.

Proposition 5. If Δ1(0)Δ3(0) ≤ 0 then the society is better off in Nash equilibrium.

Proof. This implies, from lemma 3, that society can’t be strictly worse off. Thus, it
must be better off. ��
Proposition 6. If Δ2(0)Δ3(0) ≤ 0 then the society is worse off in Nash equilibrium.
In addition, one ISP is better off and the other worse off.

Proof. This implies, from proposition 3, that society can’t be strictly better off. Thus, it
must be worse off. Also, since proposition 2 rules out he possibility that both are worse
off, it must be that one ISP is worse off and the other one is better off. ��
We finish the paper with the following specific result

Proposition 7. When the per unit cost functions are linear, society is better off in Nash
equilibrium.

Proof. To do so, we use the linear cost functions CS(x) = θSx and CR(x) = θRx,
where θS > 0 and θR > 0. In Nash equilibrium, we get

fS
S = fS

R =
θR

(θS + θR)
(29a)

fR
S = fR

R =
θS

(θS + θR)
. (29b)

Next, we assume that the society is strictly worse off. This gives

JNash
total =

4θSθR

(θS + θR)
> (θS + θR) = Jblind

total , (30)

which reduces to
0 > (θS − θR)2, (31)

which is always false. Thus, we have a contradiction. ��

References

1. DeGraba P., ”Bill and Keep at the Central Office as the Efficient Interconnection Regime”,
OPP Working Paper Series, 33, December 2000.

2. Fudenberg D. and Tirole J., ”Game Theory”, MIT Press, 2000.



Can “Bill-and-Keep” Peering Be Mutually Beneficial? 747

3. Huston G., ”ISP Survival Guide: Strategies for Running a Competitive ISP”, John Wiley and
Sons. New York, 1999.

4. Johari R., ”Routing and Peering in a Competitive Internet”, MIT LIDS Publication 2570,
January 2003. Available at http://www.stanford.edu/r̃johari/.

5. Laffont J.J., Marcus S., Rey P., and Tirole J., ”Internet Interconnection and the Off-Net-Cost
Pricing Principle”, RAND Journal of Economics, 34(2):370-390, Summer 2003.

6. Marcus J.S., ”Designing Wide Area Networks and Internetworks: A Practical Guide”, Addi-
son Wesley, 1999.

7. Norton W.B., ”Internet Service Providers and Peering”, 2001. Available at http://www.
equinix.com.

8. Shakkottai S., Srikant R., ”Economics of Network Pricing with Multiple ISPs”, IEEE Infocom
2005. Available at http://www.ifp.uiuc.edu/s̃shakkot/.

9. Shneorson S., Mendelson H., ”Internet Pricing, Capacity and Pricing”, Stanford Graduate
School of Business Working Paper, June 2003.



 

X. Deng and Y. Ye (Eds.): WINE  2005,  LNCS 3828, pp. 748 – 757, 2005. 
© Springer-Verlag Berlin Heidelberg 2005 

Design of P2P Grid Networking Architecture Using 
k-Redundancy Scheme Based Group Peer Concept 

Yong-Hyuk Moon, Byung-Sang Kim, and Chan-Hyun Youn 

School of Engineering, Information and Communications University, 
119, Munjiro, Yuseong-gu, Daejeon 305-714, Korea 
{yhmoon, bskim, chyoun}@icu.ac.kr 

http://ansa.icu.ac.kr/ 

Abstract. Currently, there are many system requirements to guarantee the scal-
ability, fault-tolerance, and high performance in the rapidly evolving research 
fields such as Grid and P2P technologies. Due to the dynamic nature of the Grid 
computing and P2P in networks, the behavior of system might be very unpre-
dictable in respect of reliability. In this paper, we propose the Group Peer based 
P2P Grid system architecture with k-Redundancy Scheme1 that can satisfy these 
requirements. With respect to load balancing, this P2P Grid system clearly 
shows that redundancy scheme of group peer guarantees the reliability for re-
source or service discovery. Through the theoretical analysis and simulation, we 
discuss the performance of the proposed scheme. 

1   Introduction 

The many meaningful trials for the development of Grid computing [1, 3] and Peer-
to-Peer (P2P) [4, 5] networks as the prominent distributed computing paradigm, en-
able us more closer to access and use some network based computing services from 
any where at any time freely. Grid computing has emerged as a significant research 
area; distinguished from the conventional distributed computing style by concentrat-
ing on large scale resource sharing, innovative applications, and high performance 
orientation. On the other hand, P2P in the past years has got an immense popularity 
by supporting two main classes of applications such as file sharing and highly parallel 
computing. These two technologies appear to have the same ultimate objectives:  the 
pooling and coordinated use of large number of distributed resources. 

However, the current architecture tends to focus on different requirements in a 
same aspect. First, with regard to resource management Grid computing can provide 
more robust and powerful set of resources because of an idea of virtual organization 
(VO) [1]. And in the case of target applications, one significant point of differentia-
tion between implemented Grid and P2P system is that the former is apt to have more 
data-centric characteristic. In contrast, P2P is far larger than Grid since P2P supports 

                                                           
1 This research work has been supported by Grid Middleware Center, ITRC program of the 

Korea Ministry of Information and Communications. 
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the strong functionality in terms of connectivity even though P2P exists on the  
unstructured based network architecture. Yet, Grid computing still stays at the con-
ception of organization based model. Finally when it comes to fault, just simple check 
pointing and restarting are deployed to Grid information system. For greater reliabil-
ity, Grid developers should consider fault tolerance at the application level. For that 
reason, we need to us decentralized P2P algorithms, which avoid critical failure 
points. However a few of noteworthy researches have made efforts currently how to 
combine Grid to P2P with a view of high reliability. 

In this paper, we propose the Group Peer based P2P Grid Architecture with k-
Redundancy Scheme for improving availability in data-centric P2P Grid applications. 
In the section 3, we discuss about the consideration of system design with P2P point 
of view. In section 4, we show the numeric evaluation with k-redundancy algorithm 
for reducing a rate of system error depending on the number of group size and the 
degree of incoming and outgoing links. Finally, we discuss about the performance of 
proposed architecture through the analysis of results from the simulations. 

2   Related Works 

Nevertheless some researchers point out the differences between P2P and Grid as 
mentioned above, requirements of Grid and P2P overlap in many regards. In the arti-
cle [4], authors emphasize that Grid can benefit from the more flexible connectivity 
models used in P2P networks. And they explain possibility of the commonalities and 
synergies between two technologies in terms of the connectivity, access services, 
resource discovery, and fault tolerance. 

Some authors in [2] talk about super peer networks, and it assumes that the degree 
of redundancy of super peers is 2, since if system allows the increment of k-redundant 
super peers, then the number of open connection among super peers increases expo-
nentially as k2. This assumption can be feasible for reducing the experimental com-
plexity however it is not enough to reflect more interactive distributed networks e.g., 
Grid. We believe that P2P Grid would provide more powerful resource sharing tech-
nique for all distributed applications in P2P Grid networks. Two different projects [7, 
8] provide useful measurement results through the experiment using the Grid informa-
tion service over 20 hours. The authors find each usage rate of Grid operations and 
rank them according to a principle of decision by majority. Hence we analyze these 
performance trace data and classify operations to each atomic action as the unit of 
Gird operation. Furthermore, the power-law based network topology [7, 9], each node 
can be ranked by the degree of the links amongst all nodes.  

3   Consideration of System Design 

In this section we consider the consideration for the design of group peer (GP) net-
working architecture concerning enhancement for Grid service reliability provided by 
k-redundancy scheme. 
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3.1   Group Peer Based P2P Grid Networking Architecture 

In order to provide functionalities oriented to P2P networks such as the efficiency of 
search, autonomy, load balancing, and robustness into Grid computing technology, 
we need to employ the suitable model of P2P networks e.g., super peer networks [2]. 

 

Fig. 1. Group peer networking architecture with 2-redundancy 

As depicted in figure 1, basically this architecture consists of three groups, which 
include individual peers. Each peer can freely join to or leave from a group under the 
observation of a virtual group peer (VGP) and it can be classified into two types of 
peer such as a group peer and a client peer (CP). The former has many responsibilities 
to manage a group and peers and to communicate with other group peers. In addition 
group peer has a lot of functionalities as follows: control message processing, re-
source discovery (e.g., services, data, computing elements), and store the metadata of 
client peers with index. Incidentally, it as aspect of Grid middleware has to take active 
roles in the quality of services (QoS) negotiation, job execution with monitoring, and 
management of result sets. However the latter, client peer, can be considered as a 
resource consumer and a resource provider at the same time in the proposed system 
based on P2P Grid computing environments. As described in figure 1, there are two 
group peers in a group relatively. This means that only two group peers have to han-
dle all connections from client peers in a group, in spite of large growth of CP. 
Shortly without any alternative ways, it is obvious that group peer will experience a 
problem regarding overload. Therefore, we discuss a feasible algorithm that improves 
performance in the manners of system load and reliability. 

3.2   k-Redundancy Scheme for P2P Grid 

Fundamentally, we consider a data-centric application such as file sharing, data 
streaming, and storage service. Existing Grid system (e.g., Globus Toolkit [12]) is 
based on high-speed networks to transfer large amounts of data, yet it would not give 
any progressive solutions how to protect some failures of single-point in order to 
guarantee integrity and validation of large volumes of traffic data. Hence to avoid this 
kind of defeat, we suggest the k-redundancy algorithm to overcome the instability  
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especially due to heavy burden of loads on group peers. It offers criteria to generate 
new group peers for the reduction of additional loads on VGP caused by the large 
growth of request for example resource or service discovery. 

 

 

Fig. 2. This figure shows the election and degradation of group peers. The arrow with number 1 
is to represent an election flow for choosing new group peer to decrease system load or to 
repair some unexpected failures. And 2nd arrow means a flow to degrade group peer into client 
peer owing to lack of capability to perform a P2P Grid jobs or services. 

With overlay networks point of view, the upper plane is a group peer layer as the 
management domain composing of group peers. In this plane, every group peer takes 
the form of full mesh networks. Shortly, group peers are formalized to pure P2P. The 
lower plane includes network elements, which can be considered to P2P Grid re-
sources. Some peers out of cloud are to mean client peers that have a possibility to 
take part in P2P Grid networks. In this overlay architecture, centralized searching 
based GP can archive the decentralized resource discovery providing global view 
through querying among GPs. This way can provide effects of reduction in terms of 
complex query such as flooding based searching protocol in the Gnutella [6]. 

3.3   Analytical Model 

By using the analytical model shown in figure 3, we calculate the system load from 
incoming, outgoing traffic and processing power on group peers for resource or ser-
vice discovery. Figure 3 shows the basic symbols to represent values of each factor. 
Especially, DegIN and DegOUT mean the degree of incoming links and outgoing links 
respectively. With the DegIN and DegOUT, we determine the unit of cost originated 
from incoming and outgoing links. Therefore by using these symbols we can compute 
the relativity of each action’s occurrence respectively which can be expressed to a 
percentage of arbitrary number. In a paradigm of the distributed computing, every 
operation can be divided into several atomic actions. Especially in this paper, we 
determine that atomic actions such as add, modify, delete, and search are smallest 
units of execution for resource discovery. To show clarity of this model, we present 
the detailed notations in next section. 
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Fig. 3. Analytical model for GP based P2P Grid architecture 

4   Numerical Evaluation of the GP Based P2P Grid 

4.1   Network Load on a Group Peer 

The Degree of Incoming and Outgoing Link. Frequently, client peers get or lose 
links to a group peer or member in VGP. So, DegIN can be dynamically changed ac-
cording to the number of client peers. This condition can be applied to DegOUT be-
cause it might be affected by DegIN. Let define average value of DegIN as follows: 
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Where, #CPi is the number of client peers in the ith group, N denotes the total number 
of peers in entire networks, and GroupSIZE means the #CP in each group. We assume 
that all groups are composed of the same size of group. Especially, ilGP

OUTDeg  is the 

degree of outgoing links from the lth group peer in the ith group. In same manner of 
previous derivation, we find the average value of DegOUT of a particular GP. 
 
The Load of Network on a Group Peer. We can derive the expected network load 
with respect to the incoming links considering the DegIN. 
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Where, 
, |k

i IN LOAD IE GP J−
 means the expected load of incoming links under the condi-

tion of k-redundant group peer in the ith group. And parameters such as , , , andα β χ δ  

are set to constant values, which correspond to the proportion of the number of occur-
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rence of particular atomic action within the Grid operations at job instance JI. These 
parameters affect the degree in incoming link as weighted values. Next, frequency 
parameters such as , , ,

i i i i

jl jl jl jl
ADD DEL MOD SERf f f and f  should be derived from the rate how 

often peers try to send query or control message made of individual atomic action. 
Since the expected load of outgoing links to exchange data and message among VGPs 
can be modeled by similar manner, we estimate the expected value of outgoing net-
work load. Moreover, we use the average degree of outgoing link, . OUTAvg Deg  to 

reduce the unexpected fractions through the flooring. From the Eq. (1) and (2), finally 
we obtain a result to determine the average network load on a single VGP. 

, , ,| | |k k k
i NET LOAD I i IN LOAD I i OUT LOAD IE GP J E GP J E GP J− − −= + . (3) 

4.2   Processing Load on a Group Peer 

In this part we discuss the system load by processing messages in a group peer. Thus, 
we need to consider how to estimate a performance of processing a message in a 
group peer. As a feasible way to calculate processing load, we take a proportion of 
elapsed time to the total execution time for computing message including four differ-
ent requests divided into atomic actions. Each message for a particular atomic action 
has fixed byte size. Thus, if we get the proportion of each atomic action in a packet, 
we expect the average time to process each message. Additionally, we should con-
sider that processing load dynamically could be changed by the influences of a vol-
ume and frequency of incoming and outgoing messages. Consequently, we define a 
formula to express the expected processing load on a group peer as follows: 
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(4) 

From Eq. (4), t is the unit time to execute a message with processing options, such as 
add, delete, modify, and search. And T means the total processing time for all mes-
sages requested by client peers in a group. Since it is necessary to process all requests 
via a group peer or VGP, the 

,degl
IN OUT

is defined to the degree of network link includ-

ing incoming and outgoing traffic on a group peer. 

4.3   Overall Load and System Availability 

In the previous section 4.2, we described the network and processing load respec-
tively on a single group peer. In one group, we cannot account for correct patterns of 
load made by all connections among VGPs, and unexpected conditions causing addi-
tional overhead to the other groups. For these reasons, we have to show the system 
load in the whole groups in P2P Grid networks in order to reflect of more realistic 
system architecture. Furthermore, since the local group peer frequently shows insta-
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bility like failures of single point, we derive an expectation function with respect to 
system load at the job instant JI. 

{ }
/ /
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As the understandable solution, we utilize the probabilistic estimation approach to 
evaluate our analytical model with respect to system availability. We simplify the 
system availability model below: 
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Where, #GPi is defined as the number of group peers in the ith P2P group and q means 
the number of failures. 

ilGP
A is an availability of the lth group peer belonging to the ith 

group when failure occurs q times with the #GPi. C(q, #GPi) is the cost within the 
same condition as mentioned above. Therefore, by extending a model of system avail-
ability we derive real load to be treated by the Group peer based P2P Grid system. 
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Equation (5) and (7) provides different point of view about system load. The equa-
tion (5) is the overall load to be managed by the entire system. On the other hands, 
equation (7) means the system availability. In short, there obviously exist differences 
between the load can be handled and be requested to perform by the system. After all, 
we use the quantitative analysis to get a real error rate due to a probabilistic instability 
of the system. Until now, we discuss the numerical evaluation of the proposed system 
with respect to the load performance and system availability based on the k-
redundancy scheme. 

5   Simulation and Discussion 

To evaluate the effective of the proposed P2P Grid system architecture, in table 1 we 
set the initial values of parameters that denote a status of real networks [6, 7, 8]. Basi-
cally, we assume that the networks cover 10,000 (N) peers for a consideration of scal-
ability. Then each group is constructed with 10 ~ 50 peers including the group peers. 

Table 1. Configuration of parameters 

Parameters Default range of values 
, , ,α β χ δ  1for α β χ δ+ + + ≤  

# iCP  2 2~ ( , ), 0 1 ( ., 0.15)CP CP CP CPNormal for egμ σ σ ωμ ω ω= ≤ < =  
( ,# )

i
iGP

A q GP
 

~ (0.5, 0.95)Uniform  

5.1   Overall Load on GP vs the Degree of Incoming Links 

As for evaluation of the k-redundancy scheme in Group Peer based P2P Grid system, 
firstly we compare the overall load occurred from single group peer in a group using 
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different DegIN range of 10 through 150. According to analytical model shown in the 
figure 3, we simulate the proposed architecture with various degree of redundancy 
from 1 to 5. The simulation results in figure 4 show the effectiveness of load balanc-
ing. As increasing k, each group peer would have a lower system load. It means that 
the proposed system could be a solution against failures of single-point owing to over-
head. 
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(a)       Load on a single GP   (b)       Load on all GPs 

Fig. 4. (a) Overall load on a group peer vs the degree of incoming links. (b) Overall load on 
group peers vs the degree of incoming links. And GroupSIZE is fixed to 20 for both of them. 

Therefore, k-redundancy scheme is an acceptable scheme for sharing loads, which 
might be converged to a single group peer, if k equals to 1. Under identical conditions 
for evaluation of overall loads, we show overall loads on all group peers (or VGP) 
according to the various numbers of incoming links. In the case of the small number 
of incoming links, however there is no difference of the load as increase of the 
amount of loads in comparison of k=1 and k=5 respectively. We see much larger gap 
of load in figure 4. On the other hand, as for large #CP, all group peers in VGP ex-
perience the increment of system loads, since group peers should deal with more 
frequent requests such as join, leave, and resource discovery which make additional 
overhead in VGP. Therefore we have to determine the degree of redundancy propor-
tional to the overall loads. 

5.2   System Availability, Error Rate vs Group Size 

In this section, we show system availability, which means the actual criterion of sys-
tem performance. And we describe error rate versus the different size of group. We 
use a probabilistic estimation approach to calculate availability in the proposed sys-
tem architecture. 

Figure 5 compares the system availability and error rate versus the size of group 
under different degree conditions. Figure 5-(a) shows large error rates over the range 
of group size. At maximum value of group size, especially there is a big fraction over 
than 30% approximately. It means that without any consideration for protecting sys-
tem from the unexpected instabilities, system could easily fail to execute jobs. Thus 
we should decide how large k could be used to enhance the performance. And from 
the figure 5-(b) and (c), we can see that k-redundant group peers overcome the prob-
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lem encountered in figure 5-(a). Namely, system can obtain more powerful capability 
to process jobs, so that Group peer based P2P Grid Architecture decreases a rate of 
failures as much. In an evaluation step of the 5-redundant group peer, the system 
availability is much closer to the total amount of load handled by all group peers. As a 
result, k-redundancy algorithm can support the load balancing and guarantee the high 
availability of system with probabilistic model-based approach. 
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(a)       No – Redundancy (k =1)    (b)       2 – Redundancy (k =2) 
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(c)       5 – Redundancy (k =5) 

Fig. 5. System availability and error rate vs size of p2p group 

6   Conclusion 

In this paper, we introduced the Group Peer based P2P Grid Architecture using the k-
redundancy concept for improving the capabilities to process system loads and the 
probabilistic availabilities to avoid failures of single-point. As the first phase to ar-
chive these benefits, we design the Grid architecture based on P2P networks. Espe-
cially we propose the Group Peer concept as the P2P Grid middleware. Secondly, we 
describe the detailed procedures how the proposed system outperforms the conven-
tional scheme in terms of scalability and flexibility. Through performance evalua-
tions, we have shown that effectiveness of load balancing in a group and overall sys-
tem availability could be determined by the degree of redundancy for group peers. 
The proposed redundancy scheme decreases the error rate of the system as well. 
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Abstract. Behavior analysis of credit cardholders is one of the main
research topics in credit card portfolio management. Usually, the card-
holder’s behavior, especially bankruptcy, is measured by a score of ag-
gregate attributes that describe cardholder’s spending history. In the
real-life practice, statistics and neural networks are the major players to
calculate such a score system for prediction. Recently, various multiple
linear programming based classification methods have been promoted
for analyzing credit cardholders’ behaviors. As a continuation of this re-
search direction, this paper proposes an integrated classification method
by using the fuzzy linear programming (FLP) with moving boundary
and Fisher Linear Discriminant analysis(LDA). This method can im-
prove the accurate rate in theory. In the end, a real-life credit database
from a major US bank is used for explaining the idea as an example.

1 Introduction

Data Mining, an intersection area of human intervention, machine learning math-
ematical modeling and databases, is a powerful information technology (IT) tool
in today’s competitive business world. Classification is one of the important func-
tions of data mining. There are two steps in classification. In the first step, a
model is built describing a predetermined set of data classes or concepts, which
is also known as supervised learning. In the second step, the model is used for
classification. Classification has numerous applications in different disciplines,
including medicine [14], credit card portfolio and credit ranking [9,10], strategic
management [15].

In credit cardholder behavior analysis, the issue of predicting bankruptcy in
advance and avoiding huge charge-off losses is critical for credit card issuers (or
banks). Generally, the goal of using the classification models for credit card-
holder behavior analysis is to find the common characters and patterns of per-
sonal bankruptcy. Although the commercial software (e.g.IBM Intelligence Miner
and SAS Enterprise Miner) can be adopted to predict patterns of credit card
bankruptcy, the prediction accuracy in specific aspects is not satisfactory. In fact,
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both practitioners and researchers have tried a number of quantitative methods
to conduct the credit card portfolio management to meet the specific needs,
namely, statistics [7], neural networks [8], and multiple criteria linear program-
ming [6, 10]. A common characteristic of these models is that they divided the
behaviors of the cardholders into two predefined classes: bankrupted accounts
and non-bankrupted ones according to their historical records. Then by those
methods they calculate the Kolmogorov-Smirnov (KS) value which measures the
largest separation of the two cumulative distributions of bankrupted accounts
and non-bankrupted ones in a training set [2]. Thus, these methods can be gen-
erally regarded as two-class classification models in credit cardholder behavior
analysis.

In the linear programming discriminant models, the misclassification of data
separation can be described by two kinds of objectives in a linear system. First,
the minimal distances of observations from the critical value are maximized
(MMD). Second, separate the observations by minimizing the sum of the devi-
ations (MSD) of the observations. This deviation is also called ”overlapping.”
The compromise solution in multiple criteria linear programming locates the
best trade-offs between MMD and MSD for all possible choices.

Fisher linear discriminant analysis (LDA) (Fisher, 1936) is based on the min-
imum incorrect rate ECM. It regards that the different groups have different
means and variances. Later it has been improved to QDA[13], which is better
than LDA in some aspect. Fisher linear discriminant analysis has been success-
fully applied to face recognition area in the past few years.

According to different characters of data set, different classification methods
will show their advantages. But different method has its shortcoming too, thus an
integration method would be a good idea to integrate their advantage together
while reducing their shortcomings. In this paper, we analyzed the pattern of
misclassification of LP by the FLP model with moving boundary, and proposed
an integration method of LP and LDA, which can improve the accuracy of LP.
Moreover we explained in theory and by example.

This paper will proceed as follows. In section 2 we review the basic concepts
of linear programming discriminant models and the MCLP compromise solution
to data analyses. In Section 3 we review the ideas of Fisher linear discriminant
model. In Section 4 we elaborate the model of FLP model with moving boundary
and get the algorithm of mixing linear programming discriminant method and
Fisher linear discriminant method together for credit cardholder behavior anal-
ysis. In Section 5 we use a real-life credit database from a major U.S. bank for
empirical study to show how our method works. The further research problems
will be outlined in Section 6.

2 LP, FLP and MCLP Models for Classification

Research of linear programming (LP) approaches to classification problems was
initiated by Freed and Glover [3]. A basic framework of two-class problems can
be presented as:
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Given a set of r variables (attributes) about a cardholder a = (a1, · · · , ar), let
A = (Ai1, · · · , Air)be the development sample of data for the variables, where
i = 1, · · · , n and n is the sample size. We want to determine the best coefficients
of the variables, denoted by X = (x1, · · · , xr), and a boundary value b (a scalar)
to separate two classes: G(Good for non-bankrupt accounts) and B(Bad for
bankrupt accounts); that is,

AiX ≤ b, A ∈ B (Bad) and AiX ≥ b, A ∈ G(Good).

To measure the separation of Good and Bad, we define:

αi = the overlapping of two-class boundary for case αi (external measurement);
α= the maximum overlapping of two-class boundary for all cases Ai(αi < α);
βi = the distance of case Ai from its adjusted boundary (internal measurement).
β= the minimum distance for all cases Ai from its adjusted boundary (βi > β).

A simple version of Freed and Glover’s [3] model which seeks MSD can be
written as:

Minimize
∑

αi

Subject to: AiX ≤ b + αi, Ai ∈ B, (1)
AiX ≥ b− αi, Ai ∈ G,

Where Ai are given, X and b are unrestricted, and αi ≥ 0.
The alternative of the above model is to find MMD:

Maximize
∑

βi

Subject to: AiX ≥ b− βi, Ai ∈ B, (2)
AiX ≤ b + βi, Ai ∈ G,

Where Ai are given, X and b are unrestricted, and βi ≥ 0.
A hybrid model [4] that combines models (M1) and (M2) can be:

Minimize
∑

αi −
∑

βi

Subject to: AiX = b + αi − βi, Ai ∈ B, (3)
AiX = b− αi + βi, Ai ∈ G,

Where Ai are given, X and b are unrestricted, and αi,βi ≥ 0 respectively.
The advantage of this conversion is to easily utilize all techniques of LP for

separation, while the disadvantage is that it may miss the scenario of trade-offs
between these two separated criteria.

Shi et al [10] applied the compromise solution of multiple criteria linear pro-
gramming (MCLP) to miimize the sum of αi and maximize the sum of βi simul-
taneously. A two-criteria linear programming model is stated as:

Minimize
∑

αi and Maximize
∑

βi

Subject to: AiX = b + αi − βi, Ai ∈ B, (4)
AiX = b− αi + βi, Ai ∈ G,

Where Ai are given, X and b are unrestricted, and αi,βi ≥ 0 respectively.
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Define the membership functions can be expressed respectively by:

μF1(x) =

⎧⎨⎩
1, if

∑
αi ≥ y1U ;

αi−y1L

y1U−y1L
, if y1L <

∑
αi < y1U

0, if
∑

αi ≤ y1L

μF1(x) =

⎧⎨⎩
1, if

∑
βi ≥ y2U ;

βi−y2L

y2U−y2L
, if y2L <

∑
βi < y2U

0, if
∑

βi ≤ y2L

So FLP classification Model (5) can be obtained by He and Shi etc [1], which
mean we relax the objective function.

Minimize ξ

Subject to: ξ ≤
∑

αi − y1L

y1U − y1L
,

AiX = b + αi − βi, Ai ∈ B, (5)
AiX = b− αi + βi, Ai ∈ G,

Where Ai, y1L, y1U and y2L are known, X and b are unrestricted, and αi,βi,ξ ≥ 0,
respectively.

In compromise solution approach [9,11], the best trade-off between −∑
αi

and
∑

βi is identified for an optimal solution.To explain this, assume the “ideal
value” of −∑

αi be α∗ > 0 and the “ideal value” of −∑
βi be β∗ > 0.Then, if

−∑
αi > α∗, the regret measure is defined as −dα

+ =
∑

αi+α∗, otherwise, it is
defined as 0. If −∑

αi < α∗, the regret measure is defined as dα
− =

∑
αi +α∗;

otherwise, it is 0. Thus an MCLP model for two-class separation is presented as:

Minimize dα
− + dα

+ + dβ
− + dβ

+

Subject to: α∗ +
∑

αi = dα
− − dα

+,

β∗ −
∑

βi = dβ
− − dβ

+,

AiX = b + αi − βi, Ai ∈ B, (6)
AiX = b− αi + βi, Ai ∈ G,

Where Ai,αi,and βi are given, X and b are unrestricted, and αi,βi, dα
−, dα

+,
dβ

−, dβ
+ ≥ 0 respectively.

The MCLP compromise approach is to determine the classification of Good
and Bad according to the minimization of the ”distance” function dα

− + dα
+ +

dβ
− + dβ

+ (which offers the best trade-off of MMD and MSD).
Note that for the purpose of classification, a better classifier must have the

higher accuracy rate. The basic idea is to given a threshold of correct classi-
fication as a simple criterion; the better classifier can be found through the
training process whenever the accuracy rate of the model exceeds the threshold
[6]. Through adjusting the value of b, we can get the criteria we need.
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3 Fisher LDA Models for Classification

For two-group classification, the objective is to maximize the projection points
of the two group centers, which is estimated by the mean value:

Maximizef(â) =
(â′X̄1 − â′X̄2)2

â′SP â
(7)

Here, the sample expectation of each group X̄1, X̄2 and the whole sample co-
variance SP are estimated respectively as following:

(X̄1)P∗1 =
1
n1

n1∑
j=1

X1j , (S1)P∗P =
1

n1 − 1

n1∑
j=1

(X1j − X̄1)(X1j − X̄1)′

(X̄2)P∗1 =
1
n2

n2∑
j=1

X2j , (S2)P∗P =
1

n2 − 1

n2∑
j=1

(X2j − X̄2)(X2j − X̄2)′

By Cauchy-Schowarz inequality, the optimal solution for M7 can be gotten as

â = SP
−1(X̄1 − X̄2)

Thus the two theories describe this classification method [13,16].

Theorem 1. ŷ = a′X = (X̄1− X̄2)′S−1
P X is the optimal solution to the projec-

tion functionf(â) = (â′X̄1−â′X̄2)2

â′SP â

Theorem 2. Fisher classification rule: if ŷ0 = a′X0 = (X̄1 − X̄2)′S−1
P X0 ≥ m̂,

then the sample will be put in Group one, otherwise the sample will be in Group
two. Here,

m̂ =
1
2
(X̄1 − X̄2)′SP

−1(X̄1 + X̄2)

This method is especially good if the distribution of the datum is normal. Fisher
linear discriminant analysis has been successfully applied to face recognition area
in the past few years. In fact there are two kinds of mistakes in two-classification
problem; risks of putting one element belonging to a group into another. The
ideal classification method is to make the two kinds of mistake as less as possible,
i.e. to improve the accurate rate at the same time. Another trade-off method
from the Fisher LDA, We can control one mistake rate in a level and improve
the accurate rate at the same time.

4 The Integration Idea of FLP and Fisher LDA

Define the membership functions can be expressed respectively by:

μF1(x) =

⎧⎨⎩
1, if

∑
αi ≥ y1U ;

αi−y1L

y1U−y1L
, if y1L <

∑
αi < y1U

0, if
∑

αi ≤ y1L
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μD1(x) =

⎧⎨⎩
1, if AiX ≤ b + αi, i ∈ B

1− AiX−(b+αi)
d0

, if b + αi < AiX < b + αi + d0, i ∈ B

0, if AiX ≥ b + αi + d0, i ∈ B

μD2(x) =

⎧⎨⎩
1, if AiX ≥ b− αi, i ∈ G

1 + AiX−(b−αi)
d0

, if b− αi − d0 < AiX < b− αi, i ∈ G

0, if AiX ≤ b− αi − d0, i ∈ G

Here d0 is a flexible coefficient. So we get the next model based on (M1)

Maximize ξ

Subject to ξ ≤
∑

αi − y1L

y1U − ylL

ξ ≤
∑

βi − y2L

y2U − y2L

ξ ≤ 1− AiX − (b + αi)
d0

, Ai ∈ B (8)

ξ ≤ 1 +
AiX − (b− αi)

d0
, Ai ∈ G

Where Ai, y1L , y1U , y2L and y2U are known, X and b are unrestricted, d0 is a
flexible coefficient, and αi, βi, ξ ≥ 0.

From (M8) we can think about this problem: how about the result if we move
b when we compare the score with boundary?

An algorithm of FLP with moving b can be outlined as:

Step 1. Build a data mart for a task data mining project.
Step 2. Generate a set of relevant attributes or dimensions from a data mart.

Transform the scales of the data mart into the same numerical measurement and
determine predefined classes, classification threshold τ , training set and verifying
set.

Step 3. Give a class boundary value b∗. Use model (M8) to learn and com-
pute the overall score AiX of the relevant attributes or dimensions over all
observations repeatedly.

Note: After get the overall score AiX
∗, not classify AiX

∗ with boundary b∗,but
with b∗.

Step 4. Adjust ε to find the super or feasible line b∗ ± εd0
Step 5. If the accuracy rate of classification exceeds the threshold , go to

step 6. Otherwise, go back to Step 3 and choose another boundary value b∗∗.
Step 6. Apply the final learned score X∗ and final boundary b∗ ± εd0 , to

predict the unknown data in the verifying set.

From the experimental result based on the algorithm of FLP with moving b, we
find that most of the score pointed listed near the b∗, so when b∗±εd0 is regarded
the new boundary, the classification accurate changes a lot, which means most
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of the data misclassified are near the boundary. Table 2 in section 5 shows us
some result about this. A new idea to improve the accurate rate of LP, FLP and
MCLP comes with above result. That is the idea of integration of LP and Fisher
LDA. There are three steps in the process.

A new idea to improve the accurate rate of LP, FLP and MCLP comes with
above result. That is the idea of integration of LP and Fisher LDA. There are
three steps in the process.

Step 1. Training, built the LP classification model and LDA model based on
the training data in the data warehouse.

Step 2. Testing; compute AiX to get the score by LP model, if AiX near the
boundary b, which means AiX ∈ [b − ε1, b + ε1] , then go to step 3, otherwise
predict it with the LP model.

Step 3. Use Fisher LDA model to predict it.

The process above shows us how the integration idea of LP and LDA works.
Section 5 lists an example to show the idea based on the algorithm of FLP with
moving boundary.

5 Example

In this section, a real-life data mart with 65 derived attributes and 1000 records
of a major US bank credit database is first used to train the FLP with moving
boundary classifier. Then, the training solution is employed to predict the spend-
ing behaviors of another 5000 customers from different states. Finally, we use
the distribution chart of the training score AiX to show the reason we integrate
the LP method and Fisher LDA.

There are two kinds of accuracy rates involved in this section. The first one
is the absolute accuracy rate for Bad (or Good) which is the number of actual
Bad (or Good) identified divided by the total number of Bad (or Good). The
second is called catch rate, which is defined as the actual number of caught Bad
and Good divided by the total number of Bad and Good.

The following computation is based on (M1), FLP of (M1) and (M8) (FLP
of M1 with moving boundary) because we want only to show the reason of this
integration idea, although the classification result of model 1 is not the best one
among them.

Table 1 indicates that FLP model is a little better for LP for this credit
card portfolio classification. And the following table shows the training result
and testing result of (M8), an FLP model with moving boundary. It also shows
that the little change of the boundary will influence the change of accurate
rate.

The distribution of score AiX with the fixed boundary the boundary 0.5
for group “Good” and “Bad” based on (M8) shows that many scores are near
the boundary respectively. That is the reason why the accurate rate changes
a lot when the boundary is moved a little. What is more, the distribution of
data misclassified shows most of their scores are near the boundary 0.5 for 191
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Table 1. Training result of unbalanced 1,000 records

Absolute Accuracy Rate (M1) Absolute Accuracy Rate (FLP of M1)
Different Good(%) Bad(%) Catch Rate Good(%) Bad(%) Catch Rate )
b value by (M1) by (FLP of M1)
b=2 0.880233 0.371429 0.809 0.881395 0.3714285 0.81
b=1.1 0.87907 0.378571 0.809 0.87907 0.3785714 0.809
b=0.5 0.87907 0.378571 0.809 0.880233 0.3785714 0.81
b=-0.5 0.682558 0.242857 0.621 0.712791 0.2642857 0.65
b=-1.1 0.682558 0.242857 0.621 0.712791 0.2642857 0.65
b=-2 0.682558 0.242857 0.621 0.712791 0.2642857 0.65

Table 2. Training result of 1000 records and Testing results of 5000 records

Training :Absolute Accuracy Rate Testing: Absolute Accuracy Rate
(M8) (M8)

Different b Good(%) Bad(%) Catch Rate Good(%) Bad(%) Catch Rate )
b value moved by (M8) by (M8)
b=2 1.8 1 0.007143 0.861 0.998327 0.004908 0.8364
d0=0.1b 2 0.880233 0.378571 0.81 0.861888 0.393865 0.7856

2.04 0.655814 0.9 0.69 0.663321 0.790184 0.684
2.05 0.622093 0.928571 0.665 0.627001 0.819632 0.6584
2.1 0.49186 0.957143 0.557 0.513501 0.892025 0.5752
2.2 0.327907 0.992857 0.421 0.346237 0.959509 0.4462

b=1.1 1.09 0.973256 0.128571 0.855 0.940741 0.158282 0.8132
d0=0.1b 1 0.87907 0.378571 0.809 0.861649 0.393865 0.7854

1.11 0.77093 0.778571 0.772 0.766069 0.644172 0.7462
b=0.5 0.49 0.989535 0.042857 0.857 0.972043 0.068712 0.8248
d0=0.1b 0.5 0.87907 0.378571 0.809 0.861888 0.392638 0.7854

0.51 0.654651 0.9 0.689 0.662605 0.790184 0.6834

Table 3. Training and Testing result of LP and LDA

Training Testing
T-g T-b Total T-g T-b Total

LP
Good 756 104 860 3607 578 4185

Bad 87 53 140 495 320 815
Total 843 157 1000 4102 898 5000
LDA
Good 725 135 860 3293 892 4185
Bad 39 101 140 176 639 815
Total 764 236 1000 3469 1531 5000

misclassified records. That demonstrates the problem existing in LP classification
in this Credit Classification.(The distribution charts are omitted due to the
limited space.)
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Table 4. Misclassified record number of LP and LDA

LP Share LDA
104 63 135
87 51 39
191 114 174

The next question we should consider is that how about result of Fisher
LDA for this data set. If LDA and LP misclassified all of the same records,
the integration idea is not useful. From Section 2 and Section 3 we know the
two methods are based on different idea in theory. Considering the misclassified
records in Table 4, we find that LP and LDA method don’t share all the records,
which shows the feasibility of the integration method.

6 Concluding Remarks

In this paper, we have proposed an integrated method of LP and LDA, which can
improve the accuracy of LP. Moreover we explained in theory and by example.
According to different characters of data set, different classification methods will
show their advantages. For example, neural network and SVM method shows its
high accurate rate in classification. QDA and LDA show their power dealing with
Gauss distribution data set. LP and MCLP are good for knowledge explanation
and easy to understand. But different method has its shortcoming too, so an
integration method may be a good idea to integrate their advantage together
while reducing their shortcomings. Here the integration idea of LP and LDA is
proposed. To explain this method we just give a simple example based on the real
data from a bank. However there are several detail problems to be researched in
future, for example, how ε1 is valued and how it affects the accurate rate will be
studied. In theory the integration idea of LP and LDA can be used to FLP-LDA,
MCLP-LDA. More testing will be done on this method and the result of these
ongoing projects will be reported in the near future.
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Abstract Cooperation is an important speciality of human behaviour. Unlike 
most creatures, people frequently cooperate with genetically unrelated strangers, 
often in large groups, with people they will never meet again. These patterns of 
cooperation can be explained by the theory of indirect reciprocity. That is to say, 
cooperation appears because it confers the image of a valuable community 
member. In a sense, to discriminate a valuable member is prerequisite for 
cooperation. By analytic model and computer simulations in this paper, we show 
the essence of cooperation mechanism consists of discriminators and 
punishment. In particular, we show that discriminators of different grades have 
dissimilar effects. 

1   Introduction  

Throughout human evolutional history, crucial human activities like hunting big game, 
sharing meat and warfare constituted public goods. Every group member benefits from 
the “goods”, even though he did not pay any costs of providing the goods. It raises the 
question of why such cooperative activities1 as warfare and big game hunting appear 
[6, 18].  

Explanation of human cooperation is often based on genetic relatedness (kin 
selection [8, 9]) and repeated game (e.g., reciprocity [2,3,20]) . Kin selection is an 
important explanation for human cooperation as well as for other animals. Kin selection 
has become a template of explanation and is gradually extended to cooperation among 
non-kin [16]. However it seems to be implausible to explain human cooperation among 
large group of unrelated individuals in this way. As for the repeated game, though 
capable of explaining why self-regarding individuals would cooperate, it is too 
demanding to meet with in the real world. Indirect reciprocity predominates in real 

                                                           
∗ Corresponding author. 
1  In this paper cooperation means an individual behavior that incurs personal costs in order to 

engage in a joint activity that confers benefits to other members of one’s group(b>c),namely 
altruism. This narrow definition excludes mutually beneficial interactions (mutualisms). 
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world, i. e. one does not expect a return from the recipient, but from someone else. 
Cooperation is channeled towards the valuable members of the community. This has 
been called the “I won't scratch your back if you won't scratch their backs” 
[4]-principle. 

Indirect reciprocity involves reputation and status, and results in every group 
member being continually assessed and re-assessed [1]. Some authors [15,17,21,22,23] 
explained cooperation and beneficial activities by signal. For example, Smith and 
Bliege [17] explore by means of costly signaling theory the altruistic behavior, which 
exists in turtle hunting and public feasting in Meriam of Torres Strait, Australia. 

Boyd and Richerson [5] were the first to develop a mathematical model of 
cooperation based on indirect reciprocity. In their model, individuals are arranged in 
loop. Boyd and Richerson investigated two strategies: up stream TFT(Tit For Tat) and 
downstream TFT. Their analysis of the indirect reciprocity indicated that the conditions 
necessary for the evolution of indirect reciprocity become restrictive as group size 
increases. In a sense, this indirect reciprocity is similar to direct reciprocity. For the 
diversity of society structure, human agents and their interactions tend to form 
embedded graphs which are not rings [7]. 

Cooperation flourishes if altruistic punishment is possible, and breaks down if it is 
ruled out [6]. In other words, punishment is a kind of public goods. Discrimination and 
punishment mechanism are hence prerequisite. 

Nowak and Sigmund [13] developed a model of indirect reciprocity in virtue of 
image scores and modeled the discriminators and defectors. In their model, each 
individual has an image score and a strategy. Each payoff is determined by image  
score and strategy in random match pairs. Simultaneously image score of the  
donor is adjusted. They concluded that cooperation mechanism could be established by 
image score in case of sufficient interactions. They further developed dynamic 
replication equation of cooperators, defectors and discriminators based on indirect  
reciprocity [14]. 

In the real world, each person discriminates for his unique cognitive and physical 
capacity. It is not enough to comprehend the cooperation mechanism with single 
discriminator.  

In view of the complexity of human society, in this paper, we introduce two kinds of 
discriminators which are sorted into low-grade and high-grade. Low-grade 
discriminators are more tolerant, that is, they will cooperate except that the co-player 
chose defection twice in the last two activities. We label it tolerant TFT. High-grade 
discriminators are more stricter, that is, they will cooperate if only the co-player chose 
cooperation twice in the last two activities. We label it Tit for two Tat.2 In this paper, 
we explore the relationship among the cooperation mechanism, different discriminators 
and non-discriminators with mathematical model and computer simulation. We show 
that cooperators are easily invaded by defectors, and discriminators can protect 
cooperators from invading by defectors. The essence of cooperation mechanism 
consists of discriminators and punishment. And tolerant TFT is more inclined to 

                                                           
2  In fact, these two discriminator strategies in this case coincide with a variant of Tit For Tat or 

Tit for two Tat which based on observation not their own experience in his last two interactions. 
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establish cooperation mechanism and Tit for two Tat is in reverse. In summary, Tit for 
two Tat is a kopis with opposite effects under different conditions. 

The paper is organized as follows. In Section 2, we develop a basic model showing 
the process of cooperation evolution of indirect reciprocity by discrimination and 
analyzing the payoff of each kind of individuals. In Section 3, we show that under 
plausible conditions the equilibrium is dynamically stable, and in Section 4, we 
simulate different initial conditions by computer. Section 5 draws some conclusions 
and implications for further research. 

2   A Basic Model   

Assume in a group that there are two kinds of individuals: non-discriminators and 
discriminators. The former always give help, or never. We shall denote the frequency 
of the cooperators by 1x , and that of the defectors by 2x . The discriminators consist of 

low and high. We denote the frequency of them 3x  and 4x  respectively. These 

discriminators assess each member in the group and keep track of their image score. 
Low-grade discriminators are more tolerant, that is they will cooperate unless the 
co-player chose defect in the last two activities. High-grade discriminators are more 
stricter, that is they will cooperate if only the co-player chose cooperation in the last 
two activities. 
    Now we shall assume that each generation experiences a certain number of rounds of 
interactions. In each round, every player is both in the position of a donor and a 
recipient. In each of these roles, the player interacts with a randomly chosen co-player. 
If only few rounds occur, then the likelihood of meeting the same co-player twice is 
very small. In this paper we take no account of this possibility. Simultaneity, we 
assume all can be observed in the group, namely complete information. We also 
assume there is no mutation and social learning in and between each generation. In this 
case, the standard model is replication dynamics. The rate of one strategy’s increase in 
the group is assumed to be linear function of payoff relative to average payoff. 
Therefore, payoff is the rate of successful reproduction.  
    From the last two rounds, discriminators can distinguish among those who have 
helped twice and thereby acquired score G(good)3, those who have helped once and 
thereby acquired score M(medium), and those who have withheld assistance twice, and 
acquired score B(bad). Low-grade discriminators help G-players and M-players. 
High-grade discriminators only help G-players. In the n-th round, ng , nm , nb  denote 

the frequency of that score is G, M and B respectively. 
We can obtain 311 xxg += , 01 =m , 421 xxb += . Then,  

( )
( ) ( )

( )++=
+++=

++=

44222

4313422

33112

xxxxb

xxxxxxm

xxxxg

                                              (1) 

                                                           
3 There is a subjective probability in Nowak and Sigmund ’paper. In this paper we assume p=1, 

that is low-grade discriminator deem the co-player is good at the beginning of each generation. 
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Clearly, 
( )
( )

−−=
+++=
+++=

−−

−−

nnn

nnn

nnn

bgm

xmxxbxb

xmxxgxg

1
414312

314311

                                            (2) 

    In the first round, the payoff4 for a cooperator is ( )31 xxbc ++− . The payoff for a 

defector is similarly ( )31 xxb + . The payoff for a low-grade discriminator is 

( )31 xxbc ++−  and that for a high-grade discriminator is ( )31 xxb + . 

    In the second round, the payoff for a cooperator is ( )431 xxxbc +++− . The payoff 

for a defector is 1bx . The payoff for a low-grade discriminator is ( )( )22 mgcb +−  and 

that for a high-grade discriminator is ( ) 2gcb − . 

    In the n-th round(n>3), the payoff for a cooperator is ( )431 xxxbc +++− . The 

payoff for a defectors is 1bx . For a low-grade discriminator, the proportion of G and B 

is 1−ng  and 1−nb . Adding up, the payoff is ( ) ngcb − . The payoff for a high-grade 

discriminator is similarly ( ) ngcb − .  

    The structure of a game has invariability if the same value is subtracted from all 
payoff functions [10]. We then obtain as normalized payoff functions 

 ( )4,3,2,1
~~

2 =−= iPPP ii                                                (3) 

For n=2, normalized payoff functions 

( )

( )[ ] ( )[ ]
( ) ( )[ ]++−+=

++++−++=
=

−+=

33113314

4313143133

2

431

1

0

2

xxxxcxxxbP

xxxxxcxxxxbP

P

cxxbP

.                    (4) 

3   Discussion 

We can use replication dynamics equation [12,19]  
( ) =−= iiiii PxPPPxx ,&                                                      (5) 

to investigate the evolution of the frequencies of the four types of players under the 
influence of selection in the simplex  

          ( ) ( ){ }==≥∈== 4,3,2,11,0:,,, 4
43214 ixxRxxxxxS ii .                        (6) 

    For simplicity, we discuss the evolution of the frequencies of the four types of 
players in the case of n = 2 mostly. 
    For b>c, if each ix  is not equal to 0, there is no real number solution in the 

simultaneous equations(4-5). From this, we have the proposition 1. 

Proposition 1.  Simplex S4 has no fixed point in its interior. 

According to proposition 1, the system would converge to the convex surface after 
much iteration. As a result, four kinds of individuals can not coexist. 
                                                           
4 In this paper, the payoff is expected payoff for the random match pair. 



772 P. Du, Y. Li, and W. Xu 

 

Here we discuss in the four situations as follow. 

Type 1: 04 =x  

It follows immediately that the replication equation admits no interior fixed point in 

( ) ( ){ }==≥∈== 3,2,11,0:,,123 3
321 ixxRxxxxS ii . 

When cb 2> , in the absence of defectors, the edge 31xx consists of fixed points: 

both types do equally well. In the absence of low-grade discriminators, defectors win, 
the flow points from 1x  to 2x . In the absence of cooperators, there is a fixed point F23 

on the edge 32xx , namely )/()2(2 cbcbx −−= . The system on the edge 32xx  is 

bi-stable. See Figure 1. 
When cb 2= , the two points of F23 and 3x  superpose, line AF23 moves up. When 

cbc >≥2 , the system has only one fixed point 2x  and ends up with a regime of 

defection. 

Type 2: 03 =x  

It follows immediately that the replication equation admits no interior fixed point in 

( ) ( ){ }==≥∈== 4,2,11,0:,,124 3
421 ixxRxxxxS ii . 

When cb 2> , in the absence of cooperators, the edge 42xx  consists of fixed points: 

both types do equally well. In the absence of high-grade discriminators, defectors win, 
the flow points from 1x  to 2x . In the absence of cooperators, there is a fixed point F14 

on the edge 41xx , namely )/()2(1 cbcbx −−= . Except edge 41xx , the system is in 

defection. See Figure 2.  
    When cb 2= , the two points of F14 and 4x  superpose. When cbc >≥2 , the system 

converges to 42xx  and ends up with a regime of defection. 
 

 
 
 
 
 
 
 
 
 
 
 

 

Type 3: 02 =x   

There is no interior fixed point in ( ) ( ){ }==≥∈== 4,3,11,0:,,134 3
431 ixxRxxxxS ii . 

    When cb 3> , in the absence of high-grade discriminators, the edge 31xx  consists of 

fixed points: both types do equally well. In the absence of cooperators, there are two 
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43xx  is bi-stable. In the absence of low-grade discriminators, there is a fixed point F14 

on the edge 41xx , namely )/()2(1 cbcbx −−= . The system is in cooperation. See 

Figure 3. 
    When cbc 23 >≥ , in the edge 43xx , the flow points from 3x  to 4x . At this time, 

the system converges to F14 or 31xx . When cbc >≥2 , the system converges to 4x . 

Type 4: 01 =x  

The system converges to 42xx  and ends up with a regime of defection. See Figure 4.  

 
 
 
 
 
 
 
 
 
 
 

By the quotient rule for the replication dynamics, let Uxx =21 / , 43 xxxD += , 

then 

( )( )[ ] ( )[ ]cxnbUcxxnbUU D 2121 43 −−=−+−=&  (7) 

From (10), we have the proposition 2. 

Proposition 2. Discrimination is the key factor of cooperation mechanism. Cooperation 
mechanism establishes when )1(/2 −> nbcxD ; defection mechanism establishes 

when )1(/2 −< nbcxD . 

Proposition 2 shows the essence of cooperation mechanism. According to 
proposition 2, only one kind of the non-discriminators vanishes at first(e.g., in Figure 
5-6, defectors vanish first). Then discriminators and the left non-discriminator 
converge to equilibrium. 

Cooperators would be invaded by defectors when n=1. With the interaction growing, 
that is, n increases, cooperation mechanism would be established with more facility. 
    Figure1-4 show low-grade discriminators promote the establishment of cooperation. 
On the contrary, high-grade discriminators promote the establishment of defection. 

Let us consider discriminators, Vxx =43 / , 

( ) ( ) ( )[ ]{ }cxxxxxxcbVV −+++−= 431342
&  (8) 

From (8), we have the proposition 3. 

Proposition 3. The ascending and descending of frequency of different grade 
discriminators is independent of interaction degree, and it is related with original 
distribution and b/c.  
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4   Simulation  

The group consists of 4000 individuals. The image score ranges from −1 to +1, the 
strategy (k) from −1 to +2. The strategy, k = −1, represents unconditional cooperators, 
while the strategy, k = +2, represents defectors. In each round of the game, two 
individuals are chosen at random; one as donor, the other as recipient. The donor 
cooperates if the image score of the recipient is greater than or equal to the donor's k. 
Cooperation means the donor pays a cost, c, and the recipient obtains a benefit, b. The 
image score of donor increase 1 unit. There is no payoff in the absence of cooperation. 
Simultaneously, the image score of donor decrease 1 unit. 
    In the beginning of each generation all players have image score 0. In each 
generation m = 16000 pairs are chosen; each player has, on average, 4 interactions. It 
means n=2. The probability of direct reciprocity is negligibly small. At the end of each 
generation, players produce offspring proportional to their payoff. Parameter values: b 
= 1, c = 0.1. In Figure 5-6, t = 0 denote the different frequency of strategies at the begin. 
The second and the third t value show the moment of defectors’  disappearance and the 
moment of high-grade discriminators’ disappearance. 

The results of Figure 5-6 indicate that four kinds of individuals can not coexist. 
System would converge to the convex surface at equilibrium or near equilibrium. In the 
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cases mentioned at Figure 5-6, 2.0)1(/2 =−nbc  and )1(/2 −> nbcxD , cooperation 

mechanism establishes. It is consistent with Proposition 1 and 2. 

5   Conclusion 

In the cooperation evolution of indirect reciprocity, players make tradeoff between 
avoiding cost in the short term and increasing chance of being helped by co-player in 
the long term. That is, in the short term, avoiding the cost yields, of course, the higher 
payoff. In the long term, however, performing the altruistic act increases the image 
score of the donor and may therefore increase the chance of obtaining a benefit in a 
future encounter as a recipient. In this paper discriminators are sorted into low and high. 
We explore the relationship among the cooperation mechanism, different 
discriminators and non-discriminators with mathematical model and computer 
simulation. We show that cooperators are easily invaded by defectors, and 
discriminators can protect cooperators from invading by defectors. Simultaneously, in 
discriminators, low-grade is more inclined to establish cooperation mechanism and 
high-grade is in reverse. In summary, the high-grade discriminator is a kopis, having 
opposite effect under different condition.  
    Our evidence has a certain extent implications for the evolutionary study of human 
behaviour. In the past, human cooperation has mainly been explained in terms of kin 
selection, reciprocity. These theories focus attention on mechanisms other than 
discrimination. We show that the essence of cooperation mechanism consists in 
discriminator and punishment. Like in human society, each person discriminates for his 
unique cognitive and physical capacity. It is all important to comprehend the 
indispensable influence of discrimination to establish cooperation mechanism. 
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Abstract. This paper presents a fixed-point model for studying the
morning commuting behavior in stochastic and time-dependent trans-
port networks. The model considers the network uncertainty caused by
supply and demand variations as well as the commuters’ perception er-
rors on travel disutility. A new performance index called schedule relia-
bility, i.e., the probability that commuters can arrive at destination on
time or within a given time threshold early or late, is introduced to evalu-
ate the network service level. The solution algorithm which combines the
Monte Carlo simulation approach with the method of successive average
is proposed together with a numerical example for demonstration.

1 Introduction

Service quality provided by an urban transport system is very important for
all network users, particularly for morning commuters who seem to value more
highly a reduction in variability than in the mean travel time for their jour-
neys [1]. The variability is a result of fluctuations in travel demands and road sup-
plies associated such stochastic events as traffic accidents, vehicle breakdowns,
signal failures and adverse weather [8]. This variability may let commuters be
unable to arrive at workplaces on time, consequently a vast amount of schedule
delay costs occur. Hence, it is meaningful to investigate the reliability of morning
commuting in congested and uncertain transport networks.

Substantial attention has recently been paid to this topic, termed transport
network reliability in literature. The existing studies can be classified into such
categories as connectivity reliability [2], travel time reliability [3, 11, 12], capacity
reliability [6, 7, 8], behavioral reliability [16, 21], and potential reliability [4, 5].
However, all these studies mainly focus on time-stationary (static) paradigm,
little on time-dependent or dynamic paradigm. Static models and associated
reliability measures are unable to reveal the complex temporal and spatial in-
teraction between road supply and traffic demand, and thus cannot be used to
evaluate the time-varying service level of a transport network over the time of a
day.

X. Deng and Y. Ye (Eds.): WINE 2005, LNCS 3828, pp. 777–787, 2005.
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This paper aims at developing a framework of analyzing the schedule relia-
bility of morning commuting in stochastic and time-dependent networks. The
schedule reliability is defined as a probability that commuters can arrive at des-
tinations on time or within a given time threshold early or late. This index can
be used to evaluate the service level of a transport network during morning
rush hour. We propose a fixed-point model which can simultaneously determine
the commuters’ departure time and route choices on the basis of taking the
commuters’ responses to network uncertainty into full account. For solving this
model, we design a heuristic algorithm that embeds the Monte Carlo simulation
approach into the method of successive average.

The paper is organized as follows. Section 2 gives some basic considerations
for setting our study. Section 3 formulates the fixed-point model. The contents
about heuristic algorithm and schedule reliability are presented in Section 4.
Numerical results on an application of the model and algorithm to an example
network are provided in Section 5. Section 6 concludes the paper.

2 Basic Considerations

2.1 Actual Travel Disutility

Consider a transportation network G = (N,A), where N is the set of nodes and
A is the set of links. Let R denote the set of origins r, r ∈ R ⊂ N , S the set of
destinations s, s ∈ S ⊂ N . Let Prs be the set of all routes p connecting origin r
and destination s, p ∈ Prs. The whole study period [0, T ] is discretized into equal
time intervals that are sequentially numbered by t ∈ T = {0, 1, . . . , T̄}. Let δ be
the length of an interval, then T̄ δ = T . The value of T is sufficiently large so
that all commuters can complete their journeys within the study period [0, T ].

Let T rs
p (t) be the actual route travel time of commuters departing from origin

r at interval t to destination s via route p, ca(t) the actual link travel time of
commuters on link a during interval t. The route time T rs

p (t) is the sum of all
link travel times along this route [10], i.e..

T rs
p (t) =

∑
a

∑
k≥t

ca(k)δrs
apt(k), ∀p, r, s, t (1)

where the indicator variable, δrs
apt(k), equals 1 if the flow on route p departing

from origin r at interval t to destination s arrives at link a at interval k, and 0
otherwise.

Link travel time often fluctuates over the time of a day because of various
stochastic events like vehicle breakdowns, signal failures, roadwork and adverse
weather [1]. In this paper, the actual link travel time ca(t) is assumed to follow
independently the normal distribution, i.e., ca(t) ∼ N

(
τa(t),

(
σa(t)

)2), where
τa(t) is the expected link travel time of commuters on link a during interval
t and σa(t) is the standard deviation. Previous studies have shown that the
standard deviation is a function of the associated mean [20]. For simplicity, we
set σa(t) = ρaτa(t), where ρa is a link-related constant.
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Let ϕrs
p (t) denote the actual route travel disutility of commuters departing

from origin r at interval t to destination s via route p. Following [18, 19], we at-
tribute the actual route travel disutility to the in-vehicle travel time, the penalty
of arriving early or late at destination and a discrete lateness penalty term, i.e.,

ϕrs
p (t) = αT rs

p (t) + Θs(t) + θDrs
L (t), ∀p, r, s, t (2)

where Θs(t) is the schedule delay cost of early or late arrival at destination s,
Drs

L (t) is a dummy variable which is equal to 1 if commuters departing at interval
t arrive late and 0 otherwise, α is the value of time, and θ is an additional discrete
lateness penalty. Equation (2) states that the disutility jumps up by the value θ
once commuters arrive late [18, 19].

The schedule delay cost of early or late arrival can be formulated below [13]

Θs(t) =

⎧⎨⎩
β
(
t∗s −Δs − t− T rs

p (t)
)
, if t + T rs

p (t) < t∗s −Δs

γ
(
t + T rs

p (t)− t∗s −Δs

)
, if t + T rs

p (t) > t∗s + Δs

0, otherwise
(3)

where [t∗s − Δs, t
∗
s + Δs] is the desired arrival time window at destination s

without any schedule delay penalty, t∗s is the middle point of the time window,
and β(γ) is the unit cost of early (late) arrival.

2.2 Expected Travel Disutility

The expected link travel time experienced by commuters who enter link a during
interval k, can be expressed as a function of all inflows entering that link by
interval k [10], i.e.,

τa(k) = ϕ
(
ua(1), ua(2), . . . , ua(k)

)
, ∀a, k (4)

where ua(k) is the inflows that enter link a during interval k, and

ua(k) =
∑
rs

∑
p

∑
t≤k

urs
apt(k), ∀a, k (5)

where urs
apt(k) is the inflow of link a during interval k for these commuters who

depart from origin r to destination s via route p during interval t, and

urs
apt(k) = f rs

p (t)δrs
apt(k), ∀a, p, r, s, t, k (6)

where f rs
p (t) is the departure flow rate of route p between OD pair (r, s) during

interval t, δrs
apt(k) is defined in Equation (1).

Referring to Equation (2), the expected route travel disutility, Ωrs
p (t) can be

formulated as

Ωrs
p (t) = αE[T rs

p (t)] + E[Θs(t)] + θE[Drs
L (t)], ∀p, r, s, t (7)

Note that all link travel times, ca(t), a ∈ A, are assumed to be random
variables with normal distribution, the route travel time T rs

p (t) can then be
regarded as a random variable with normal distribution, i.e.,
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T rs
p (t)∼N

(
E[T rs

p (t)],
(
σ
(
T rs

p (t)
))2

)
, where E[T rs

p (t)]=
∑

a

∑
k≥t τa(k)δrs

apt(k)

and σ
(
T rs

p (t)
)

=
√(∑

a

∑
k≥t

(
σa(k)

)2
δrs
apt(k)

)
.

The probability that commuters departing from origin r at interval t arrive
late at destination s, can be formulated as

P{t + T rs
p (t) > t∗s + Δs} =

∫ ∞

t∗
s+Δs−t

N(x)dx

= 1− Φ

(
t∗s + Δs − t− E[T rs

p (t)]
σ
(
T rs

p (t)
) )

(8)

where N(·) denotes the density function of the normal distribution variable
T rs

p (t) and Φ(·) the distribution function of a standard normal distribution. It is
easy to understand that the expected value of the dummy variable Drs

L (t) in fact
represents the possibility of arrival late, i.e., E[Drs

L (t)] = P{t+T rs
p (t) > t∗s+Δs}.

The remainder is to compute the expected value of the schedule delay cost
Θs(t) given by Equation (3). When t+ T rs

p (t) < t∗s −Δs, the expected schedule
delay cost of early arrival is given by∫ t∗

s−Δs−t

0
β(t∗s −Δs − t− ξ)N(ξ)dξ = β

(
σ
(
T rs

p (t)
)

√
2π

)

×
(

exp
(
− 1

2

( t∗s −Δs − t− E[T rs
p (t)]

σ
(
T rs

p (t)
) )2

)
− exp

(
− 1

2

(E[T rs
p (t)]

σ
(
T rs

p (t)
))2

))

+β
(
t∗s−Δs−t−E[T rs

p (t)]
)(
Φ

(
t∗s −Δs − t− E[T rs

p (t)]
σ
(
T rs

p (t)
) )

−Φ

(
− E[T rs

p (t)]
σ
(
T rs

p (t)
)))(9)

Similarly, when t + T rs
p (t) > t∗s + Δs, the expected schedule delay cost of late

arrival is given by∫ ∞

t∗
s+Δs−t

γ(t− t∗s −Δs + ξ)N(ξ)dξ

= γ

(
σ
(
T rs

p (t)
)

√
2π

)
exp

(
− 1

2

( t∗s + Δs − t− E[T rs
p (t)]

σ
(
T rs

p (t)
) )2

)

+γ
(
t∗s + Δs − t + E[T rs

p (t)]
)(

1− Φ

(
t∗s + Δs − t− E[T rs

p (t)]
σ
(
T rs

p (t)
) ))

. (10)

3 Fixed-Point Model

Denote Ω̂rs
p (t) as the perceived route travel disutility by commuters who depart

from r to s via route p at interval t. The perceived disutility consists of systematic
and random components, i.e.,

Ω̂rs
p (t) = Ωrs

p (t) + ξrs
p (t), ∀p, r, s, t (11)
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where the systematic component Ωrs
p (t) is given by Equation (7) and ξrs

p (t)
represents the random error of perceiving the expected route travel disutility.
Note that up to now, we have introduced two types of random errors, one caused
by the network’s physical condition and another by the commuters’ perception.
The route perception error is the sum of all link perception errors, i.e.,

ξrs
p (t) =

∑
a

∑
k≥t

ξa(k)δrs
apt(k), ∀p, r, s, t (12)

Suppose that commuters make their choices on departure time and route
in terms of the minimal perceived travel disutility, the probability of choosing
interval t for departure and route p for travel is then given by

P rs
p (t) = P{Ω̂rs

p (t) < Ω̂rs
q (k) | ∀k, t ∈ T, p, q ∈ Prs, k �= t, q �= p}, ∀p, r, s, t (13)

Clearly, P rs
p (t) is dependent on the probability distribution of random variable

ξa(t). In this paper, it is assumed that the random variable ξa(t) follows a normal
distribution with zero mean, i.e., ξa(t) ∼ N

(
0,
(
λaτa(t)

)2), where λa is a link-
related constant.

Let Qrs be the total demand of commuters between OD pair (r,s) within the
whole study period [0, T ], which is assumed to be a random variable too. Let
qrs and σrs denote the mean value and standard deviation of the total demand,
respectively. We then have

Qrs = qrs + ωσrs, ∀r, s (14)

where ω is a random variable generated from standard normal distribution
N(0, 1). Hence, the route inflow can be formulated as

f rs
p (t) = QrsP

rs
p (t), ∀p, r, s, t (15)

According to Equations (11)-(15), it can be inferred that the route inflow f
is the function of systematic component Ω, which is the function of route travel
time T, which is in turn the function of route inflow f in terms of Equations
(1)-(6). Therefore, this supply-demand circular dependence gives the following
fixed-point equilibrium

f∗ = Q ·P
(
Ω
(
T
(
τ(f∗)

)))
(16)

where the bold symbols represent the vectors of corresponding variables.
Note that all functions defined above are continuous subject to route inflows.

According to the Brouwer’s fixed-point theory, there exists at least one solution
to the fixed-point problem (16). However, the indicator variable in Equation (1)
depends on the link travel times, which in turn depends on link inflows. Con-
sequently, the route travel times are essentially non-linear and non-convex [13].
Thus, the fixed-point model (16) is non-convex, which implies multiple local
solutions may exist.
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4 Solution Method and Schedule Reliability

4.1 Solution Method

In this section, a heuristic algorithm that combines the Monte Carlo simulation
method with the method of successive average (MSA) is proposed to solve the
fixed-point model (16). The step-by-step procedure of the solution method is
given below.

Step 1 (Initialization). Choose an initial route inflow f (1) and set n = 1.
Step 2 (Outer loop operation). Set κ = 1.
Step 3 (Inner loop operation, i.e., stochastic network loading ).

Step 3.1. Calculate the link inflow u(κ) and the expected link travel time
τ (κ).

Step 3.2. Generate random link travel times and perception errors by
Monte Carlo simulation, and compute perceived route travel
disutility Ω̂

rs(κ)
p (t).

Step 3.3. Generate OD demands by Monte Carlo simulation, assign OD
demands onto the network by all-or-nothing loading, and yield
auxiliary route inflow g̃(κ).

Step 3.4. Update the route inflow, g(κ) =
(
(κ− 1)g(κ−1) + g̃(κ)

)
/κ.

Step 3.5. If the sample number κ is less than a pre-specified sample size,
then let κ = κ+1 and go to Step 3.1; Otherwise, let g(n) = g(κ)

and go to Step 4.
Step 4 (Update). Update the route inflow, f (n+1) = f (n) + (g(n) − f (n))/n.
Step 5 (Convergence check). If the relative gap G = ‖f (n+1) − f (n)‖/‖f (n)‖

is less than a pre-specified precision, ε, then stop; otherwise, let
n = n + 1 and go to Step 2.

In Step 1, the initial route inflow can be set to be zero. In Steps 3, every stochas-
tic network loading generates a new minimum-disutility tree. So, the total num-
ber of minimum-disutility trees required by the algorithm equals the number
of stochastic network loading carried out in the inner loop multiplied by the
number of iterations in the MSA outer loop. In Step 5, the relative gap G mea-
sures how closely the outputs generated at iteration n approach the equilibrium
condition (16).

4.2 Schedule Reliability

The schedule reliability in this study is defined as the probability that commuters
between a given OD pair departing at a certain time interval arrive at destination
on time or within a time threshold early or late. We introduce two indexes for
measuring the schedule reliability, namely the route based one and the OD based
one. The OD based schedule reliability is the weighted average of all route based
schedule reliabilities for a given OD pair.

Let P rs
p (k1, k2|t) denote the schedule reliability of early arriving within a

specified time threshold [k1, k2] for commuters who depart from r at interval t
to s via route p. It can mathematically be written as
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P rs
p (k1, k2|t) = P{k1 < t∗s −Δs − t− T rs

p (t) < k2}

= Φ

(
t∗s −Δs − k1 − t− E[T rs

p (t)]
σ
(
T rs

p (t)
) )

− Φ

(
t∗s −Δs − k2 − t− E[T rs

p (t)]
σ
(
T rs

p (t)
) )

(17)

Similarly, the schedule reliability of late arriving within a specified time threshold
[k1, k2] is

P rs
p (k1, k2|t) = P{k1 < t− t∗s −Δs + T rs

p (t) < k2}

= Φ

(
t∗s + Δs + k2 − t− E[T rs

p (t)]
σ
(
T rs

p (t)
) )

− Φ

(
t∗s + Δs + k1 − t− E[T rs

p (t)]
σ
(
T rs

p (t)
) )

(18)

In addition, the probability of punctually arriving within the time window
[t∗s −Δs, t

∗
s + Δs] is

P rs
p (t∗s −Δs, t

∗
s + Δs|t) =

= Φ

(
(t∗s + Δs − t)− E[T rs

p (t)]
σ
(
T rs

p (t)
) )

− Φ

(
(t∗s −Δs − t)− E[T rs

p (t)]
σ
(
T rs

p (t)
) )

(19)

Then, the OD based schedule reliability is given by

Prs(k1, k2|t) =
∑

p∈Prs

P rs
p (k1, k2|t)f rs

p (t)/
∑

p∈Prs

f rs
p (t) (20)

It should be pointed out that with different time thresholds, the schedule
reliability introduced above can reflect the differences of the network’s service
levels during different time periods of a day. This cannot be achieved in the
static paradigm that only studies the issues of one period.

5 Numerical Results

In this section, we present the numerical results of applying the proposed research
framework to an example network. The Nguyen and Dupuis network [17], shown
in Fig. 1, consists of 13 nodes, 19 links and two OD pairs (1,3) and (2,4). The
study horizon is from 6:00AM to 10:00AM and is divided into 16 time intervals
with 15 minutes each. For each time interval, the following link travel time
function is adopted

τa(t) = (La/Sa)
(
1.0 + 0.15× (

ua(t)/Ca

)4)
, ∀a, t (21)

where La and Sa are the link length and the free-flow speed, respectively, Ca is
the capacity of link a. The network data are: q13 = 20, 000, q24 = 10, 000, σ13 =
2, 000,σ24 = 1, 000, La=24km for link 18, 16km for links 4 and 13, and 8km for
all other links,Sa=40(km/hr) for all links, Ca=3000(veh/hr) for all links. Other
input data are: α=6.4($/h), β=3.9($/h), γ=15.21($/h), θ=0.58($), t∗s=9.0h for
all s, Δs=0.25h for all s, ρa=0.2 for all links, λa=0.15 for all links, ε=0.001. The
sample size in Monte Carlo simulation is κ=2000.
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Fig. 1. The Nguyen and Dupuis network with node and link numbers

Fig. 2 shows the departure flows of morning commuting between OD pairs
(1,3) and (2,4). It can be seen that most commuters leave origins during 7:30-
8:30 for possible arrivals at workplaces on time. Interval 8:00-8:15 is the peak
for departure.

Figs. 3 and 4 show the schedule reliabilities for commuters between OD pairs
(1,3) and (2,4), respectively, all against four different departure intervals from
7:30 to 8:30. On the x-axis of these two figures, [−a,−b] represents the time
threshold for arrival early from b to a minutes, [a, b] is the time threshold for
arrival late from a to b minutes, and 0 denotes the time window for non-penalty
(or on-time) arrival. Both figures show that all commuters departing within 7:30-
7:45 arrive at workplaces early; for OD pair (1,3), 41% of the commuters arrives
early 15 to 30 minute and 58% arrives early less than 15minutes; for OD pair
(2,4), these two percentages are 44% and 55% respectively. In Fig. 3 for OD pair
(1,3), if commuters leave origin 1 within 7:45-8:00, they can arrive at destination

Fig. 2. Departure flows between two OD pairs
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Fig. 3. Schedule reliabilities for commuters between OD pair (1,3)

Fig. 4. Schedule reliabilities for commuters between OD pair (2,4)

3 punctually with probability 80% and arrive early less than 15 minutes with
probability 20%; if commuters leave within 8:00-8:15, they can arrive on time
with probability 94% and arrive late less than 15 minutes with probability 6%; if
commuters leave after 8:15, about 58% of them arrive late less than 15 minutes
and others arrive on time. In Fig. 4 for OD pair (2,4), similar numerical analyses
can be carried out. A distinct difference from Fig. 3 is that when commuters
leave origin 2 within 7:45-8:00, the probability for on-time arrival at destination
4 is only 60% and that for arrival early increases to 40%. This is caused by the
different traffic conditions on the paths connecting these two OD pairs.

6 Conclusions

In this paper, a fixed-point problem for modeling the morning commuting be-
havior in stochastic and time-dependent networks is formulated. A heuristic
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algorithm that combines the Monte Carlo simulation with the method of succes-
sive average is proposed for solving the fixed-point problem and demonstrated by
numerical results in an example network. The proposed approach can be used
to study the complex temporal and spatial interactions between road supply
and traffic demand, and thereby evaluate the time-varying service level of road
networks through computing the schedule reliabilities of arriving destinations.
Future research work may focus on the extension of the proposed model by incor-
porating activity and parking behavior into trip chains [14, 15] and considering
the risk-taking behavior of travel [9].
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Abstract. We study the problem of computing equilibrium prices in a
Fisher market with linear utilities and linear single-constraint production
units. This setting naturally appears in ad pricing where the sum of the
lengths of the displayed ads is constrained not to exceed the available ad
space. There are three approaches to solve market equilibrium problems:
convex programming, auction-based algorithms, and primal-dual. Jain,
Vazirani, and Ye recently proposed a solution using convex programming
for the problem with an arbitrary number of production constraints. A
recent paper by Kapoor, Mehta, and Vazirani proposes an auction-based
solution. No primal-dual algorithm is proposed for this problem.

In this paper we propose a simple reduction from this problem to
the classical Fisher setting with linear utilities and without any produc-
tion units. Our reduction not only imports the primal-dual algorithm
of Devanur et al. to the single-constraint production setting, but also:
i) imports other simple algorithms, like the auction-based algorithm of
Garg and Kapoor, thereby providing a simple insight behind the recent
sophisticated algorithm of Kapoor, Mehta, and Vazirani, and ii) imports
all the nice properties of the Fisher setting, for example, the existence of
an equilibrium in rational numbers, and the uniqueness of the utilities
of the agents at the equilibrium.

1 Introduction

The Model. Consider a market with m buyers and n sellers, each seller offering
one unit of a good for sale. Each buyer i has a budget Bi, and a utility function
ui that specifies the utility of the buyer for each bundle of goods. Throughout
this paper, we assume that ui’s are linear, i.e., the utility of i can be written as∑

j uijxij , where uij is a non-negative number indicating the utility of buyer i
for good j (the good sold by the j’th seller), and xij is the amount of good j
bought by i. A market equilibrium is a price vector p ∈ R

n and an allocation x
of goods to buyers such that:

(i) The allocation maximizes the utility of each buyer at the current prices
subject to his/her budget. More precisely, for every buyer i, the vector x is
a solution of the maximization program

maximize
∑

j

uijxij

X. Deng and Y. Ye (Eds.): WINE 2005, LNCS 3828, pp. 788–792, 2005.
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subject to
∑

j

pjxij ≤ Bi.

(ii) The demand and the supply for each good are equal, i.e., for every good j,∑
i xij = 1. Note that as a corollary, we get that the budget of every buyer

is also completely spent in buying the allocated bundle of goods.

The setting defined above is a special case of a more general setting formulated
by Arrow and Debreu [1]. One of the features of the model by Arrow and Debreu
is that it allows for production units. In this paper, we consider a very simple
form of production units, defined as follows: in the Fisher model defined above,
assume instead of the sellers, we have l production units. The k’th production
unit has the capability of producing any bundle of goods yk ∈ R

n that satisfies a
single linear constraint of the form ak.yk ≤ 1. Clearly, this model is a generaliza-
tion of the Fisher model defined above, since each seller in the Fisher setting can
be viewed as a production unit producing a single good. Linear single-constraint
production units appear in settings like advertisement pricing [5], where each
good corresponds to a placement of an advertisement, and each producer corre-
sponds to a page that can “produce” any combination of ad placements whose
hieghts sum to any value less than or equal to the height of the ad space.

A market equilibrium in the Fisher model with production units is given
by a price vector p ∈ R

n (pj is the price of the j’th good) and an allocation
x ∈ R

m×n×l (xijk is the amount of the j’th good purchased from the k’th seller
by the i’th buyer) satisfying the following conditions:

– At these prices, each buyer is allocated with a bundle maximizing his/her
utility subject to his/her budget.

– At these prices, each producer is asked to produce a bundle maximizing
his/her revenue subject to his/her production constraint.

– Total quantity of each good produced is the same as the total quantity of
each good bought by the buyers (this condition is covered by the previous
two conditions because of our choice of notation, for clarity we still write it
as a separate condition).

The model of linear single-constraint production units that we consider in this
paper is very restrictive, and might be considered too simplistic to be practical.
However, even in this simple model, there are relatively complicated combina-
torial algorithms proposed to compute the market equilibrium prices [7]. The
point of this paper is to show that such algorithms can be obtained through a
simple and intuitive reduction to the setting without production units, and then
using any of the numerous algorithms proposed for that setting [3, 2, 4].

2 The Reduction

The idea of the reduction is simple. We can view each production unit k as a
unit that originally owns one unit of “raw material”, and can transform this
raw material to any bundle of goods satisfying ak.yk ≤ 1. In order to reduce
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the model with production units to the simple buyer-seller setting, we construct
a market in which each seller is selling the raw materials, and buyers directly
buy the raw materials and convert them to their desired goods. We then give
a simple transformation that converts the prices for raw materials to prices for
the goods.

An alternative way to see the intuition behind our reduction is through the
Eisenberg-Gale convex program [3]. This convex program which was originally for-
mulated to solve the Fisher problem without production and later extended [6] to
solve the Fisher problem with production. These convex programs intuitively say
that among all feasible productions and allocations of the goods to the buyers,
an equilibrium choses the production and allocation which maximizes the budget-
weighted geometric mean of the buyers’ utilities. Note that the convex program
does not specify who does the production. In the setting of this paper, sellers pro-
duce finished goods from the raw material. Our reduction is that buyers buy the
raw material and produce those finished goods which are most beneficial to them.
Clearly, the set of feasible productions and allocations remains the same. Hence,
the convex program of [6] does not really change. Therefore, the solution to both
instances remain the same. To convert it into the classical Fisher setting with linear
utilities and without production, we further show that the buyers can dissolve their
production constraint into their utility functions - hence no production remains.

We now give a precise formulation of our reduction. Given an instance M of
the market equilibrium problem with production units with m buyers, n goods,
and l producers described by budgets B ∈ R

m, utilities u ∈ R
m×n, and pro-

duction constrains a ∈ R
l×n, we construct another instance M ′ as follows: in

M ′ we have m buyers (each corresponding to a buyer in M), and l sellers (each
corresponding to a production unit in M) each offering one unit of a different
good. We call the good sold by the k’th seller the k’th raw material. The bud-
get of buyer i is Bi, and her utility for one unit of the k’th raw material is
u′

ik := maxj
uij

akj
.

Let p′ denote the equilibrium price vector for the market M ′, and x′ be a
corresponding allocation. Such an equilibrium is guaranteed to exist and can be
computed using any of the algorithms proposed for the linear Fisher model [3,
2, 4]. We define a price vector p for the goods in M by letting pj := mink p

′
k.akj .

We now show that this price vector induces an equilibrium in M . To do this, we
construct an allocation x.

For every buyer i and seller k in M ′, take a good j that maximizes uij/akj ,
and define xijk := x′

ik/akj . For every other j, define xijk := 0. The following
two lemmas show that the price vector p with the allocation x form a market
equilibrium for M .

Lemma 1. For every buyer i∗, the bundle given by the allocation x to i∗ is an
optimal feasible bundle for i∗ at prices p.

Proof. First, we verify that i∗ can afford the bundle given to her by x. For every
production unit k, by the definition of x,

∑
j pjxi∗jk = pj∗x′

i∗k/akj∗ , where j∗ is
a good maximizing ui∗j/akj over all j. Therefore, by definition of p,

∑
j pjxi∗jk =

p′k.akj∗ .(x′
i∗k/akj∗) = p′kx

′
i∗k. Hence,

∑
k,j pjxi∗jk =

∑
k p

′
kx

′
i∗k ≤ Bi∗ .
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To show the optimality of this bundle, we need to show that for every j∗, k∗,
if xi∗j∗k∗ > 0, then the good j∗ maximizes the ratio ui∗j/pj over all j. By the
definition of x, xi∗j∗k∗ > 0 implies that j∗ ∈ argmaxj{ui∗j/ak∗j} and x′

i∗k∗ > 0.
Since (p′,x′) is a market equilibrium in M ′, the latter inequality implies that
k∗ ∈ argmaxk{u′

i∗k/p
′
k}. By combining these two statements and the definition

of u′, we can conclude that (j∗, k∗) ∈ argmax(j,k){ ui∗j

akjp′
k
}, or equivalently, that

j∗ maximizes maxk{ ui∗j

akjp′
k
} = ui∗j

mink(akjp′
k) = ui∗j/pj over all j.

Lemma 2. For every production unit k∗, the bundle given by x is the optimal
feasible bundle that k∗ can produce.

Proof. We start by showing that the bundle given by x can be produced under
k∗’s production constraint. For every buyer i, by the definition of x,∑

j ak∗,jxijk∗ = x′
ik∗ . Therefore,

∑
i,j ak∗,jxijk∗ =

∑
i x

′
ik∗ ≤ 1, since there

is exactly one unit of the k∗’th raw material in M ′.
To show the optimality of the bundle, we need to show that for every i∗, j∗,

if xi∗j∗k > 0, then the good j∗ maximizes the ratio pj/ak∗j over all j. By the
argument in the proof of the previous lemma, xi∗j∗k > 0 implies that k∗ ∈
argmaxk{ ui∗j∗

akj∗ p′
k
}. Therefore, k∗ ∈ argmink{akj∗p′k}. By the definition of p, this

means that pj∗ = ak∗j∗p′k∗ . Therefore, for every good j,

pj

ak∗j
=

mink{p′kakj}
ak∗j

≤ p′k∗ak∗j

ak∗j
=

p′k∗ak∗j∗

ak∗j∗
=

pj∗

ak∗j∗
,

as desired.

The above lemmas show that (p,x) is an equilibrium for M . Therefore, we have
the following theorem.

Theorem 1. For every instance M of the market equilibrium problem with lin-
ear single-constraint production units, there is an instance M ′ of the market
equilibrium problem without production units such that

– Given M , M ′ can be constructed in polynomial time.
– Given an equilibrium of M ′, an equilibrium of M can be constructed in poly-

nomial time.

Acknowledgments. The first author would like to thank Vijay V. Vazirani with
whom he has discussed the problem a long time back (one to two years ago).
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Abstract. In this paper, we consider the distribution center allocation
problem decided through an optimal utility value under the majority rule
in supply chain management. A location of the distribution center is a
majority rule winner with optimal utility value if no other location in the
network where more than half of the retailers would have, is with better
utility value than the winner. We define a weight function and established
the network model for the cases with one or even more than one distri-
bution centers to be located. We show that there exists a modified weak
quasi-Condorcet winner if the distribution center allocation graph model
is a tree. Based on above discussion we proposed an practical majority
equilibrium method for general distribution center allocation problems.

1 Introduction

In many management problems, majority vote is often the ultimate decision
making tool. The concept of majority equilibrium captures such a democratic
spirit in requiring that no other solutions would please more than half of the
participants (or more than half of the total voting weight for participants with
weighted voting powers). Therefore, a majority equilibrium solution is a stable
point solution under a democratic (sometimes weighted) decision making mech-
anism, which is employed not only in public management but also in business
management decision making processes. Such a perfectly defined solution con-
cept, however, may not always exist. As in the famous Condorcet paradox, three
agents have three different orders of preferences, A > B > C, B > C > A,
C > A > B among three alternatives A, B and C, would not yield a majority
equilibrium solution. In reality, the paradox phenomena would have to be dealt
with and a solution should be settled.

The distribution center location problem in supply chain management is a
case which would fit into one such decision problem. In this model, a group of
collaborating retailing agents would have to decide on locations to set up distri-
bution centers that would benefit the majority of the agents. A closely related
setting is considered by Demange for continuous and discrete spatial models of
collective choice, aiming at characterization of the location problem of public
services as a result of public voting process [4]. To facilitate a rigorous study
of the related problem, Demange proposed four types of majority equilibrium

X. Deng and Y. Ye (Eds.): WINE 2005, LNCS 3828, pp. 793–800, 2005.
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solutions (call Condorcet Winners) and discussed corresponding results concern-
ing conditions for their existences.

A weighted version of the discrete model of Demange for distribution center
allocation problem is of particular interests to us: The environment is represented
by a network G = ((V,w), (E, l)) that link retailers together. In the model, for
each i ∈ V , w(i) represents the voting power of retailers reside at i, which can
be decided by the voting system or by the decision power at a vertex. For each
e ∈ E, l(e) represents the distance between two retailers i and j. We will consider
a special type of utility function: the sum distance between the location of the
distribution center to all retailers, on which each retailer want to minimize. While
each desires to have the distribution center to be close to itself, the decision has
to be agreed upon by a majority of the votes.

Following Demange [4], a location x ∈ V is a strong (resp. weak) Condorcet
winner if, for any y ∈ V , the total weight of vertices that is closer to x than
to y is more (resp. no less) than the total weight of vertices that is closer to y
than to x. Similarly, it is a quasi-Condorcet winner if we change “closer to x
than” to “closer to x than y or of the same distance to x as y”. Of the four
types of majority winner, strong Condorcet winner is the most restrictive of all,
and weak quasi-Condorcet winner is the lest restrictive one and the other two
are between them. For discrete models considered by Romero [13], Hansen and
Thisse [10], it was known that, the order induced by strict majority relation
(the weak Condorcet order) in a tree is transitive. Therefore, a weak Condorcet
winner in any tree always exists. In addition, Demange extended the existence
condition of a weak Condorcet winner to all single peaked orders on trees [5].

In the paper, motivated by the above results, we structured the weighted
function based on the majority rule and proposed an optimal utility function for
the distribution center allocation problem. Our study distinguishes from previous
work in our focus in weighted function and optimal utility value issues with the
imperfect information from majority voting. The weighted function will depend
on the majority voting process and the utility function is defined as the sum value
of the distance between the location of the distribution center to retailers. In
Section 2, we establish our majority voting process, introduce some denotations,
define formal formulation of the single distribution center location problem and
modify the definition issue of Condorcet winners. in Section 3. We present a
linear algorithm for finding a modified weak quasi-Condorcet winners of a tree
with the proposed vertex-weight function and edge-length functions; and prove
that in the case, the modified weak quasi-Condorcet points are the points which
minimize the total weight-distance to the individuals’ locations. Based on above
discussion we will propose a practical majority equilibrium method for general
cases in Section 4. Section 5 is dedicated to conclude the paper.

2 Denotations and Definitions

In [4], Demange has surveyed and discussed some spatial models of collective
choice, some results concerning the transitivity of the majority rule and the
existence of a majority winner. Let S = {1, 2, · · · , n} be a society representing
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a set of n individuals, and X be a set of alternatives (or choice space). Each
individual i ∈ S has a preference order, denoted ≥i, on X . The n-tuple (≥i)i∈S

is called the profile of the society. Given a profile (≥i)i∈S of the society X , an
alternative x ∈ X is called:

(a) Weak quasi-Condorcet winner if for every y ∈ X distinct of x,

|{i ∈ S : y >i x}| ≤ n

2
; i.e. |{i ∈ S : x ≥i y}| ≥ n

2
.

(b) Strong quasi-Condorcet winner if for every y ∈ X distinct of x,

|{i ∈ S : y >i x}| < n

2
; i.e. |{i ∈ S : x ≥i y}| > n

2
.

(c) Weak Condorcet winner if for every y ∈ X distinct of x,

|{i ∈ S : x >i y}| ≥ |{i ∈ S : y >i x}|.
(d) Strong Condorcet winner if for every y ∈ X distinct of x,

|{i ∈ S : x >i y}| > |{i ∈ S : y >i x}|.
In [3], motivated by Demange’s results and based on the proposed formal

formulation of the public facility location problem with a single facility in a
network, L. Chen et al are interested in classify the types of networks for which
a Condorcet winner can be found in linear time. As a warm-up example, they
present the solution for trees and a linear algorithm for finding the weak quasi-
Condorcet winners of a tree with vertex-weight and edge-length functions, and
prove that in the case, the weak quasi-Condorcet points are the points which
minimize the total weight-distance to the individuals’ locations. Furthermore,
they give a sufficient and necessary condition for a point to be a weak quasi-
Condorcet point for cycles in the case the edge-length function is a constant,
and present a much more interesting linear time algorithm.

Howerer, in Demange’s definitions of Condorcet winner, only the number of
the society’s members are countered, but the decision power difference among
candidate locations or the voting asymmetric information are ignored. And in
[3], although the definition of vertex-weight is introduced it is needed to estab-
lish the meaningful and exact vertex-weight function. In this paper, we try to
establish weighted function and utility function to modify Demange’s definitions
and give the exact definition of vertex-weight in [3]. First of all, we will give
some denotations and definition needed afterward.

In this paper we consider the following majority voting process:

The definition of majority voting process
Step 1. Design the vote such that it includes the following three options: the
name of the retailer, all of the distribution center location’s candidates, and the
distance of the retailer’s location to the distribution center location voted.

Step 2.Hand out the votes and every retailer can choose one or more location
listed in the vote. Let k denote the number of locations voted by a retailer. The
retailer’s decision power for the voted locations is defined as just 1

k .

Step 3. Collect the votes and make decision.
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We first consider a single distribution center location problem.
Denote V = v1, v2, · · · , vn the set of n distribution center candidate locations.

In every location vi,i = 1, 2, · · · , n, there are ui retailers and denote them as
(ui

1, u
i
2, · · · , ui

ui
).

Denote d(ui
k, vj) the distance from k-th retailer in location i to location j,

where i = 1, 2, · · · , n, j = 1, 2, · · · , n and k = 1, 2, · · · , ui.
Denote by dG(v, v′) the length of a shortest chain joining two locations v and

v′ in G, and call it distance between the two locations v and v′ in G.
Define the weight function at vertex vi as ω(vi) =

∑ui

j=1 fi(ui
j) where fi(ui

j) is
defined as follows:fi(ui

j) = 1
kij

, if the retailer ui
j marked kij candidates including

the vertex vi in V and 0 < kij ≤ n, where i = 1, 2, · · · , n; otherwise, fi(ui
j) = 0,

with the retailer ui
j does not vote the vertex vi. We call the value fi(ui

j) is the
decision power of retailer ui

j at location vi and the weight function ω(vi) is the
decision power of vertex vi by the weighted cumulating votes.

For any R ⊆ V , we set ω(R) =
∑

i ‖vi∈R

∑ui

j=1 fi(ui
j). In particular, if R = V ,

we write ω(G) instead of ω(V ), i.e. ω(G) =
∑n

i=1
∑ui

j=1 fi(ui
j). A vertex v of G

is said to be pendant if v has exact one neighbor in G.
We can model our distribution center allocation problem as follows:

Graph model of distribution center allocation (GMPFA)
We consider the undirected graph model G = (V,E) of order n with the weight
function ω that assigns to each vertex v of G a non-negative weight ω(v) defined
above, and a length function l that assigns to each edge e of G the distance
between the two end locations of the edge e. If P is a chain of G, then we denote
by l(P ) the sum of lengths of all edges of P .

Modified definitions of Condorcet winner in the model (GMPFA)
Given a graph G = (V,E) with V = {v1, v2, · · · , vn}, each vi ∈ V has a preference
order ≥i on V induced by the distance on G. That is, we have x ≥i y for any two
vertices x and y of G if and only if dG(vi, x) ≤ dG(vi, y). The following definition
is an extension of that given in [4].

Definition. Given a graph G = (V,E) and profile (≥i)vi∈V on V , denote
Φ = {i ‖vi ∈ V, u >i v0} and Ψ = {i ‖vi ∈ V : v0 ≥i u}. A vertex v0 in V is
called:

(1) Modified weak quasi-Condorcet winner, if for every u ∈ V distinct of v0,

ω({vi ∈ V : u >i v0}) ≤ ω(G)
2

; i.e. ω({vi ∈ V : v0 ≥i u}) ≥ ω(G)
2

.

or in other words, ∑
i∈Φ

ui∑
j=1

fi(ui
j) ≤

∑n
i=1

∑ui

j=1 fi(ui
j)

2
;

i.e. ∑
i∈Ψ

ui∑
j=1

fi(ui
j) ≥

∑n
i=1

∑ui

j=1 fi(ui
j)

2
. (1)
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(2) Modified strong quasi-Condorcet winner, if for every u ∈ V distinct of v0,

ω({vi ∈ V : u >i v0}) < ω(G)
2

; i.e. ω({vi ∈ V : v0 ≥i u}) > ω(G)
2

.

or or in other words,

∑
i∈Φ

ui∑
j=1

fi(ui
j) <

∑n
i=1

∑ui

j=1 fi(ui
j)

2
;

i.e.

∑
i∈Ψ

ui∑
j=1

fi(ui
j) >

∑n
i=1

∑ui

j=1 fi(ui
j)

2
. (2)

(3) Modified weak Condorcet winner, if for every u ∈ V distinct of v0,

ω({vi ∈ V : v0 >i u}) ≥ ω({vi ∈ V : u >i v0}).

or in other words,

∑
i∈Ψ

ui∑
j=1

fi(ui
j) ≥

∑
i∈Φ

ui∑
j=1

fi(ui
j). (3)

(4) Modified strong Condorcet winner, if for every u ∈ V distinct of v0,

ω({vi ∈ V : v0 >i u}) > ω({vi ∈ V : u >i v0}).

or in other words,

∑
i∈Ψ

ui∑
j=1

fi(ui
j) >

∑
i∈Φ

ui∑
j=1

fi(ui
j). (4)

Example. Denote by K2 and K3 the complete graphs of orders 2 and 3, respec-
tively. Suppose that the length functions on edge set and the weight functions
on vertex set in K2 and K3 are constant which means that the decision power
at any location is same. Then K2 has modified weak Condorcet winners, and
hence has also modified weak quasi-Condorcet winners, but has no modified
strong Condorcet winners, and hence has no modified strong quasi-Condorcet
winners; K3 has modified strong quasi-Condorcet winner, modified weak Con-
dorcet winner and modified weak quasi-Condorcet winner, but has no modified
strong Condorcet winner.

In this paper, we will only consider the algorithm for finding modified weak
quasi-Condorcet winner of a tree. The properties and algorithms for other three
types of Condorcet winners can be discussed by the similar way.
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3 Weak Quasi-Condorcet Winner of a Tree

Romero, Hansen and Thisse pointed out that the family of orders induced by
a distance on a tree guarantees the existence of a weak Condorcet winner. Fur-
thermore, the weak Condorcet points are the points which minimize the total
distance to the individuals’ locations [4]. In this section we propose a linear al-
gorithm for finding the modified weak quasi-Condorcet winners on a tree with
vertex-weight and edge-length functions; and prove that in this case, the mod-
ified weak quasi-Condorcet winners are the same as points which minimize the
total weight-distance to the individuals’ locations. In fact, the same conclusions
hold for modified weak Condorcet winners.

Given two vertices v, x ∈ V , the set of quasi-friend vertices of v relative to x
is defined as

FG(v, x) = {u : dG(u, v) ≤ dG(u, x)};
and the set of hostile vertices of v relative to x is defined as

HG(v, x) = {u : dG(u, v) > dG(u, x)}.

By the definition of modified weak quasi-Condorcet winner, a vertex v0 ∈ V is
a modified weak quasi-Condorcet winner of G, if for any vertex x �= v0,

ω(FG(v0, x)) ≥ 1
2
ω(G), or equivalently, ω(FG(v0, x)) ≥ ω(HG(v0, x)),

or ∑
i∈Φ

ui∑
j=1

fi(ui
j) ≤

∑n
i=1

∑ui

j=1 fi(ui
j)

2
;

i.e. ∑
i∈Ψ

ui∑
j=1

fi(ui
j) ≥

∑n
i=1

∑ui

j=1 fi(ui
j)

2
. (5)

Similar to the proofs in [3], we can show that

Theorem 1. Every tree has one modified weak quasi-Condorcet winner , or
two adjacent modified weak quasi-Condorcet winners. We can find it or them in
linear time.

Theorem 2. Let T be a tree. Then v0 is a modified weak quasi-Condorcet
winner of T if and only if v0 is a barycenter of T .

Theorem 3. Let T = (V,E) be a tree, N = {1, 2, · · · , n} be the set of retailers
with positive weight ω : N → R+. The majority rule π : V n → V of choosing
modified weak quasi-Condorcet winners satisfies the property of (group)strategy-
proofness.
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4 A Practical Algorithm to Get Modified Weak
Quasi-Condorcet Winner for Connected Distribution
Centers Allocation

We consider the undirected graph model G = (V,E) of order n with a weight
function ω that assigns to each vertex vi of G with ω(vi) =

∑ui

j=1 fi(ui
j) where

i = 1, · · · , n and fi(ui
j) is defined as above, and a length function l that assigns to

each edge e of G a positive length l(e).Notice that for any R ⊆ V , we set ω(R) =∑
i,‖vi∈R

∑ui

j=1 fi(ui
j). In particular, ω(V ) = ω(G) =

∑
i,‖vi∈V

∑ui

j=1 fi(ui
j) and

notice that a vertex v of G is said to be pendant if v has exact one neighbor in
G. In section 3, we have shown the existence of the majority equilibrium when
the connected undirected graph model G = (V,E) of order n of distribution
center allocation problem is a tree. From the proofs in section 3 and with the
minimum spanning tree technique we can establish a practicable algorithm to
get the modified weak Quasi-Condorcet winner for the connected graph cases.

A Practical Algorithm for the connected graph cases
Step 1. Find the minimum spanning tree of the graph G, and denote it as T =
(V, l′(e) where l′(e) ⊆ l(e);

Step 2. Take the pendant vertex v of T such that w(v) < 1
2w(T );

Step 3. T − v ⇒ T ,w(v)+w(u) ⇒ w(u), where u is the (unique) neighbor of v;
Step 4. n − 1 ⇒ n, If n = 1, or, n = 2 and the two vertices have the same

weights, then stop; otherwise go to Step 2.

According to the proof of Section 4 in [3], we can also claim that there exists
a modified weak quasi-Condorcet winner for the proposed Practical Algorithm.
The proof is omitted here.

5 Conclusions

In this work, we consider the distribution center location problem decided via
a voting process under the majority rule. Our study follows the network model
that has been applied to the study of similar problems in economics [3], [13],
[10], [14]. Our mathematical results depend on understanding of combinatorial
structures of underlying networks.

Many problems open up from our study. The complexity study for other rules
for distribution center location is very interesting and deserves further study.
And it would be interesting to extend our study to other areas and problems of
public decision making process.

References

1. S. Barbera, J. Masso and S. Serizawa, Strategy-proof voting on compact ranges,
Games Econ. Behavior 25 (1998), pp. 272-291.

2. K. Border and J. Jordan, Straightforward elections, unanimity and phantom re-
tailers, Rev. Econ. Stud. 50 (1983), pp. 153-170. 12.



800 L. Chen and Q. Wang

3. L. Chen, X. Deng, Q. Fang and F. Tian , Majority equilibrium for public facility
allocation, Lecture Notes in Computer Science, Vol. LNCS2697, (2003), p435-445.

4. G. Demange, Spatial Models of Collective Choice, in Locational Analysis of Public
Facilities, (eds. J. F.Thisse and H. G. Zoller), North-Holland Publishing Company,
1983.

5. G. Demange, Single Peaked Orders on a Tree, Math. Soc. Sci. 3 (1982), pp. 389–
396.

6. X. Deng, Z. Li and S. Wang, On Computation of Arbitrage for Markets with
Friction, Lecture Notes in Computer Science 1858 (2000), pp. 310-319.

7. X. Deng and C. Papadimitriou, On the Complexity of Cooperative Game Solution
Concepts, Mathematics of Operations Research 19(1994), pp. 257-266.

8. X. Deng and C. Papadimitriou, Decision Making by Hierarchies of Discordant
Agents, Mathematical Programming 86(1999), pp. 417–431.

9. X. Deng, C. Papadimitriou and S. Safra, On Complexity of Equilibrium. STOC
2002, May, 2002, Montreal, Canada, pp. 67-71.

10. P. Hansen and J.-F. Thisse, Outcomes of Voting and Planning: Condorcet, Weber
and Rawls Locations, Journal of Public Economics 16(1981), pp. 1-15.

11. N. Megiddo, “Computational Complexity and the game theory approach to cost
allocation for a tree,” Mathematics of Operations Research 3(1978), pp. 189-196.

12. H. Moulin, On strategy proofness and single peakedness, Pub. Choice 35 (1980),
pp. 437-455.

13. D. Romero, Variations sur l’effet Condorcet, Thèse de 3ème cycle, Université de
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Abstract. There have been researches about analyzing the information
retrieval patterns of log file to obtain users’ information search patterns
in web environment. Algorithms that find the frequently traversed path
pattern from search path inputs are suggested mainly. But one of the
existing works’ problems is to provide inadequate solution for complex,
that is, general topological patterns. This paper suggests an efficient al-
gorithm for deriving the maximal frequent traversal pattern from general
paths.

1 Introduction

Nowadays there has been increasingly important about the extent of efficiency
and accuracy that users acquire their wanted information in web environment.
Also user’s access pattern to web pages is very useful information to web system
designer and market analyzer, etc. It may be very useful to improve industry
benefits.

Current several researches in mining user patterns in a web environment fo-
cus mainly on two directions: 1) computing rule-based patterns [1], 2) computing
topology-based patterns [2, 3, 4, 5, 6, 7, 8]. In a rule-based approach, we view the
input, user access records, as a table in a relational DB, and output the dis-
covered association rules. In a topological oriented approach, we view a web
environment, the linked documents, as a directed graph: and view a user access
to the web as a walk in the directed graph along edges. Then frequent user walk
patterns, restricted to a specific topology, are to be computed. In this paper,
we are interested in the latter approach. The existing researches in a topological
oriented approach have two aspects of limitations, one is to consider only simple
web search patterns, that is forward traversal path, the other is to apply com-
plicated algorithm by using additional backward traversal path pattern mining
algorithm, even though the former problem has been solved. In this paper we
suggest an efficient MFTP(Maximal Frequent Traversal Pattern) algorithm to
solve the problems.

X. Deng and Y. Ye (Eds.): WINE 2005, LNCS 3828, pp. 801–805, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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2 Preliminary

Fig. 1 shows a general web page traversal network in which each node (A,B,C,D,E)
means a web page(document, site), and each bi-directional edge a traversal arc.
The network is modeled as a directed graph with a root node. Therefore the graph
with n nodes has nC2/2 undirected edges in case of undirected graph, and nC2
directed edges in case of directed graph.

The existing researches [2, 3] do not count backward traversal, and so the
general traversal path is not considered. For example, ”ABCAE” traversal path
with backward traversal sub-path CA is not included as the output of the algo-
rithm. The fact is not proper. Although the problem have been solved in another
researches [4, 5, 6], the algorithm also has the problem that it consists of com-
plicated procedures because of considering an additional processing procedure
dealing with computing backward traversal.

Fig. 1. Web Page Traversal Network

In this paper we suggest a new efficient algorithm finding the maximal fre-
quent web traversal path(s) which is based on Apriori algorithm [7] and Graph
Theory [8]. The actually differentiated idea from the existing researches is that
this paper preserves the sequential order of traversal path in applying the algo-
rithm, but in previous ones, not the sequence but the itemsets are counted.

Table 1. Traversal Path examples

Case Traversal Path Sequence

1 A
2 ABCBA
3 ABCA
4 ABCDE
5 ABCADE
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…

Fig. 2. Each Traversal Path depicted on Graph

Table 1 shows the sample of paths extractable from fig. 1. In fig. 2, each path
in table 1 is depicted on the directed graph of fig. 1. These cases are mostly
general paths including backward traversal sub-path. From now on we try to
explain our proposed algorithm with the examples.

3 MFTP Algorithm

Case 2, 3, and 5 in fig. 2 include backward traversals. In this section we will
explain the operation steps in MFTP algorithm.

3.1 Steps of Algorithm

Fig. 3 explains the steps in applying MFTP algorithm easily in graphical format.
In D(database), the web page traversal paths obtained from log file are stored as
input of the algorithm. They are accessed every time as the frequency time of Ck

is to be computed. Ck is the set of possible sequential sub-paths with k length
and also is the superset of Lk. Lk is the set of candidates of maximal frequent
traversal path in k-th step, and is extracted by selecting the paths with above
the minimal frequency time or user defined frequency time. The final output is
Lk at that time the algorithm will terminate. It is noted in the algorithm that
sub-paths must be ordered, that is ”AB” is not equal to ”BA” and ”ABBC” is
equal to ”ABC” actually.

Algorithm MFTP
-Input: V = { v1, ..., vi } here, V is a node set
-Output: Lk

-Steps
Step 1: Initialization step C1= { v1, ..., vi }, k=1
Step 2: Repeat until finding MFTP

Compute the frequency time each element of Ck appears in D
Compute Lk set by selecting the elements of Ck with above
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ABC
ABCBA
ABCA
ABCDE
ABCADE

1
2
3
4
5

SequencePath
8
6
5
2
2

A
B
C
D
E

Freq.subpath

=> (D search)
8
6
5

A
B
C

Freq.subpath
C1 L1

5
-
5
1
2
1

AB
AC
BC
BA
CA
CB

Freq.subpath
5
5
2

AB
BC
CA

Freq.subpath

=> (D search)

C2 L2

5
2
-
2
-
-

ABC
ABCA
BCAB
BCA
CAB

CABC

Freq.subpath

=> (D search)

D

5ABC
Freq.subpath

=>

=>

=>

C3 L3
ABBC
ABCA
BCAB
BCCA
CAAB
CABC

AB
AC
BC
BA
CA
CB

Fig. 3. Steps of MFTP Algorithm

the minimal frequency time or user defined frequency time
Ck+1=Lk X Lk (Execute cartesian product to preserve the order)
Convert the duplicated nodes into one node
k=k+1
Go to Step 2

3.2 Comparison with the Existing Algorithms

The algorithm suggested in this paper is superior to the existing ones in two
aspects, generality because of considering backward traversal and simplicity

Table 2. Comparison Results

Comparison MFTP [́2-3] [4-7]
Factors

-support cyclic graph -supports only acyclic -supports cyclic graph
Generality -considers both forward pattern -considers both forward

and backward path -neglects backward and backward path
path (ex; ”ABCBA”)

-simple algorithm by -simple algorithm -complicated algorithm
using sequential sub- -but deficient of by using not sequential

Simplicity path as in fig. 3 generality sub-path but itemsets[7]
or using separate algo-
rithm after computing
backward traversal[4-6]
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in consideration of not itemset but sequential sub-path. Table 2 shows the
differences.

4 Conclusion

We have suggested the web page traversal pattern mining algorithm called
MFTP and explained the advantages over the existing ones. Its best features
are to satisfy simplicity and generality. However further studies have to be done
for providing its quantitative superiority in addition to qualitative analysis given
in this work.
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Abstract. In this paper, we propose a simple framework to characterize the 
switching behavior between search engines based on user click stream data. We 
cluster users into a number of categories based on their search engine usage pat-
tern during two adjacent time periods and construct the transition probability 
matrix across these usage categories. The principal eigenvector of the trans-
posed transition probability matrix represents the limiting probabilities, which 
are proportions of users in each usage category at steady state.  We experiment 
with this framework using real click stream data focusing on two search en-
gines: one with a large market share and another with a small market share.  
The results offer interesting insights into search engine switching.  The limiting 
probabilities provide empirical evidence that small engines can still retain its 
fair share of users over time. 

1   Introduction 

Web search has become a very competitive field in recent years.  With virtually zero 
switching cost and large revenue from the sponsored listing business, big portals such 
as Yahoo!, MSN and AOL and specialized web search engines such as Google and 
AskJeeves are improving the search experience to expand their market share.  In pre-
vious studies, Mukhopadhyay et al [2] concluded that lower quality search engines 
can survive web search competition because there is no trade-off between price and 
quality. Telang et al [1] studied the choice of search engines with survey and click 
streams and concluded that both loyalty—determined by the difficulty transferring 
learning to other engines—and the quality of search results impact the users’ choice 
of search engines.  

Our research takes a pure metrics view of switching behavior.  It is motivated by a 
desire to characterize the search engine competition and forecast future trends. In this 
paper, we propose a framework for estimating user engagement, user preferences and 
the trends of the web search competition using click streams. We focus on interaction 
metrics: the main statement is about the probability of users switching from one en-
gine to another over a specific time period. We also try to paint a picture of the ulti-
mate market share of search engines when the competition reaches equilibrium as-
suming the current switching trend continues. 

In a nutshell, the input to the framework is user click streams converted into se-
quences of search sessions over a specific period of time.  We cluster all these se-
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quences into a number of usage categories. We look at usage categories of sequences 
belonging to two (adjacent) time periods and construct a transition probability matrix 
that depicts the probability of users migrating from one usage category to another.  
The limiting probabilities of the transition probability matrix represent the ultimate 
market share for each engine, that is, the fraction of users who will remain in each 
usage category when the system reaches the steady state.  The number of transitions 
necessary for convergence forecasts the time at which the competition will reach 
equilibrium. The set of metrics produced by our framework portrays the flow of mar-
ket share between search engines and reveal the level of user engagement for each 
search engine. 

We use clustering to abstract user sequences and to segment users.  The clusters or 
usage categories can be obtained by various clustering techniques such as K-means, 
hierarchical clustering methods, Gaussian mixtures and etc. We experimented with 
these methods and found out that they lead to the same conclusions.  In this paper, we 
report our results using K-means. 

We test our framework by analyzing the switching behavior between a “big” 
search engine—one with high market share—and a small engine—one with a low 
market share—using click stream data from an ISP.  The results show that the big 
search engine has higher user engagement and is currently taking market share from 
the small engine. However, there are still users who are switching from the big engine 
to the small engine and those who are quite loyal to the small engine, which leads to a 
non-trivial market share (about 10% below its current share) at steady state assuming 
the current trend holds. It indicates that users do have different preferences and some 
users elect to primarily use the small engine even though the big engine is perceived 
to have higher quality and to provide a better user experience.  The results provide 
some empirical evidence that such small engines can survive the competition as long 
as they maintain their current quality level with respect to the big players.  

The main contributions of the paper are 

• a simple yet insightful framework to characterize search engine switching  
behavior 

• a set of key metrics—user share, user engagement, user preference and trends—
for competitive analysis of user switching behavior 

• empirical measurements of steady-state market shares of two com peting engines 

The rest of paper is organized as follows. Section 2 details the framework. Section 3 
describes the format of the input data.  Section 4 describes the detailed results of ap-
plying a big search engine and a small engine into our framework. Section 5 con-
cludes our paper with the implications of our research in web search competition. 

2   Framework 

First we partition the user click stream into user sequences. The click stream will be 
divided into individual sessions, each session being assigned a representative time-
stamp. Each session will then be characterized according to its usage across search 
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engines and be assigned a label1. After labeling, we specify two adjacent time periods 
t and t+1. We then construct two sequences of labeled sessions (St, St+1) for each user 
according to the session timestamps where St represents the sequence during time 
period t; St+1 represents the sequence during time period t+1. These user sequences 
(St, St+1) are the input to our framework.  
    We estimate the transition probabilities Pij from usage class i to usage class j from 
time period t to time period t+1. To define the usage classes, we apply clustering 
procedure to the user sequences during time periods t and t+1 and find K clusters. 
The resulting clusters are interpretable and the clusters representing loyalists for indi-
vidual search engines and switchers that frequently switch between search engines 
inter- and intra- search sessions are identified.  
    Each user will be assigned two cluster memberships Ct = f(St) and Ct+1 = f(St+1)  
where f is the model generated from the clustering procedure and Ct and  Ct+1 ∈ {1, 2, 
3, …, K}. We construct the frequency table of the number of users who transition 
from class i to class j from t to t+1.  Let Fij denote the number of users who transition 
from class i to j from t to t+1. Let P denote the transition probability matrix and each 
element Pij denote the conditional probability that a user will be in class j during time 
period t+1 given that she is in class i during time period t. That is,  

P j at t i at tij ≡ +Pr( | )1  

Pij   can be estimated as follows  

P
F

F
ij

ij

ij
j

K

^

≡
=1

 

and 

P ij

j

^

= 1 

P describes the search engine switching behavior, or trend, of the underlying popula-
tion from time period t to time period t+1. From P, we can make inferences about 
how loyal the users are with respect to individual search engines. We can also infer if 
a particular engine is losing users to another search engine. 
    We can also forecast the transition probabilities from time t to t+s as Ps. When s 
approaches infinity and assuming P is aperiodic, Ps will converge to P* with all the 
rows equal to the vector of limiting probabilities. Let T = ( 1, 2 , .. K) denote  the 
vector of convergent probabilities where i i = 1.  is the principal eigenvector of 
PT since PT  =  with eigenvalue 1.  
    We can thus compute the limiting probabilities ( ) efficiently by just computing 
the principal eigenvector of P transpose, which is actually equivalent to the PageRank 
computation Assuming that the current trend (P) does not change, the interpretation of 
the limiting probabilities is that ultimately the search engine competition will reach 
equilibrium at which the share of users in each cluster will remain constant. However, 

                                                           
1 For example, given two search engines X and Y, we can assign the following labels: ‘X’ for a 

session using X only, ‘Y’ for a session using Y only, and ‘XY’ for both.  This can be ex-
tended to multiple engines. 
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trends do change. The limiting probabilities therefore cannot be interpreted literally. 
Limiting probabilities, nonetheless, do offer a distilled view of the transition  
probability matrix: instead of looking at the K x K transition probability matrix, we 
can first compare the K limiting probabilities and the current probabilities to see the 
trend and then go back to the transition probability matrix for the details. 

The introduction of the limiting probabilities brings up another interesting ques-
tion: how long or how many transitions will it take to reach the equilibrium? This 
question can be easily answered mathematically by devising a simple distance meas-
ure between iterations and  starting from the initial probabilities y, return the number 
of iterations to convergence s* when the distance is smaller than some predefined 
error threshold .  
    Finally, this framework can be leveraged to discover anecdotal examples to better 
understand reasons behind switching. For example, we look at the queries, click pat-
terns, query reformulations and etc of users who suddenly go from being a loyal user 
of engine A to a loyal user of engine B. It provides search engines with valuable in-
formation about how they lose and gain users from other search engines and can help 
the search engines refine their user experience.     

3   Data 

The data used here is the complete user click streams from an ISP that provides dial-
up service to North America.  There are 12 weeks of click stream data, collected from 
July 25, 2004 to October 16, 2004. The click stream is in the following triplet format: 
(USER ID , TIMESTAMP, URL VISITED) 
    We sessionize the data using the 30-minute idleness criteria according to userid and 
timestamp. We then characterize each session’s search engine identity.  Here we are 
only interested in the usage of the small search engine A and the major search engine 
B. We keep only the search sessions with nonzero usage of either A or B and ignore 
sessions without any search engine usage. Each search session is given a label as 
follows:  

A:  if only engine A is searched in this session  
B:  if only engine B is searched in this session 
C: if both engine A and B are searched in this session 

Each sequence will then be broken into two groups according to the timestamps. The 
first group is the first six weeks of data from July 25, 2004 to September 4, 2004; the 
second group is the second 6 weeks of data from September 5, 2004 to October 16, 
2004. Finally, we select out the users who have at least 5 search sessions in the first 
six weeks and at least 5 search sessions in the second six weeks.   
    There are around 2.5 million users appeared in the click streams.  Around 1.2 mil-
lion (46.89%) of them search at least once on either A or B during this 12 week pe-
riod. There are 214,597 users or 18% of searchers who have at least 5 search sessions 
during both the 1st and 2nd 6 week periods. These are the users selected in our study 
and we will refer them as heavy searchers in the remaining sections.  
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4   Results 

4.1   Summary Statistics 

Of these 214,597 heavy searchers, a majority of them search only the big search en-
gine B during the 12-week period. Using strict binary classification, Table 1 summa-
rizes the percentage of heavy searchers who searched only A, only B or at least once 
on both A and B.  

Table 1. Distribution of Heavy Searchers 

 1st 6 weeks 2nd 6 weeks 12 week period 

Engine A only 2,639 (1.23%) 2,434 (1.13%) 1,436 (0.67%) 

Engine B only  176,446(82.22%) 173,053(80.85%) 158,142(73.69%) 

Switchers 35,512 (16.55%) 39,110 (18.22%) 55,019 (25.64%) 

    Note that the distributions vary significantly across different time periods and usage 
classification.  For example, the percentage of users using engine B only vary from 
82% to 74% when using 6 and 12-week period respectively.  Also, the distribution of 
switchers varies from 16% to 25%. 
    The heavy searchers consume 38.15 sessions on average during the 12-week pe-
riod. Of all the sessions, 2.83% of them are A sessions while 96.07% and 1.1% of 
them are B and C sessions. 50.14% of the sessions are consumed in the 1st 6-week 
period while 49.86% are consumed in the 2nd half so it’s roughly about 50/50. The 
breakdown of A, B and C sessions of the 1st and 2nd 6-week periods are 2.84%, 
96.16%, 0.99% and 2.81%, 95.98%, 1.21% respectively. There is an increase of 
switching sessions from 1st to 2nd 6-week period. This trend will be better captured in 
Section 4.4. 

4.2   Clustering 

The 1st and 2nd 6-week period of data is concatenated and plugged into the K-means 
clustering algorithm.  The algorithm returns 10 clusters with R-squared = 0.977. The 
features used in the K-means algorithm are the percentages of A, B and C sessions con-
sumed by each user. The clustering results of K-means are shown in Table 2. The 1st 
column is the cluster ID. The 2nd column is the limiting probabilities that we will discuss 
in detail in Section 4.4. The 3rd column is the percentage of population falling into the 1st 
6-week period while the 4th column is the percentage in the 2nd 6-week period. The 2nd 
to 4th columns will add up to 100% respectively since they represent the percentage of 
heavy searchers in each cluster. The 5th to 7th columns are the centers of the clusters. 
Note that for each row, the 5th to 7th column will also add up to 100 because the centers 
are based on the percentage of sessions using the small engine (“%A), big engine 
(“%B”), and both (“%C”). The last column is our interpretation of each cluster by com-
paring the cluster centers and examining the members in each cluster. The rows are 
sorted by “%B”.  Table 3 illustrates some examples to the clusters. 
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    Since B has a much larger market share, 6 out of 10 clusters (cluster ids 5 to 10) 
represent the heavy searchers who search B most of the time. We can further group 
the 10 clusters into 3 main categories: prime-A (cluster 1 and 2), prime-B (cluster 5 to 
10) and switchers (cluster 3 and 4). Table 4 summarizes the population breakdown 
after grouping. One interesting finding from the clustering and grouping is although 
16.55% and 18.22% of heavy searchers used both engines during the 1st and 2nd 6-
week periods respectively as shown in Table 1,  the “real”  switchers, who switch 
between engine A and B often are of very low percentage (1.45% and 1.52% respec-
tively for 1st and 2nd 6-week periods). 

Table 2. Cluster Memberships 

ID 
Limiting 

Probabilities
 1st 6-week 

population 
 2nd 6-week 

population 
% A %  B % C Cluster Interpretation 

1 1.89% 2.14% 2.03% 95.00 2.71 2.29 A Loyalists 

2 1.11% 1.08% 1.08% 67.86 23.21 8.93 A Primary 

3 0.39% 0.27% 0.33% 30.45 29.00 40.55 Switcher I 

4 1.31% 1.18% 1.19% 40.89 53.37 5.74 Switcher II 

5 1.05% 0.67% 0.90% 12.04 62.17 25.79 B Primary 

6 1.92% 1.72% 1.75% 20.00 76.68 3.32 B Principal 

7 2.25% 1.63% 2.04% 2.36 81.52 16.13 B Principal using A as 
Backup 

8 2.88% 2.73% 2.73% 9.13 89.72 1.15 B Loyalists checking out A 

9 4.98% 3.92% 4.73% 0.45 92.38 7.18 B Loyalists using A as 
backup occasionally 

10 82.22% 84.66% 83.21% 0.03 99.92 0.05 B Purists 

 
Table 3. Examples for Each Cluster 

Cluster ID Examples  

1 AAAAAAACBAAAAAAAAAAA 
AAAAA 
AAAAAAAAAAAAAAAAAAAAACAAACAA 

2 AACCCBBAAAAAAC 
AABCABAACAAAAA 
AACCAA 

3 CBBACC 
ACBCAAAC 
AABACABACCCCAACAA 

4 AAACABBBAABBA 
BACAB 
ABBBBA 

5 BBBBBCBACBBABBBBCBCAB 
BBCCCBBCCBBBB 
BBBBCACAB 

6 ABABBBBBBB 
BBBBBBBBBBCAAABA 
BACBBBBB 

7 CBBBBBBBBBBBACBBCBBBABBBB 
BCBBBBBBCBBBBBCBBBBBBBC 
BBCBB 

8 BBBBBBBBBABBBB 
BBBBBBABBBBCBBABBBBBBCBB 
BBBBBBBBBBBABBB 

9 BBBBBBCBBBABBBBBBBBBBBBBBBBBBBBBBBBB 
BBBBBBBBBBBBBCBBBBB 
BBBBBBBBBBBBBBBBBBBBBBCCBBBBBBBBBB 

10 BBBBBBBBBBBBBBBBBBBBBB 
BBBBBBBBBBBBBBB 
BBBBB 
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    We believe Table 4 is a more accurate portrait of distribution of heavy searchers 
because Table 1 is using a strict binary classification rule that even if a person con-
sumes 99 sessions in engine B and 1 session in engine A, it will still be classified as a 
switcher rather than a prime-A user.  On the other hand, Table 4 used the naturally 
found clusters to segment the users and a smaller swing of percentage of switchers is 
observed.  Moreover, the percentage of switchers during the 12-week period accord-
ing to the binary classification rule is 25.6%, which is a big jump from the 6-week 
time period (which is 16.55% and 18.22%). The clustering estimate, however, is 
much more stable (from 1.45% and 1.52% to 1.38%) with varying time windows. We 
therefore conclude the clustering and regrouping procedure is a better way to classify 
users than the commonly-used binary classification rule.   

Table 4. Cluster Memberships after Grouping 

 Limiting  
probabilities 

1st 6 weeks 
 

2nd 6 weeks 
 

12 week  
Period 

Prime-A  (1,2) 3.00% 3.22% 3.11% 3.04% 

Prime-B (5-10) 95.30% 95.33% 95.37% 95.58% 

Switchers(3,4) 1.70% 1.45% 1.52% 1.38% 

4.3   Transition Probabilities 

We construct the transition probability matrix to describe user migration patterns from 
the 1st to the 2nd 6-week periods. Table 5 is the transition probability matrix where 
each cell describes the estimated probability of going from a from-cluster to a to-
cluster.  Each row will therefore add up to 1. We apply the same grouping mentioned 
in Section 4.2 and summarized it in Table 6.  

 

Table 5. Transition probability matrix (%) 

to 

from 1 2 3 4 5 6 7 8 9 10 

1 72.81 16.85 1.68 4.81 0.81 1.46 0.35 0.33 0.15 0.76 

2 29.41 27.52 5.38 16.24 4.13 7.36 2.24 2.37 1.21 4.13 

3 8.05 15.92 18.66 14.90 13.36 9.08 7.36 3.42 1.54 7.71 

4 6.93 14.56 3.96 21.37 6.89 14.80 5.30 9.14 2.85 14.21 

5 1.26 4.20 5.10 9.58 15.38 11.12 13.36 7.83 10.14 22.03 

6 1.22 4.20 1.79 10.21 5.55 14.03 7.64 11.98 8.15 35.22 

7 0.23 1.11 1.23 3.31 6.36 6.78 13.11 7.16 15.25 45.47 

8 0.20 1.07 0.41 3.48 2.69 7.95 5.81 11.54 12.02 54.82 

9 0.04 0.20 0.17 0.69 2.01 2.62 6.78 6.35 15.84 65.30 

10 0.02 0.06 0.05 0.24 0.32 0.83 1.26 1.94 3.87 91.44 

    From Table 6, we can clearly see that non-switchers tend to stay in the same group 
between the two time periods.  Engine B has a much more cohesive user base than 
engine A: around 99% of prime-B searchers will continue to be prime-B searchers as 
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opposed to 79% for prime-A searches. The switchers are more likely to switch to 
other groups and become either prime-A or prime-B user. This suggests that switchers 
are probably evaluating both engines and about a quarter of them will still be evaluat-
ing or decide to use both of them in the next period while half of them decide to go 
for B and about less than a quarter of them decide to go for A.  The ratio of probabili-
ties of switchers-to-prime-B over switchers-to-prime-A is an interesting metric to 
measure user preferences: it is two times (51.17 / 21.95 = 2.33) more likely for a 
switcher to become a prime-B user than a prime-A user. 

 

Table 6. Transition probability matrix after grouping 

                    To 

From 

Prime-A  (1,2) Prime-B (5-10) Switchers(3,4) 

Prime-A  (1,2) 78.67% 9.76% 11.57% 

Prime-B (5-10) 0.27% 98.93% 0.80% 

Switchers(3,4) 21.95% 51.17% 26.87% 

4.4   Limiting Probabilities and Time to Convergence 

If the trend depicted by Tables 5 and 6 holds, what will the final population distribu-
tion be? Table 2 and 4 list out the limiting probabilities for each cluster and each 
major category respectively. It turns out that although engine A is losing users to B 
from 1st to 2nd 6-week periods, at steady-state about 3% of the searchers will still use 
engine A as the primary engine and about 1.7% of the searchers will still use engine A 
along with engine B (switchers). This is empirical evidence that the small engine A 
can still survive as long as they maintain their market position at the current level with 
respect to other big players.  
    This non-zero market share is attributed to the fact there are searchers who will 
prefer engine A even though they were originally prime-B users. The transition prob-
ability matrix thus represents an irreducible Markov chain—after many transitions, 
the population distribution will reach equilibrium resulting in a non-zero market share 
for A.  
    Finally, to estimate time to convergence, we used the maximum percentage differ-
ence as the distance function and set the threshold  to 0.1%. The returned s* is 8, 
which means after about 8 transitions (or 6*8 = 48 weeks), the equilibrium will be 
reached. It implies the time to equilibrium between engine A and B is less than one 
year away. It is interesting that the convergence time is just less than one year, which 
suggests the web search competition is close to equilibrium. 

4.5   The Usage Profiles 

In Section 4.2, we used the percentages of sessions using A, B and C (both) as the 
clustering features.  This doesn’t account for the actual number of sessions consumed 
by each user. Table 7 summarizes the mean and median number of sessions consumed 
during the 12-week period by each cluster. Each transition cell (mean or media num-
ber of sessions consumed by people who transition from cluster i to j from 1st to 2nd  
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6-week period). We observe that the mean and median for each cluster barely change 
from the 1st to 2nd 6-week periods. Another interesting fact is that prime-B users on 
average consume much more sessions (38.75 for mean, 28 for median) than prime-B 
users and switchers. It provides another piece of evidence that users of engine B are 
much more engaged. The off-diagonal cells suggest that people who transition from 
one group to the other consume less sessions.  Especially for people who switch from 
prime-B to other groups, the difference is dramatic (from 38.92 to 21.98 and 23.9). It 
suggests that prime-B users, if they don’t consume a lot of sessions in the absolute 
term, the chance of losing them to engine A would be higher. In other words, if a 
search engine can make users search more, the chance of losing users to another 
search engine will be lower. 

Table 7. Mean/Median Number of Sessions 

                          To 

From 

Prime-A  
(1,2) 

Prime-B  

(5-10) 

Switchers 

(3,4) 

Row Mean 

Prime-A  (1,2) 26.66/21 22.32/18 24.53/20 25.99/20 

Prime-B (5-10) 21.98/18 38.92/28 23.90/20 38.75/28 

Switchers (3,4) 24.26/20 25.03/20 28.22/21 25.72/20 

Column Mean 26.03/20 38.75/28 25.16/20  

4.6   Key Metrics 

We define the following metrics2 with respect to 2 engines A and B: 

User Share. We define user share of A during time t as the share of prime-A users 
during time t. From Table 4, the user share of A is 3.22% during the 1st 6-week period 
whereas the user share of B is 95.33%.  

User Engagement. We define user engagement of A as the probability that users will 
remain in prime-A during the second period. From Table 6, the engagement of A is 
78.67% whereas the engagement of B is 98.93%.    

User Preference. We define user preference of B to A as the ratio of probabilities of 
switchers-to-prime-B over switchers-to-prime-A. We construe preferences as a choice 
made after an evaluation process. We consider the fact that the switchers in the first 
period as users who are in the process of evaluation. This doesn’t take into account 
users who make abrupt changes from prime-B to prime-A or vice versa. From Table 6, 
the preference of A to B is 2.33, which means switchers are over twice more likely to 
prefer B to A.  

Trends. We define trend of A as the pair of time to convergence and the percentage 
difference of the current share of prime-A users and the share of prime-A users at 
equilibrium3. From Table 4, the trend for A is (3-3.22)/3.22 = -6.8% and time to con-
vergence is 48 weeks.  
                                                           
2  Extending these definitions to multiple engines is not difficult. 
3  More detailed metrics can be obtained by extrapolating P and starting probabilities y, that is, 

to compute yPs to forecast the market share after s transitions.    
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5   Conclusions  

This paper presents a simple framework to characterize the switching behavior be-
tween search engines based on user click stream data.  The framework focuses on 
obtaining aggregate usage metrics, switching probabilities, and usage forecasting.  We 
employed clustering methods to abstract the user behavioral patterns and used simple  
probability models to describe the switching behavior. 
    Our findings indicate that such a simple framework can provide insightful metrics.  
For example, the transition probabilities can be computed regularly across multiple 
time periods and across multiple engines to get a better sense of the competitive land-
scape. Also, the metrics about user preference and engagement can be derived from 
the transition probability matrix. The limiting probabilities offer a distilled view of the 
trend and the time to convergence indicates how far we are from the equilibrium.  
    Users who sample different search engines (so called switchers) of dramatic quality 
differences are of very low percentage and are more likely to become loyal to an en-
gine than to remain as switchers: our data shows that only about a quarter of these 
switchers will remains switchers in the next time period.  Engines with small market 
share can retain its fair share of users provided that they maintain good quality of 
service and differentiate themselves from large engines. If a search engine can make 
users search more, the chances of losing users to another search engine will be lower. 
Also, user engagement, user preferences, market share and number of search sessions 
consumed are all positively correlated with one another. It provides empirical evi-
dence that to increase market share, search engines should work to improve user en-
gagement and preference as defined in this paper.  
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Abstract. Knowledge sharing is an important part in knowledge management. 
The value of knowledge only can be seen in its transfer, sharing and utilizing. 
The transfer of individual tacit knowledge to organizational capacity can im-
prove the competitiveness of a organization. However, there are a lot of barriers 
in knowledge sharing, especially in those knowledge-intensive organizations, 
where knowledge is very important for individuals to keep advantage, so they 
are usually unwilling to share it with others, or ‘contribute’ their personal 
knowledge to the organization. At present, most studies are emphasizing on 
how to create a good physical environment and platform to improve it. In this 
paper, we’ll analyze it using game theory. We think that to improve the effi-
ciency of knowledge sharing efficiency, motivation mechanism and physical 
platform must be improved simultaneously, especially in knowledge-intensive 
organization, motivation mechanism is more important. Then, to problem of 
‘prisoner’ dilemma’ between individuals knowledge sharing, this paper will 
show how to design motivation method to improve efficiency of it. 

Keywords: Efficiency of Knowledge Sharing, Game theory, Knowledge-
Intensive Organization. 

1   Introduction 

The postindustrial society is centred on the use of intangible intellectual capital and 
knowledge resource (Bell, 1973; Castells, 1996; Kallinikos,1996). Especially the 
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Knowledge-intensive organizations, they are based on their capability of making use 
of intangible, intellectual resources and assets. Knowledge sharing is an important 
component of knowledge management. Because of synergistic effect of knowledge 
sharing, both employees and organizations are beneficiaries, so the sharing of knowl-
edge within organization has become an important method to get competitive advan-
tage for knowledge-intensive organizations. Knowledge sharing within organization 
has four benefits: first, can realize the knowledge share from individual to group or 
team, therefore increase and enrich the structure of intellectual capital of a organiza-
tion; second, can change employees’ individual advantage to organizational advan-
tage, lessen organization’s dependency on individuals, and reduce possible loss of 
job-hopping; third, change organizational advantage into individual advantage, indi-
viduals can get more concentrated knowledge from organization, and therefore 
increase personal competitive ability; forth, the cost of accumulating knowledge 
within organization will be much less than those of purchasing from outside market.  

Teece has proposed the concept of knowledge share for a long time. After this, 
knowledge sharing has gradually become a hotspot in knowledge management. In 
Kought and Zander (1992) ‘s opinion, the capacity of knowledge share is an important 
element for a organization to survive (Kought B. and U. Zander),. Currently, the study 
for knowledge sharing includes several parts: classification of knowledge sharing, shar-
ing methods, barriers of knowledge sharing, organizational study, trust and evaluation, 
etc. Dixon (2000) has studied the face to face knowledge communication and sharing, 
Lynne(2001) suggested to use a electronic knowledge-base to realize synchronous and 
asynchronous knowledge communication and sharing. After studying the possible barri-
ers of knowledge sharing in individual, technology and organization, Richard and 
Gillian (2000) thought that the main barrier of knowledge sharing is individual. Cur-
rently, studies for the efficiency of knowledge sharing are mainly on the characteristic 
of knowledge itself and the influence of knowledge sharing, which emphasizes that the 
tacit character of knowledge or the fuzzy causality of knowledge is the main barrier of 
knowledge sharing (Zander and Kought,1992), and believes that the development of 
organization knowledge depends on the specific situation of a organization.   

Using game theory, we’ll analyze the main reason that holds up knowledge shar-
ing. Supposing all employees are reasonable man, individuals in an organization will 
have a motivation to keep his knowledge secret, thus forming a ‘prisoner’ dilemma’. 
We believe, to improve the efficiency of knowledge sharing, must solve two prob-
lems: physical environment (platform or place) and motivation mechanism. Espe-
cially in knowledge-intensive organizations, motivation mechanism is more impor-
tant. For the problem of ‘prisoner’ dilemma’ in knowledge sharing, this paper will 
show how to design an effective motivation mechanism to improve it. 

2   Characteristic and Model of Knowledge Sharing in  
     Knowledge-Intensive Organizations 

2.1   Characteristic of Knowledge Sharing in Knowledge-Intensive Organizations  

Knowledge sharing involves two parties: knowledge resource and knowledge recipi-
ent. Davenport and Prusak (1998) have proposed a formula of knowledge sharing: 
share (or sharing)=transmit+absorb. This says that knowledge must be shared from 
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knowledge resource to knowledge recipient (Jeffrey C., 2003). The aim of knowledge 
sharing is to transfer knowledge from resource to recipient. Therefore, in certain ex-
tent, knowledge share and knowledge sharing is a same concept.  

In knowledge economic society, intangible intellectual and knowledge resources 
are key resources of an organization, naturally, knowledge sharing becomes the main 
approach to utilize and spread knowledge in knowledge-intensive organizations

First, knowledge sharing becomes the main approach that employees acquire 
knowledge and make creation, so it has a unique function in knowledge-intensive 
organizations; Second, knowledge is the hard-core of an employee’s ability, so the 
factitious barrier will be quite great in knowledge sharing; Third, the objective of 
knowledge sharing is to achieve a corporate task, because of the characteristic of 
knowledge-intensive organization, this task is always a new knowledge product (or 
material object); Fourth, knowledge sharing is a mutual process based on knowledge 
creation, members always play dual roles: knowledge resource and knowledge recipi-
ent; Fifth, frequency and depth of knowledge sharing is greater than other non-
knowledge-intensive organizations, so the synergetic effect of knowledge sharing will 
be greater than others; Sixth, by knowledge sharing, except realizing organization 
mission, employees’ knowledge and creative ability will also be improved greatly.  

2.2   Barriers of Knowledge Sharing in Knowledge-Intensive Organizations 

In knowledge-intensive organizations, there are more barriers in knowledge sharing 
than others that’s why the approach of knowledge sharing will be different from those 
non-knowledge-intensive organizations. Davenport and Prusak (1998) call these con-
finement factors as “attrition” or “noise” in knowledge sharing. In knowledge-
intensive organizations, these barriers can be classified as: 

First, nature of knowledge itself. Because in knowledge-intensive organizations, 
knowledge is more complex and tacit, so it’s more difficult to clarify and explain in 
words, which makes the biggest barrier in knowledge sharing.  

Second, transmitter of knowledge. The cost of knowledge sharing is very low (al-
most is 0)( Arrow K J.,1962; Romer, Paul M. 1986), so once knowledge is shared, 
one will lose its exclusive right with it, this exclusive right is generally regarded as 
employee’s value in an organization or his career guarantee, especially in those 
knowledge-intensive organizations. So, for those employees that have similar knowl-
edge, it is very difficult to share knowledge with others. Additionally, since knowl-
edge is secretly belonging to different individuals, it is impossible to gather it by a 
simple centralization plan.  

Third, lack of physical environment and motivation mechanism. Knowledge shar-
ing need a face-to-face communication, organization should provide appropriate 
places, platform and motivation methods to make employees willing to share. This is 
key and a challenge for knowledge management.   

2.3   A Model of Improving Efficiency of Knowledge Sharing in  
        Knowledge-Intensive Organizations  

Knowledge is boundary-less, dynamic and if not used at a specific time or place, is of 
no value. Use of knowledge requires the concentration of knowledge resources at a 
certain space or time.  
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By using knowledge theory, Foss (1996) explains the performance and achieve-
ment difference between different organizations. In his opinion, different situation 
determines that organizations have different knowledge, which will influence the 
performance and achievement of a organization. Leonard-Barton (1992) using four 
quadrants to construct a knowledge system, among which, the core quadrant is or-
ganization’s evaluation to knowledge scene and structure, other three quadrants re-
spectively are technical system of organization, management system of control and 
creation, individual skill and knowledge. In analyzing the knowledge flow of trans-
national organizations, Gupta and Govindarajan (1991) use task environment, struc-
ture character and behavior demand to define primary scene, study the relations be-
tween these three scene and knowledge flow.  

Nonaka and Takeuchi(1995) proposed an organizational knowledge creating 
model based on Polanyi’s distinction tacit knowledge and explicit knowledge. 
Nonaka also emphasized a “Ba” during enabling process. The concept of ba has 
recently been explored as a supportive platform for knowledge creation (Nonaka and 
Konno, 2001). Ba can be thought as a shared mental space for emerging relation-
ships. This space can be physical (e.g. office, dispersed business space), virtual (e.g. 
e-mail, teleconference) or mental (e.g. shared experiences, ideas, ideals).  

In these models, we can see it mainly emphasizes on the function of “environ-
ment”, “place” or “platform” in improving the efficiency of knowledge sharing. That 
is, how to create a good environment, tool or platform to make players convenient 
and willing to share their knowledge. In knowledge sharing, scene is important, but 
in knowledge-intensive organizations, situation is more complex and difficult, create 
some physical environment (place or platform) only can make employees share a 
little knowledge, once personal benefit involved, for reasonable consideration, em-
ployees will “keep secret” of their knowledge. So, to share knowledge well, motiva-
tion must be considered. Current knowledge sharing theories are seldom regard mo-
tivation as an important element, or just regard it as an element of scene creation. But 
when self-motivation is absent, or use management control methods and organiza-
tional background to replace it.  

So, to share knowledge effectively, organizations must solve two problems simul-
taneously, physical environment (platform, place) and motivation mechanism. Figure 
1 shows the above-mentioned relations. The efficiency and effectiveness of knowl-
edge sharing in organizations is determined by effectiveness of physical environment 
and motivation mechanism. 

In quadrant I, physical environment is good and motivation mechanism is weak. In 
this situation, organizations can provide good physical environment and place for 
employees to share knowledge, such as meeting room, good organization culture, 
good organization structure and skill, etc., where employees feel happy and like to 
share knowledge with others, but once personal benefit is involved, they’ll consider it 
rationally and keep core knowledge secret. To improve efficiency and effectiveness 
of knowledge sharing, design of motivation mechanism is a must. 

In quadrant II, physical environment is bad and motivation mechanism is weak, 
which is a common phenomenon in some organizations, they don’t think it’s neces-
sary to share knowledge among employees. In this situation, effect of knowledge 
sharing is worst, especially those tacit knowledge. To improve the knowledge sharing 
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in these organizations, one should design motivation mechanism and create appropri-
ate physical environment to make employees willing to share knowledge.   

In quadrant III, the leader of organization has realized the importance of knowledge 
and designed some motivation mechanism, but not realize the importance of organiza-
tion’s physical environment, so fail to create a physical place or platform for knowl-
edge sharing, restrict employees’ passion. For these organizations, they should take 
more consideration in physical environment.   

In quadrant IV, the effect of knowledge share is the best. In these organizations, 
good motivation mechanism and physical environment encourage employees to share 
knowledge perceptually and rationally. The combination of physical environment and 
motivation mechanism can cause a high efficient knowledge sharing, both in quality 
and quantity.  

In knowledge sharing, organization should know which quadrant it belongs to, and 
then take specific method accordingly. For the role of physical environment in knowl-
edge, many researchers have had a detailed paper. So in this paper, we’ll emphasize 
on the role of motivation mechanism in knowledge sharing within organization.  

3   Game Analysis of Knowledge Sharing Behavior Among  
     Individuals in Knowledge-Intensive Organizations 

If without motivation mechanism, individuals of organization are unwilling to share 
knowledge with others because they are afraid of losing their advantages. A simple 
complete information static gaming model can help to analyze this process. Suppose 
A and B are individuals of an organization, they are rational, the knowledge they’ll 
share and sharing is useful for organization.  

3.1   The Process of Knowledge Sharing 

According to the situation, knowledge can be sorted into two parts: a, nontransferable 
knowledge, mainly tacit knowledge that cannot be transfered or imitated in a short 
term, or cost too much to share. b, transferable knowledge, mainly explicit and part 
tacit knowledge, Which is part of core technical knowledge.   
 

I 

II II

I

Motivation Mechanism Weak Strong

Good 
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Physical Environment 
(Place, Platform) 

MM

 
 

PE 

MM: Motivation Mechanism 
PE: Physical Environment 

M+PE 

Rational 
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Fig. 1. Knowledge Sharing Matrix 
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In the process of knowledge sharing, except directly absorbing resource knowledge 
of others, individuals will also obtain new creative value because of synergetic and 
leverage effect of knowledge. These new creative value includes synergetic value and 
multiplication value. The more dependence among organization members are, the 
more the synergetic value is.  

Suppose in an organization, knowledge sharing between player A and B. 
U A1 U A2 UB1 UB2 Player A and B’s nontransferable knowledge value and 

shareable knowledge value 
A (0 < A<1) and B (0 < B<1):  Knowledge absorb coefficient. 

U A3 UB3: Synergetic value after knowledge sharing because of synergetic effect 
of knowledge 

U A4 UB4: Multiplication value because of leverage of knowledge 
U A5 UB5 Recipient using obtained knowledge and causes value loss of knowl-

edge provider, such as knowledge loss because of losing monopoly.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
In the process of knowledge sharing in knowledge-intensive organizations, the 

changing process of knowledge value of players can be explained as figure 2. In prac-
tice, players A and B will communicate and share knowledge simultaneously for 

Participant A’s knowledge value structure after sharing knowledge with B 

Participant A Participant B 

UA1+UA2 UB1+UB2+

UA

Participant A Participant B 

UB1+UB2+UA1+UA2+  

Two organizations’ knowledge value structure after knowledge sharing 

UB2  UA2 

Fig. 2. Knowledge Sharing Process 

Participant A Participant B 

UA1+UA2 UB1+UB2 

Knowledge value of both participants before sharing 

Participant B’s knowledge value structure after sharing knowledge with A 

Participant A Participant B 

UB1+UB2 

UB

UA1+UA2+  
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several rounds, the flow of knowledge is mutual and coinstantaneous. For analyzing 
convenient, we divided it into two processes:  A to B process and B to A process. In 
this way, we’ll analyze each organization’s knowledge gain after a simple round.  

a. A shares knowledge to B. B absorbs shareable knowledge value ( BUA2) of A, 
at the same time, because of synergetic effect and leverage combined with knowledge 
of A, causes new value (include synergetic value UB3 and multiplication value UB4 ). 

b. shares knowledge to A. A absorbs shareable knowledge value ( AVB2)  of B, at 
the same time, because of synergetic effect and leverage combined with knowledge of 
B, causes new value UA3 UA4 .  

c. After knowledge sharing of them, the knowledge value structure of each is 
shown as figure 2. Obviously, both values of A and B are increased than before. 

3.2  Game Analysis in Knowledge- Intensive Enterprise 

In the process of knowledge sharing, player A’s strategy will influence player B’s. 
Contrarily, action of player A is also restricted by player B. It is a game process.  

Suppose all the players are rational. The aim of sharing knowledge is to maxi-
mize their payoffs. Simply, we just consider the situation of only two players: A and 
B. Each player selects one strategy: sharing knowledge or not. So there are four com-
binations. Its payoff matrix is as table 1. 

Table 1. Payoff Matrix of  the Game 

B’s  Strategy 
A’s Strategy 

Sharing Not sharing 

Sharing AUB2+UA3+UA4-UA5  
BUA2+UB3+UB4-UB5 

-UA5  
BUA2+UB4 

Not sharing AUB2+UA4  
-UB5 

0 0 

 
M.levy has demonstrated that there is no relevancy between low synergetic value 

and high multiplication value By comparing synergetic value with value loss while 
increased value is bigger than value loss, We can see that the game has two Equilib-
rium outcomes, as table 2, there are two equilibrium outcomes: 

a Prisoners’ dilemma. When any player’s synergetic value is less than value loss, 
(not-Sharing, not-sharing) is the only equilibrium outcome. That is to say, to each 
player the not- sharing payoff is better than sharing strategy absolutely, so they both 
select not-sharing strategy. It is dominant strategy equilibrium. But we can see that if 
both of them select not sharing, their payoffs are less than the payoffs ones when they 
all select sharing ones. It is the conflict between collectivity and individual rationality. 
That is to say, though cooperation and sharing knowledge are favorable to each 
player, but in the one time game, the two players would also select not sharing and get 
into prisoners’ dilemma. The reason is that when synergetic value is less than value 
loss, the synergetic value from knowledge sharing can’t make up risk from coopera-
tion. So players both select not sharing. 
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In knowledge intensive organizations, players are risk-adverse. So how to design a 
mechanism to let them select strategy of sharing knowledge is a critical problem.  

b. Assurance Game. Only when the two players’ synergetic value are all bigger 
than their value loss ( and the equilibrium outcome are (not-
Sharing, not-sharing) and (Sharing, Sharing). That is to say, players will get their 
maximal benefits while they make the same choose. There is First-Mover advantage. 
When synergetic value is bigger than value loss, players will wait and see. If A player 
selects sharing strategy, B’s best selection is sharing, if A selects not-sharing, player 
B’s best strategy is not-sharing.  

Table 2. Equilibrium Outcome of the Game 

 Equilibrium Outcome 
UA3<UA5, UB3<UB5, (not-sharing, not-sharing) 
UA3<UA5, UB3>UB5, (not-sharing, not-sharing) 
UA3>UA5, UB3<UB5, (not-sharing, not-sharing) 
UA3>UA5, UB3>UB5, (not-sharing, not-sharing)  (sharing, sharing) 

4   Improve Efficiency of Knowledge Sharing in  
Knowledge-Intensive Organization  

4.1   How to Deal with Prisoner’ Dilemma 

Infinitely repeated game can break prisoner’ dilemma. In a repeated game, players 
(employees) will think how his present action will influence the other player’s future 
strategy. He is not only get his present outcome but also his future outcome. So in a 
repeated game, cooperation (Knowledge sharing) is possible. If employees did not 
know when they would leave the organization exactly, the knowledge sharing game 
can be looked as infinitely repeated game. So as long as the player is patient enough, 
the equilibrium outcome can appear. Equilibrium outcome and its stability of the 
infinitely repeated game are concerned with player’s strategy, as follows: 

a. Grim Strategy: At the very beginning, players select sharing knowledge, then if 
one selects sharing knowledge the other would selects it as well. But if the other 
player select not sharing one time, he will select not sharing forever. 

Let RA= AUB2+UA3+UA4-UA5  TA= AUB2+UA4  SA =- UA5  PA= 0 

In this condition, if the player selects sharing knowledge strategy, his expected util-
ity is:  

δ−
=

1
A

AC

R
U

If he select not sharing strategy, his expected utility is: 
A

A
AAD T

P
TU =

−
+=

δ
δ
1

Here δ  is discount factor, it reflects player’s attitude to the future income. The  
Bigger of δ represents the more important the future income to the player. δ  also 

reflects the feasibility of players meet each other in the future. Bigger δ , more  
feasibility. 
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When 
ADAC UU > , players will select sharing knowledge. 

A

A

AA

AA

T

R

PT

RT
−=

−
−

> 1δ

So, as long as δ  is big enough, effective knowledge sharing equilibrium outcome 
can be realized by repeated game. It means that bigger the long term expected utility 
and longer the time to work together, then easier for knowledge sharing. 

b. Tit-for-Tat Strategy. In infinitely repeated game, Tit-for-Tat is the best strategy. 
But the strategy is not fit for the knowledge sharing game. First, It is difficult to have 
both “retaliative” and “charitable”. Once break faith will result in permanent es-
trangement hard to cooperate again. Second, because of the difficulties of expression 
and receiving information, it is also difficult to measure how much knowledge is 
shared during the game, it is impossible to select alternatives in sharing and not shar-
ing continually. The third, Tit-for-Tat Strategy need players know the other player’s 
strategy in short time, it is impossible in reality. 

4.2   How to Improve Efficiency of Knowledge Sharing in Knowledge-Intensive 
Organization 

We can see that, suppose players are rational, they will select not-sharing which is the 
best strategy to them. So, to improve efficiency of knowledge sharing in knowledge-
intensive organization, except for physical environment, the organization must em-
phasis on motivation mechanism. It has been proved that, as long as the discount 
factor is big enough, the effective knowledge sharing can be realized. Factors influ-
ence discount are: expected income, possibility of long term relationship, return for 
cooperate, punish to betrayer. 

So, the knowledge intensive organization can improve its efficiency of Knowledge 
sharing by:  

1. Keeping employee team in a relative stability, to improve their long term ex-
pected outcome and cooperate opportunities which will improve discount factor and 
realize effective equilibrium outcome. 

2. Establishing motivation mechanism, encouraging employee to share knowledge, 
improve expected outcome for long term cooperation and decrease the excepted out-
come of betrayer and temptation of the not-sharing  

3. Creating an effective and cultural environment for knowledge sharing. 
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Abstract. We investigate multinomial mixture traffic models for com-
munity based ranking and navigation. A “highway” model of source-
destination traffic is formulated which aggregates the traffic through
an underlying network of highways, onramps and offramps. The model
extracts community structure from source-destination traffic informa-
tion, but in addition captures the aggregate “highway” traffic between
the communities. This important distinction extends the highway traffic
analysis beyond clustering. The analysis discovers communities, rankings
of the communities, rankings of destinations within each community, and
transition probabilities between the communities. The model can be used
for community-based collaborative filtering when applied to similarity
graphs for music or movies.

1 Introduction

Traffic engineering and network design have been extensively studied in the
engineering communities. The investigations cover how best to route traffic based
on an existing connectivity graph, and optimizing connectivity paths to best fit
the traffic. Source-destination traffic matrix estimation has been addressed from
a statistical perspective in e.g.[1][2]. Here we present a probabilistic “highway”
traffic model of source-destination random walk traffic on an underlying sparse
graph. Our goal in the analysis is to model both the underlying community
structure and the aggregate traffic between communities. Viewing the source-
destination traffic matrix as a weighted “traffic graph”, we seek to discover both
tightly connected regions in the graph, and an underlying “highway” backbone
structure in the graph. The traffic graph analysis has internet applications to
community-based link analysis and collaborative filtering.

Our traffic models extends latent variable models which have appeared un-
der the names Latent Class Models [3], Aggregate Markov Models [4]-[6], Non-
negative Matrix Factorization (NMF)[7], and probabilistic LSA (pLSA)[8]. Many
of the recent applications of these models have been in the fields of natural lan-
guage processing and information retrieval. These latent variable models when
applied to source-destination traffic data translate into a “hub” traffic model
with only onramp and offramp traffic to latent hubs. The highway traffic la-
tent variable model contains both highway entrance and exit hubs, and highway
traffic between them. This allows the model to find both tightly interconnected

X. Deng and Y. Ye (Eds.): WINE 2005, LNCS 3828, pp. 826–835, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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communities, and the traffic flow between them. In addition to the analysis of
source-destination traffic data, the highway traffic model is applicable to the
analysis of random walk traffic on a source-destination connectivity graph. In
related work, spectral clustering based on finding communities which minimize
transitions between different communities has received considerable attention in
image segmentation[9][10].

An outline of this paper is as follows. First we describe the highway traffic
model and it’s relation to a hub traffic model. Numerical experiments are pre-
sented in Section 3 for traffic analysis of a synthetic and an autonomous systems
connectivity graph, and for topic community based ranking and navigation on a
computer skills graph. Section 4 describes some properties of the highway traffic
model, and the paper concludes with a discussion section.

2 Highway and Hub Traffic Models

Consider traffic flow data consisting of nij counts of traffic from source X = i to
destination X ′ = j. We assume that all sources are destinations, and destinations
sources. Discrete latent variables H and H ′ are introduced which characterize
the underlying entrance hubs and exit hubs on the highway. We assume that all
entrances are exits, and vice versa. Our model of traffic flow consists of onramp
traffic from sources to highway entrances, highway traffic from entrances to exits,
and offramp traffic from highway exits to destinations. The model assigns a
probability of going from source i to destination j of:

p(i, j) =
∑
k,l

αikβklγjl,

where αik = P (X = i|H = k), βkl = P (H = k,H ′ = l), and γjl = P (X ′ =
j|H ′ = l). In words, αik is the fraction of traffic at entrance k from source i, βkl

is the probability of going from entrance k to exit l on the highway, and γjl is
the fraction of traffic at exit l that proceed to destination j. The double sum
in the expression is over all highway entrances and exits. Note that the traffic
model is probabilistic, and in general allows for more than one highway route
from source to destination. We further impose a constraint equating the onramp
and offramp traffic distributions:

γjl = αjl.

Thus the fraction of traffic at exit l which continue to destination j is equal to the
fraction of traffic at entrance l which originate from j. The model parameters are
specified by α(x|h) = P (x|h) and β(h, h′) = P (h, h′), which specify respectively
the onramp/offramp traffic distribution, and highway traffic between the en-
trances and exits. The analysis provided by the model parameters in the context
of community-based ranking and navigation are as follows. Each state of the la-
tent variables H and H ′ correspond to a community. The onramp/offramp traffic
distribution α provides the ranking within each community, whereas the highway
traffic β describes the navigation transition probabilities between communities.
The marginal distribution of H (or H ′) can be used to rank the communities.
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Let the total amount of observed traffic be N =
∑

i,j nij , and let p̃ij = nij/N
be the observed empirical joint distribution p̃(x = i, x′ = j). The log-likelihood
function is given by

L = N
∑
x,x′

p̃(x, x′) log[
∑
h,h′

α(x|h)β(h, h′)α(x′|h′)].

Maximizing the likelihood of the observed source-destination traffic counts is
equivalent to minimizing the following Kullback-Leibler divergence:

D(p̃(x, x′) ‖
∑
h,h′

α(x|h)β(h, h′)α(x′|h′)).

The EM algorithm gives the following update equations
E-step

q(h, h′|x, x′) =
p(x, x′, h, h′)∑
hh′ p(x, x′, h, h′)

where p(x, x′, h, h′) = α(x|h)β(h, h′)α(x′|h′).
M-step

α(x|h) =
p̃(X = x,H = h) + p̃(X ′ = x,H ′ = h)

p̃(H = h) + p̃(H ′ = h)
.

β(h, h′) = p̃hh′ ,

where p̃xh, p̃x′h′ , p̃h, p̃h′ , and p̃hh′ are the corresponding marginals of
p̃xx′q(hh′|xx′).

Representing the model parameters α and β as matrices, the highway traffic
model seeks an approximation of the empirical traffic distribution p̃ by minimiz-
ing

D(p̃ ‖ αβαt).
In comparison, a traffic model with the same structure as pLSA/NMF [4][7][8]
seeks to minimize

D(p̃ ‖ AB).
The traffic interpretation of this model, which will be referred to as the “hub”
traffic model, consists of an onramp distribution to the hubs from the sources, the
hub distributions, and the offramp distributions from hubs to destinations. The
highway model assumes more structure in the traffic data, and is a constrained
version of the hub model. In particular, a highway model can always be repre-
sented as a hub model by equating corresponding terms in (αβ)(αt) = (A)(B),
effectively folding in the highway traffic between entrances and exits into the
onramp traffic distribution specified by A. This comes at the cost of reduced
sparseness of the onramp traffic distribution, and an increase in complexity of
the hub model. Without equating onramp to offramp traffic in the highway
model, the highway traffic has extra degrees of freedom since we can always
write αβγ = (αβ)(I)(γ). Here the onramp traffic incorporates the highway traf-
fic, and now there is no cross-traffic between entrances and exits. By equating
onramp to offramp traffic, these degrees of freedom are removed in the high-
way traffic term β. The highway and hub traffic models differ in complexity,
sparseness and structure.
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3 Numerical Experiments

3.1 Synthetic Graph Analysis

We start with a simple example analysis which elucidates the highway traffic
model’s ability to find communities and their interrelations. A simple synthetic
graph consisting traffic between 12 nodes is depicted on the left in Figure 1.
Directed edges correspond to one traffic count in the given direction, whereas
undirected edges represent a traffic count in both directions. The empirical joint
source-destination distribution for the graph has exact decompositions according
to both the highway and hub traffic models, with zero KL-divergences. Thus,
the comparison here is in terms of the structure each model extracts from the
data. For the highway model, the EM algorithm described above is run for
100 iterations starting from random initializations for α(x|h) and β(h, h′). The
exact decomposition of the graph consists of k = 4 fully connected communities
consisting of 3 nodes each, given by α(x|h = i)β(h = i, h′ = i)α(x′|h′ = i). These
are depicted in the top four subgraphs on the right in Figure 1. In addition,
the relations between the communities, as given by α(x|h = i)β(h = i, h′ =
j)α(x′|h′ = j), is depicted in the bottom four subgraphs.

The highway model correctly discovers the underlying communities in the
graph, as well as the onramp/offramp community-based ranking parameters. In
Figure 2, the onramp/offramp distribution parameter α, and the highway traffic
parameter β are displayed. In addition, a binary representation of the graph’s
highway backbone structure is visualized by thresholding β. For comparison, we
fit a hub traffic model to the data. The corresponding graph decomposition if
shown in Figure 3. The hub model all traffic within communities together with all
outbound traffic from that community. The hub model essentially incorporated
the highway traffic distribution into the offramp distribution.

The highway model’s analysis of this simple traffic graph successfully captures
the tightly knit communities and their interrelations. In addition, the highway
traffic matrix β(h, h′) describes the highway backbone traffic structure in the
data.
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Fig. 1. Synthetic graph decomposition based on the highway traffic model. The de-
composition consist of four subgraphs of tightly knit communities and four subgraphs
of relations between the communities.
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Fig. 2. The highway model’s onramp/offramp distribution (left), highway traffic β
(center), and highway traffic visualization (right)
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Fig. 3. Synthetic graph decomposition based on the hub traffic model

3.2 Autonomous System Connectivity Graph

We analyzed simulated internet traffic data based on an undirected connectivity
graph between Autonomous Systems (AS). The connectivity graph consists of
AS paths in BGP routing tables collected by the server route-views.oregon-ix.net.
This data is the basis of the power-law analysis in [11], and is publicly available
at http://topology.eecs.umich.edu/data.html. After trimming out nodes with no
edges, we are left with an undirected binary AS connectivity graph with 13233
interconnected AS nodes.

We compared the highway traffic model to the hub traffic model normalizing
for the complexity differences of the two models. With k latent hub states in
the hub model, and n sources/destinations, the hub model has [2k(n − 1) +
k − 1] parameters. In contrast, the highway model with the same number k or
entrances/exits contains only [k(n− 1) + k2 − 1] parameters. We compared the
two models using the Akaike Information Criterion (AIC), Bayesian Information
Criterion (BIC), and predictive test-set log-likelihoods. The simulated traffic
data was constructed as follows. For the training set, we performed 100000 single
random walk steps on the connectivity graph. The 100000 source nodes were
sampled in accordance with the stationary distribution of the random walk on
the connectivity graph. Traffic from source nodes are assumed to follow each of
the edge paths with equal probability. Since multinomial mixture models can be
prone to over-fitting problems, we added a single pseudo-count traffic for each
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Table 1. AIC and BIC scores for the highway and hub models

values ×106 k=26 k=51 k=100 k=197
Highway AIC 4.90 5.41 6.59 9.07

Hub AIC 5.56 6.72 9.16 14.15
Highway BIC 8.34 12.2 19.9 35.0

Hub BIC 12.4 20.2 35.5 66.1

edge in the connectivity graph. For the test set, 20000 single random walk steps
were simulated.

In Table 1 the AIC and BIC scores for the highway and hub models are
tabulated for a number of different k values. For each model and each k, 10
EM runs with random parameter initializations are performed. Scores for the
best respective runs are reported in the table. The highway traffic model has
significantly better (lower) AIC and BIC scores than the hub traffic model.

3.3 Random Walk Traffic on Computer Skills Graph

We analyzed a smaller, easily interpretable computer skills graph to demon-
strate the traffic model’s ability to extract communities, their relationships, and
community-based rankings. A computer jobs description data set, provided cour-
tesy of Prof. Richard Martin and the IT consulting firm Comrise was analyzed.
The raw data consists of a collection of computer job descriptions, each of which
contain a subset of 159 computer skills the hiring manager considered impor-
tant for the job. The most frequently occurring skills keywords in the job de-
scriptions are “unix”, “pc(ibm)”, “windows95”, “windowsnt”, “c” and “oracle”.
Entries along the diagonal of the co-occurrence matrix contain the number of
times each skill occurred over all the job descriptions. The elements of this ma-
trix is interpreted as a the amount of (co-occurrent) traffic between pairs of job
skills. This interpretation is equivalent to the normalization used in the random
walk view of segmentation [9]. From the co-occurrent traffic information on the
computer skills graph, we seek to extract out underlying computer skill topic
communities, and the underlying backbone connectivity structure between the
topic communities.

A visualization of the computer skills traffic graph is shown in Figure 4(a)
using the GraphViz [12] spring model graph layout program from AT&T Labs-
Research. Only edge connections with average transition probability greater than
.085 are shown. Even though the graph is not very large with 159 nodes, the
visualization is not easily readable, and only provides vague clues to relationships
between various skills.

From the job skills co-occurrence table the observed empirical joint distri-
bution p̃xx′ is constructed. The EM algorithm is used to find the maximum
likelihood estimators for the conditional α(x|h) and the joint β(h, h′).

Since the onramp and offramp traffic distributions are equal in the highway
model, we will simply refer to the offramp traffic. The offramp traffic distribution
from a few exits (topic communities) are tabulated in Table 1. This specifies the
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Fig. 4. (a) Graph layout of the computer skills traffic graph using GraphViz’s spring
model layout algorithm. (b) Highway traffic visualization - each node in this graph
is a highway entrance or exit hub, and corresponds to a computer skills community.
Onramp and offramp distributions to sources and destinations are tabulated in Table 1.

fraction of traffic at the specified exit which flow to each destination node. The
destination computer skill with the largest traffic fraction is used as the label
for the exit. The five top skills, ranked in descending order of their conditional
probabilities are shown for each exit (community). These are the top 5 ranked
skills for each topic community. This describes the traffic model’s community-
based ranking system.

From Table 1, we see a UNIX skills community containing Unix, C and C++,
and a SUNOS operating systems community containing SunOS, solaris and
sunsparc, a HP cluster with HP, HP-UX, and a JAVA community containing
in descending community ranking Java, html, javascript, perl and cgi. The model
also identified skills groups affiliated with Microsoft, containing skills PC(IBM),
Windows95, MSoffice, MSproject and dos.

In addition to the communities of related computer skills, the model also
extracts out the relationships between the communities. This can be used for
community-based navigation of the computer skills graph which is analogous to

Table 2. Onramp/offramp traffic distribution for highway traffic model. The skills with
highest traffic fraction to/from the latent community states are listed in the first row,
and used to label the clusters in Figure 4(b). Each column represents an entrance/exit
hub. Fractions of traffic to/from each skill is listed next to the skill name.

UNIX .156 SUNOS .174 HP .181 PC(IBM) .214 JAVA .154

c .154 solaris .169 hp-ux .146 win95 .184 html .142
c++ .123 tuxedo .016 tcp/ip .076 msoffice .146 jscript .075
sybase .050 sunsparc .009 nis .008 msproject .050 perl .046
jam .004 oa&m .007 nfs .007 dos .027 cgi .031
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highway navigation. In Figure 4(b), we used GraphViz [12] to visualize the un-
derlying highway traffic between entrance and exit hubs as defined by β(h, h′).
This backbone traffic structure in the source-destination traffic data is visu-
alized by thresholding β(h, h′) into a binary adjacency matrix. We emphasize
that this is only for visualization purposes; the model contains more informa-
tion than is visualized. From the highway traffic graph, we see tightly cou-
pled highway traffic between the Unix, SunOS, HP communities, as well
as the Java and SunOS communities. The highway traffic model successfully
finds computer skills communities as well as the relationships between the
communities.

4 Highway Traffic Model Properties

The highway traffic model can in general describe non-symmetric traffic data.
By equating the onramp with the offramp traffic distributions in the model, we
obtain the following conditional distribution within each community:

p(x, x′|h = h′) = α(x|h)α(x′|h).

This is the highway model’s predicted probability of transiting from source x
to highway entrance h, and immediately exiting to destination x′. This condi-
tional distribution matrix has rank 1 and satisfies the detailed balance condi-
tion. Thus, within each community, the traffic is assumed symmetric, and one
can show that πh(x) = α(x|k) is simply the stationary distribution of the ran-
dom walk within each community. Even though the random walk within each
community is reversible, the highway model can describe non-reversible traf-
fic depending on the highway traffic distribution β(h, h′). If the highway traffic
β(h, h′) between communities is symmetric with respect to source community
(entrance) and destination community (exit), thereby satisfying the detailed bal-
ance condition, then the highway model describes symmetric source-destination
traffic. One can verify that if the empirical traffic distribution is symmetric, and
the highway traffic distribution β(h, h′) is initialized symmetric, then it will re-
main symmetric under all subsequent updates under the EM algorithm. Thus
reversible source-destination traffic will be modeled with a reversible highway
traffic model.

The traffic model approximates the empirical traffic flow in a maximum like-
lihood or minimum KL-divergence sense. For example, an approximation of
the source traffic distribution can be obtained as follows. Let the source dis-
tribution of the highway traffic model be π(x) =

∑
h,h′ α(x|h)β(h, h′). Using

Pinsker’s inequality [13] we can bound the total variation distance between the
empirical source distribution p̃(x) and the source distribution of the highway
model π(x) ∑

x,x′
|p̃(x)− π(x)|

≤
√

2D(p̃(x) ‖ π(x))
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≤
√

2D(p̃(x, x′) ‖
∑
h,h′

α(x|h)β(h, h′)α(x′|h′)).

Similarly, the highway model can approximate any empirical traffic flow from
a source set of nodes to a destination set, with the KL-divergence providing a
bound on the approximation error.

5 Discussion

The highway and hub traffic models are constructed with various structures and
associated complexities in the multinomial mixture. This is analogous to control-
ling the covariance structure in Gaussian distributions, from spherical Gaussian,
to Graphical Gaussian models and Factor Analysis, to the full Gaussian with ar-
bitrary covariance structure. Hub models with the same probabilistic structure as
pLSA/NMF have been applied in the information retrieval setting to decompose
document-word matrices [7][8] and document-citation matrices [15]. In those set-
tings, pLSA does not provide a probabilistic generative model, and is not able
to cleanly assign predictive probabilities to new documents. Latent Dirichlet Al-
location [16] improves on pLSA by providing a proper generative model. In the
source-destination traffic setting we consider, the sources/destinations constitute
a fixed set, and the traffic models properly defines probabilities for new traffic
between the sources and destinations. The traffic models are properly defined
probabilistic models of source destination traffic.

In summary, the highway model extracts out communities and relational in-
formation in the form of highway traffic between the communities. The model
finds communities, community-based rankings, navigation probabilities between
communities, and rankings of the communities themselves. It is related to spec-
tral clustering algorithms where the interest is in finding communities of nodes
with minimal traffic between the communities [9][10]. The highway traffic model
extends the framework of minimizing traffic flow between communities and pro-
vides a low rank highway based approximation to the empirical source-
destination traffic. In the relational data research field, symmetric graphs with
binary edge weights have been investigated in the context of link detection [17]
and relational modeling [18]. In contrast, the traffic models are used for analyzing
more general weighted traffic graphs. We are pursuing extensions of the highway
traffic model to address the selection of the number of highway entrances/exits,
as well as traffic models with highways and freeways. The highway model can
also be extended from an unsupervised to a semi-supervised setting with some
observations of highway and onramp/offramp traffic counts.
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Abstract. We study the phenomenon of free-riding in peer-to-peer (P2P) sys-
tems via an abstract model of a public good provision game with incomplete
information. Each user in the model has an intrinsic contribution cost and de-
cides whether to contribute or free-ride based on the expected benefit derived
from the system. We first consider the impact of positive network externalities—
common in P2P settings—on the equilibrium level of free riding and show that
such network effects reduce free riding slightly but are insufficient to prevent it.
We then consider the use of an incentive mechanism based on the detection and
punishment of selfish peers, explicitly modelling key design tradeoffs inherent
in any realistic detection mechanism. We show that detection and punishment
can reduce free riding, but that the risk of falsely accusing cooperative peers can
diminish their effectiveness. Finally, we consider what level of detection would
maximize the social welfare of the network. We find that a surprisingly low level
of detection can be optimal and that the residual level of free riding at optimum
depends critically on the overhead of detecting selfishness and the probability of
falsely identifying cooperative peers.

1 Introduction

Peer-to-peer (P2P) networks can be thought of as public goods in that they rely on
voluntary contribution of resources from individual users (the peers) and, like classic
public goods, they exhibit some aspects of non-rivalry and non-excludability (see, e.g.
[1, 2, 3, 4]). Under the purely voluntary provision of public goods, strategic behavior
typically results in the free-riding problem: individuals contribute less than the socially
optimal amount in anticipation that others will contribute. Empirical studies have veri-
fied that free-riding is a wide-spread phenomenon in P2P networks [1, 5, 6]

While economists have traditionally understood the free riding phenomenon as a
stable equilibrium outcome, there have been significant recent studies of various in-
centive mechanisms to mitigate or eliminate free-riding. Proposed incentive mecha-
nisms include reputation-based service differentiation [7], micro-payments for usage
[8], penalty mechanisms [9], and fixed entry fee schemes [10].

In this work, we construct a model of a P2P network based on a voluntary public
good provision game with incomplete information, for which free-riding is established

X. Deng and Y. Ye (Eds.): WINE 2005, LNCS 3828, pp. 836–847, 2005.
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as an equilibrium outcome. We use this model to study the impact of positive network
externalities commonly found in P2P networks upon the level of free-riding at equilib-
rium and to evaluate the effectiveness of incentive schemes based on the detection and
punishment of selfish peers. Our findings can be summarized as follows:

– In general, positive network effects reduce the motivation for free-riding. From tra-
ditional public good models, it is known that free-riding increases as the network
becomes large. Positive network externalities, therefore, work in opposition to the
free-riding effect. The impact of such network effects, however, is modest and in-
centive mechanisms are needed to significantly improve levels of contribution.

– We study the impact of error-prone detection of selfish behavior, allowing both
failures to detect some selfish actors as well as the false accusation of cooperative
peers. Both types of error limit the effectiveness of punishment as incentive mech-
anism. Since false accusations become more likely as selfishness is detected more
aggressively, it is necessary to seek an optimal level of detection precision.

– Considering the tradeoff between true and false detection as well as the cost of de-
tecting selfish behavior, we seek a detection rate to optimize the social welfare of
the system. We find that the optimal level of detection depends on various parame-
ters of the system and can be surprisingly low, even in systems with low detection
costs and low false alarm rates.

The remainder of this paper is organized as follows: Following a review of related work
in this area, Section 3 presents the basic model with its equilibrium notion. Section 4
analyzes the model in the absence of network effects case as a baseline for compari-
son, and discusses the impact of network externalities. Section 5 extends the model to
incorporate features of an imperfect detection mechanism and investigates the system
equilibrium under a detection-based penalty mechanism. In Section 6, we study the de-
termination of the optimal detection rate, which maximizes the sum of all the payoffs
of all peers in the network. Concluding remarks close the article with a brief discussion
of further research topics.

2 Related Work

Our work is related to that of Asvanund, et al. [1], which also examines network effects
in P2P architectures. This work sought to empirically measure negative and positive net-
work externalities in music-sharing P2P network. Our work is distinguished by our use of
a game-theoretic model to explain how positive network externalities influence on peers’
provision decision in equilibrium and to quantify the effects of penalty mechanism.

Our work also complements that of Feldman, et al. [9], which also studied the use of
penalty mechanisms to mitigate free-riding problem. Feldman pays particular attention
to the social cost of free identities—so-called cheap pseudonyms—which can limit the
effectiveness of reputation-based incentives. In contrast, our work mainly deals with the
question of whether realistic detection mechanisms can work, even if pseudonyms are
difficult or expensive to create.

Krishnan, et al. [2] make use of a game-theoretic analytic framework to evaluate free-
riding in P2P networks. These authors assume content-sharing cost incurs a lump-sum



838 B.-C. Kim and J.K. Shapiro

cost, which is common knowledge and is the same for each user. In contrast, we con-
sider a more realistic Bayesian framework where each individual has private informa-
tion about the cost associated with his contribution, with the costs of other peers inde-
pendently drawn from an identical, commonly known distribution. That is, Krishnan’s
analysis is for a symmetric contribution game with complete information, for which the
solution concept is a pure strategy Nash equilibrium; the model in our work is a game
of incomplete information and its solution concept is a Bayesian Nash equilibrium.

Finally, we note that the possibility of user exclusion, studied by Antoniadis, et al
[10], is not considered in our model, which concerns ex post non-cooperative behavior.
That is, we consider the moral hazard problem arising after the decisions about who
participates have already been made. By assumption, in our model, each peer would
be better to stay in the network rather than to opt staying out since the utility from the
participation in the network is sufficiently high.

3 The Basic Model

We now present an abstract model of a P2P system as a continuous public good provided
through voluntary contributions. Our model is an extension of a general framework that
has been widely explored in the public good literature [11, 12, 13, 14].

We consider a group of n ≥ 2 peers contemplating their contributions to a P2P
network. Contribution to the network has a cost ci ∈ [c, c̄] for peer i. These costs are
assumed to be private information; that is, an individual i knows with certainty his own
cost, but has incomplete information about the costs of other peers. From the point of
view of peer i, the costs of other peers are assumed to be independent random variables
drawn from some distribution over the finite interval [c, c̄]. Let us denote the cumulative
distribution function and its density as Z(ci) and z(ci), respectively.

Peer to peer systems are often characterized by positive network externalities. In a
file-sharing network, for example, having more peers increases the probability of suc-
cessfully locating a desired file. Similarly, in an ad hoc wireless network, having more
peers may increase the connectivity, resilience, or spatial reach of the network. In gen-
eral, such network effects can be modelled by allowing the benefit that a peer derives
from the network to depend on how many peers contribute resources. As the number
of cooperative peers gets larger, the greater is the payoff for each user of the network.
We therefore assume the utility of each peer is an increasing function f(k), where k
denotes the number of peers choosing to contribute. As is common in the literature re-
garding network externalities, we assume that the utility function is (weakly) increasing
in k, but with diminishing marginal increments as k becomes large. Possible candidate
functions for f(k) include 1 + log(k), or the harmonic number (

∑k
i=1

1
i ). Under this

general set-up, the absence of network effects can be expressed as a special case: if f(k)
is constant for any 1 ≤ k ≤ n and f(k) = 0 for k = 0, the payoff remains at a constant
level as long as at least one participant contributes.

In the symmetric Bayesian-Nash equilibrium, a peer contributes if and only if his
cost is less than or equal to his expected benefit from contributing. This benefit, in turn,
depends on how many other users contribute and on the presence of network effects.
Note that the peer must evaluate its benefit in expectation due to the incomplete infor-
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mation about the private costs of others. A peer contributes if and only if his cost is
less than or equal to a cutoff value c∗, which is given by a solution to the following
equation1:

n−1∑
i=0

{f(n− i)− c∗)}
(
n− 1

i

)
Z(c∗)n−1−i (1− Z(c∗))i =

n−1∑
i=0

f(n− 1− i)
(
n− 1

i

)
Z(c∗)n−1−i (1− Z(c∗))i (1)

The left-hand side of equation (1) is peer j’s expected payoff when choosing to con-
tribute given other players’ equilibrium strategies; the right-hand side is the expected
payoff from free riding. In each term of the summation, i represents the number of
peers who choose not to contribute. Note that the choice to contribute requires the peer
to pay his privately known contribution cost cj . The payoff f(n− i) is obtained when
i among the n peers choose to free-ride. The probability that i out of the n − 1 peers
other than peer j choose to free ride is given by the binomial distribution, assuming that
peer contribution costs are i.i.d. A symmetric Bayesian Nash equilibrium is constituted
by the profile of this threshold strategy played by all peers simultaneously.

We must acknowledge that a peer’s own contribution is arguably treated unrealisti-
cally in our model in the following sense: If only one peer contributes to the system,
all peers receive a payoff of f(1) including the contributor, himself. With most P2P
networks, it is common to assume that a peer derives utility only from the resources of
others. One can show, however, that deriving utility from one’s own contribution is a
necessary condition for the formation of networks in our model. As an informal justi-
fication of this aspect, we interpret the self-induced utility as a so-called ”warm glow”
effect that models the altruism that is often required to bootstrap real-world networks.

4 Network Effects

In this section, we analyze the basic model and study how the network effect is related
to the issue of free-riding. Rearranging equation (1) yields the following equation:

n−1∑
i=0

{f(n− i)− f(n− 1− i)}
(
n− 1

i

)
Z(c∗)n−1−i (1− Z(c∗))i − c∗ = 0, (2)

which affords a more intuitive interpretation. The first term of (2) represents the ex-
pected marginal benefit from the choice of contribution, while the second term is the
threshold contribution cost. The marginality principle—the equality of marginal benefit
and marginal cost—holds in equilibrium.

As a baseline, we consider a special case in which the benefit from the network is
constant regardless of the number of contributors. Let us denote the cut-off value in the
absence of network effects as cb. The following Proposition summarizes our findings:

1 Note that we assume a peer would choose to contribute if the marginal benefit is exactly equal
to his contribution cost, which is innocuous because of its continuous distribution.
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Proposition 1. (a) The equilibrium cut-off value in the presence of the network effect
is greater than or equal to the cut-off value in its absence, i.e., cb ≤ c∗. That is, positive
network externalities make a peer more likely to contribute to the network given a fixed
number of users.
(b) In the absence of network effects, the equilibrium cut-off value decreases with the
network size, i.e., dcb

dn < 0.

Proof. (a) Without the loss of generality, we can normalize the payoffs of a sole con-
tributor to be one, i.e., f(1) = 1. Also, if no one makes a contribution, the network
provides zero utility, i.e., f(0) = 0. We keep this assumption for the remainder of this
paper.

At equilibrium, the level of an individual cost must be equal to the expected benefit
from contribution. From the equilibrium condition (2), we know that H(n,c) = 0, where

H(n, c) ≡
n−1∑
i=0

(f(n− i)− f(n− 1− i))
(
n− 1

i

)
Z(c∗)n−1−i (1− Z(c∗))i − c∗

=
[
(1− Z(c∗))n−1 − c∗

]
+

n−2∑
i=0

{f(n− i)− f(n− 1− i)}
(
n− 1

i

)
Z(c∗)n−1−i (1− Z(c∗))i

For the comparison of the two thresholds, cb and c∗, let us evaluate the given H(n, c)
at cb. In this case, the first bracketed term becomes zero because this term is identical
to the equilibrium condition in the absence of network effects. The second term turns
out to be non-negative in the presence of network effects. In addition, we can see that
H(n, c) = −c < 0, which implies there exists at least one c∗ in the range such that
cb ≤ c∗.

(b) The first bracketed term is identical to the equilibrium condition in the absence
of network effects. In this case, the second term is cancelled out because f(n − i) −
f(n−1− i) = 0 for 0 ≤ i ≤ n−2. Thus, our benchmark is a special case of this more
general formulation. In the absence of network effects, the equilibrium condition is(

1− Z(cb)
)n−1 − cb ≡ G(n, c) = 0.

Applying the Implicit Function Theorem, then dcb

dn = −Gn

Gc
< 0 because (i) G(n+ 1)−

G(n) =
(
1− Z(cb)

)n−1 − (
1− Z(cb)

)n
< 0 since 0 <

(
1− Z(cb)

)
< 1 and (ii)

Gc = −z(cb)(n− 1)
(
1− Z(cb)

)n−1
< 0.2 ��

Part (a) of Proposition 1 states that free-riding can be limited by the presence of network
effects. The underlying intuition for this result is straightforward: positive network ef-
fects strengthen the incentive to contribute by increasing the rewards from doing so,

2 In this proof, Gn and Gc denote partial derivatives. In view of the discrete nature of n, we
have adopted the heuristic of evaluating Gn as the first-order difference G(n + 1) − G(n),
although technically, the Implicit Function Theorem does not strictly apply. We note that using
the ”complementary” heuristic of allowing n to be a continuous value also proves the same
result.
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Fig. 1. Fraction of contributors as a function of the number of participants for an instance of
the model with f(n) = log n. Cutoff values are shown for both the baseline case (cb) and the
network effect case (c∗).

thereby inducing contribution from some peers who would otherwise have chosen to
free-ride.3 Part (b) of the Proposition states that a peer will be less likely to make a con-
tribution in a larger network, which is a restatement of the classical free-riding problem
in the provision of public goods.

Figure 1 illustrates Proposition 1 graphically for peer costs uniformly distribution of
over [0, 2] and a logarithmic benefit function f(n) = 1+logn. We observe in the figure
that the fraction of contributing peers—which is proportional to the cutoff value under
a uniform cost distribution—decreases (i.e. free riding increases) even in the presence
of positive network effects, although this fact is not guaranteed by Proposition 1.4 In
general, it is not the case that that dc∗/dn decreases monotonically. We conjecture,
however, that it is asymptotically decreasing for realistic payoff functions. We leave a
proof of this conjecture for future work.

5 Penalty Mechanism

We next turn our attention to the use of a penalty-based incentive mechanism to mitigate
free-riding whereby selfish users are detected by honest peers and some punishment ex-
acted. Although the details of a detection mechanism are typically application specific,
we model detection abstractly as follows: We assume that a peer who fails to contribute
can be detected with some probability p, which can be chosen by the system designer.
Adopting terminology from signal detection theory, we refer to p as the detection rate

3 It is worth noting that, by the same argument, negative network externalities—so-called con-
gestion effects—could lead to a network with increased free-riders. Well-designed P2P net-
works, however, usually exhibit good scaling and load-balancing properties, making such a
scenario unlikely.

4 Recall that Proposition 1 merely states that voluntary contribution becomes less likely in a
larger network in the absence of the network effects.
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of the incentive scheme. We assume further that the system is able to punish a detected
free-rider by removing any and all payoff derived from using the system.

With this penalty mechanism, the equilibrium condition becomes

n−1∑
i=0

{f(n− i)− cp}
(
n− 1

i

)
Z(cp)n−1−i (1− Z(cp))i =

n−1∑
i=0

{(1 − p) · f(n− 1− i)}
(
n− 1

i

)
Z(cp)n−1−i (1− Z(cp))i

, (3)

where cp is the equilibrium cutoff value. As before, a contributing peer pays his contri-
bution cost, while a free-riding peer does not. However, because the penalty scheme
reduces the expected payoff from free-riding, the trade-off between free-riding and
contribution is significantly altered. In equilibrium, as above, every peer follows the
symmetric strategy of contributing if his cost is less than or equal to the cutoff value.

Proposition 2. The equilibrium cut-off value in the presence of a penalty scheme is
greater than or equal to the cut-off in the absence of a penalty scheme, i.e., c∗ ≤ cp.

Proof. Rearranging terms in the equation (2) and define the equilibrium condition
J(n, c) = 0 as follows:

J(n, c) ≡
n−1∑
i=0

{f(n− i)−(1−p)f(n−1−i)−cp}
(
n− 1

i

)
Z(cp)n−1−i (1− Z(cp))i

=

[
n−2∑
i=0

{f(n− i)− f(n− 1− i)}
(
n− 1

i

)
Z(cp)n−1−i (1− Z(cp))i

]
+

[(1− Z(cp))− cp] +
n−2∑
i=0

{p f(n− 1− i)}
(
n− 1

i

)
Z(cp)n−1−i (1− Z(cp))i

The first two bracketed terms are equivalent to the equilibrium condition previously
considered (i.e. the network effect is present but no penalty mechanism is used). These
terms become zero evaluated at c∗. Thus, J(n, c∗) > 0, which implies that there exists
at least one cp such that cp ≥ c∗ since J(n, c) < 0. ��

5.1 The Impact of False Positives

Our model allows for the imperfect detection of selfish behavior by assuming selfish
peers go undetected with probability 1− p. In addition to such detection failures, false
positive errors can also occur whereby cooperative peers are wrongly identified as self-
ish. The risk of undeserved punishment due to false positives would naturally reduce the
expected payoff for cooperative peers. Intuition therefore suggests that false positives
diminish the effectiveness of an incentive mechanism.

In any realistic detection algorithm, the false positive rate and detection rate are not
dependent quantities and must be traded against each other [15]. Algorithms which
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detect misbehavior very aggressively tend to suffer from increased false positive rates
in varying degrees depending on the type of algorithm used5 and on the observable
differences between selfish and cooperative behavior in a particular application context.

Analysis of a simple model of classification in the presence of noise (omitted here
for reasons of space) suggests that false positive rate is well modelled as an exponential
function of detection rate φ(p) = pγ , where the parameter γ ≥ 1 can be chosen to
determine the strength of the dependence. Under this class of functions, a perfect de-
tection rate p = 1 inevitably leads to a false positive rate φ(1) = 1. However, for high
values of γ, detection rate can be increased to a relatively high intermediate value with
little effect on the false positive rate. In the limit γ =∞, f(p) = 0 as long as p < 1. In
this case, the detection rate can become arbitrarily close to one with no false positives.

Denoting the cutoff value in the presence of false positives as cf , we can state the
following result.

Proposition 3. For low values of γ, the the equilibrium cutoff value cf is less than cp.
As γ →∞, false positives become less severe and cf → cp,

Proof. The equilibrium condition demands equality between a contributor’s a free-
rider’s expected payoffs. That is, in equilibrium the following equation must hold:

n−1∑
i=0

{
(1 − pγ)f(n− i)− cf

}(n− 1
i

)
Z(cf )n−1−i

(
1− Z(cf )

)i

=
n−1∑
i=0

{(1− p) · f(n− 1− i)}
(
n− 1

i

)
Z(cf )n−1−i

(
1− Z(cf )

)i

Rearranging terms, we define the equilibrium condition L(n, c) = 0 as follows:

L(n, c) ≡
n−1∑
i=0

{
(1 − pγ) f(n− i)− (1− p)f(n− 1− i)− cf

}×(
n− 1

i

)
Z(cf )n−1−i

(
1− Z(cf )

)i

L(n, c) =

[
n−2∑
i=0

{f(n− i)− f(n− 1− i)}
(
n− 1

i

)
Z(cf )n−1−i

(
1− Z(cf )

)i

]
+[(

1− Z(cf )
)n−1 − cf

]
+

n−1∑
i=0

{p f(n− 1− i)− pγ f(n− i)}
(
n− 1

i

)
Z(cf )n−1−i

(
1− Z(cf )

)i

Hence, L(n, cp; γ = ∞) = J(n, cp) = 0 but L(n, cp) > J(n, cp) = 0 as long as γ
is not infinity. As γ decreases, these two conditions diverge so that cf becomes smaller
than cp. ��

5 To take a trivial example, a detection algorithm that classifies all peers as selfish will have
perfect detection but also a false positive rate of one.
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Proposition 3 states that the risk of false positives distorts the equilibrium outcome of a
penalty mechanism. If there is a possibility that cooperative peers will be misclassified
as free-riders and punished, the penalty scheme does not achieve its full effectiveness
as some peers who would otherwise have chosen to contribute may choose to become
free-riders.

6 Optimal Detection Rate and the Social Planner’s Problem

We found in the previous section that the network augmented with a penalty scheme
may induce peers to take a cooperative action, provided that cooperative peers are not
falsely punished with a high probability. However, implementing a detection mecha-
nism is not without cost to the system as a whole. Detecting selfish behavior in a dis-
tributed system may require peers to log information, gossip about reputations, or play
the role of third-party in other peers’ transactions, all of which require system resources
that could otherwise be devoted to service. Thus an additional consequence of detect-
ing selfishness is to diminish the service capacity of the network. In some systems, high
detection rates may only be achieved at an extremely high cost.

Up to this point, our model has overlooked this capacity reduction effect because it is
felt by selfish and cooperative peers alike and thus has no effect on decision making or
on the equilibrium operating point. To the system designer, however, there is a tradeoff
to be made: By operating at a high detection rate, cooperation can be increased at the
cost of reduced service capacity. Alternatively, if a higher level of free riding can be
tolerated, some overhead can be recovered by using a less effective penalty mechanism.

To understand this tradeoff, we cast the designer in the role of a social planner who
seeks to maximize the total welfare of users in the system. We model the impact of
capacity reduction as a multiplicative penalty χ(p) = 1−pα that reduces the payoffs of
both selfish and cooperative nodes. In this formulation, the payoff when k participants
contribute is

χ(p) f(k)

We define the social welfare to be the sum of expected payoffs of all network users—
contributors as well as free riders—net of the overhead.

Definition 1 (Social Welfare).

W =
n∑

i=0

{(1− pγ)
(
χ(p) f(n− i)− E[ c/, | c < cf ]

) · (n− i) +

(1 − p)χ(p) f(n− i) · i}Z(cf)n−i
(
1− Z(cf )

)i

Observe that although each contributor pays his private cost, this is equivalent, in ex-
pectation, to all contributors paying the same cost E[c|c < cf ]. Note further that when
i peers choose to free ride, free riders and contributors alike receive the same payoff
χ(p) f(n− i).

The system designer must solve the social planner’s problem of choosing a detection
rate p that maximizes social welfare

p∗ ∈ arg maxW, where 0 ≤ p∗ < 1
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Fig. 2. Optimal detection rate as a function of number of participants for four scenarios differing
in the penalty overhead function (parameter α) and the false positive growth function (parame-
ter γ)
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Fig. 3. Fraction of contributing participants at the optimal detection rate as a function of number
of participants for four scenarios differing in the penalty overhead function (parameter α) and the
false positive growth function (parameter γ). For comparison, the fraction of contributors is also
shown when a network effect is present but no penalty is imposed.

Solving this optimization problem analytically by evaluating the first-order conditions
with respect to the detection rate for specific functions f , Z and χ is generally in-
tractable, so we rely on numeric techniques.

Figure 2 illustrates the optimal detection rate as a function of n in case where
f(k) = 1 + log(k), Z(c) is the uniform distribution over [0, 2], and χ(p) = 1− pα for
several combinations of parameters α and γ. Of the parameter combinations shown, the
case most favorable to detection is when detection overhead is modest (α = 10) and
false positive rates grow slowly (γ = 10). The optimal detection rate in this case con-
verges to a value of around 0.5, which is significantly higher than for other parameter
combinations. Figure 3 plots the resulting level of cooperation at the optimal detection
rate. We observe that when conditions are favorable for detection (i.e. α = 10, γ = 10)
the optimal detection rate, although well below perfect detection, is sufficient to guar-
antee near full cooperation. For the remaining three parameter settings, high overheads
(α = 2) or severe false positives (γ = 2) suppress the optimal detection rate value.
Figure 3 shows that while cooperation is modestly increased by the penalty mechanism
in these cases, a significant amount of free riding persists at optimal detection rates.
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Perhaps the most striking feature of Figure 3 is that only in the case most favorable
to detection (α = 10, γ = 10) do we observe an increasing trend toward full cooper-
ation as the network grows in size. In all other cases the trend is decreasing and full
cooperation appears to be unattainable. Indeed, it appears that either high overhead or
a high false positive rate alone is sufficient to prevent the incentive mechanism from
inducing full cooperation. This result suggests the existence of a boundary in the space
of parameters α and γ that separates two classes of system: those for which near-full
cooperation is achieved at the social optimum from those for which some (possibly
substantial) residual free riding is optimal.

7 Concluding Remarks

We have presented a general model of P2P systems as public good provision game of
incomplete information which we have used to study the properties of incentive mech-
anism, incorporating abstract features commonly found in real-world P2P networks—
specifically, positive network effects and a tradeoff between detection rate and false
positive rate. The resulting model is tractable yet confirmed some rather intuitive re-
sults, namely,

– Positive network effects reduce free riding, but only modestly.
– Detection and punishment reduce free riding but the need to avoid false positives

limits the aggressiveness with which selfish peers can be detected.

In addition to these intuitive results, we presented evidence that the socially optimal
level of free riding depends critically on fundamental system parameters such as the
cost of detection in terms of system overhead and the intrinsic difficulty of classifying
selfish and cooperative peers. We conjecture that for many P2P systems overheads are
likely to be high and the signature of selfish behavior is likely to be noisy. In such cases,
our model suggests, the cost of achieving full cooperation is too high and some level of
free riding must be tolerated.

While our focus has been on P2P networks, some of our results may have broader
applicability in any public goods context where free riding cannot be reliably detected.

There are several additional interesting topics that can be treated under our mod-
elling framework. For example, it would be interesting to explore the special case of
a bimodal uniform cost distribution. We believe that such a distribution would be an
appropriate model for realistic P2P networks which contain what we call an altruis-
tic core—a subset of users with effectively zero cost to contribute. We would also like
to relax the independence assumption and explore the effect of correlated costs on the
system equilibrium.
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Abstract. Semantic Web Recommender Systems is more complex than tradi-
tional Recommender System in that it raises many new issues such as user pro-
filing, navigation pattern. Semantic Web based Recommender Service aims at 
combining the two fast-developing research areas Semantic Web and User 
XQuery. Nevertheless, as the number of web pages increases rapidity, the prob-
lem of the information overload becomes increasingly severe when browsing 
and searching the World Wide Web. To solve this problem, personalization be-
comes a popular solution to customize the World Wide Web environment to-
wards a user’s preference. The idea is to improve by analyze of user query pat-
tern for recommender service in the Web and to make use for building up the 
Semantic Web. In this paper, we present a user XQuery method for personaliza-
tion Service using Semantic Web. 

1   Introduction 

Over the last few years, this has lead to a growing interest in personalization. Person-
alization can be defined as the use of technology and user information to tailor e-
commerce and m-commerce interactions between a business and each individual user. 
The purpose of this information technology combined with marketing practices 
unique to the WWW, can be described as follows: i) Better serve the user by antici-
pating needs, ii) Make the interaction efficient and satisfying, iii) Build a relationship 
that encourages the user to return for subsequent purchases. Also, Automated recom-
mender systems intend to provide user with recommendations of products they might 
appreciate, taking into account their past ratings profile and history of purchase or 
interest.[1] Most successful systems apply social filtering techniques, dubbed collabo-
rative filtering.[2],[3] These systems identify most similar users and make recom-
mendations based upon products user utterly fancy. In order to create efficient per-
sonalization service, an approach for improving user query performance is to discover 
frequent Web based Commerce World Model. However, Commerce World, which is, 
E-Commerce and M-Commerce providing such kinds of services are still limited in 
terms of effectiveness. This paper proposes a solution to overcome these limitations. 
After presentation of structural approaches regarding user profiles, we introduce  
personalized XML Query technology using user queries. This paper is organized as 
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follows: This paper is organized as follows: Section 2 describes content-based filter-
ing systems, manual decision rule systems and collaborative filtering systems as  
related work. Section 3 describes Semantic Web Recommender Systems as Web 
based Commerce World as in our proposed system. Section 4 presents the interactions 
of user profiles and XML Query in the Semantic Web in terms of implementation and 
evaluation. In Section 5, we propose our conclusion. 

2   Related Work 

In general, recommendation systems manage information overload by helping a user 
choose among an overwhelming number of possibilities. Also, Recommender  
Systems have begun attracting major research interest during the early nineties.[4] 
These systems broadly fall into three classes based on the techniques they use to  
narrow the range of likely choices. Most web-based recommended systems can be 
divided into three classifications; content-based on filtering systems, manual decision 
rule systems, collaborative filtering systems, and link based systems. 

2.1   Content-Based Filtering System (CFS) 

Content-Based Filtering Systems. Content-based filtering systems utilize machine 
learning techniques such as naïve bayes to analyze WWW pages, Usenet News, E-
mail, and other types of electronic content amenable to automatic textual analysis.[5] 
Also, in content-based filtering systems, the user profile and the document profile are 
represented as a weighted vector in terms of keywords. In recommendation systems, 
in which content-based filtering is applied, recommendations are made for a user 
based solely on a profile built from analyzing the content of items that the user has 
rated in the past. InfoFinder and WebWatcher are examples of such systems. Content-
based filtering systems have several defects.[6],[7] The first problem is that only a 
very shallow analysis of specific content can be applied. As well as characteristics of 
the content itself, there are many other aspects of the content, such as public quality 
and time consumed in loading content. The system ignores such factors. The second 
problem is over-specialization. When the system can only recommend items scoring 
highly against a user’s profile, the user is restricted to seeing items similar to those 
already rated. 

2.2   Manual Decision Rule System (MDRS) 

Manual Decision Rule Systems. Manual decision rule systems describe rules  
described by the web site operator, taking into account static profile information, and 
a session user history throughout a user’s session. A representative example of this 
system is Broad vision. Broad vision provides a range of business solutions including 
Content Management Solutions(CMS), personalization solutions, commerce  
solutions, and enterprise portal systems. These systems can be used to solve difficult 
problems, using the power of personalization and robust content management to  
create leading edge applications and enterprise portals.[8],[9] In this way, rules are 
influenced in contents that are offered to particular users. 
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2.3   Collaborative Filtering System (CFS) 

Collaborative Filtering Systems. Collaborative filtering systems select items for a 
particular user when they are also relevant to other similar users. In addition, collabo-
rative filtering systems provide predicted information applicable with user preferences 
through a correlation engine based on clarified information and  estimating the degree 
of user preference. A recommendation system, utilizes a collaborative filtering sys-
tem, but does not analyze an item at all. The system recommends items for a user 
solely based on similarities to other users. GroupLens and Ringo are examples of such 
systems.[10],[11] A collaborative recommendation system solves problems relating to 
content-based recommendations. Using other user’s ratings allows us to deal with any 
kind or content and receive items with dissimilar content to those seen in the past. 
Since other user’s feedback influences recommendations, there is the potential to 
maintain effective performance even when given fewer ratings from any individual 
user. Nevertheless, this system has some problems. The first problem is that the cov-
erage of ratings could be too sparse, resulting in insufficient recommendations. Rec-
ommendations may not be accurate in some cases, for example, in the case of new 
items being inserted into the database, or that the number of users is too small relative 
to the number of the items in the system. The second problem is that there will not be 
many like-minded users for a user whose tastes are unusual, compared with the rest of 
the users.[12],[13] 

3   Proposed System 

3.1   Semantic Web Recommender System of Category Module 

The method considers the creation of a Semantic Web Recommender Systems as Web 
based Commerce World according to four aspects: 

Management of the Product Information Contents Module (PIC Module) provides 
recommendable information contents as using user domain knowledge. 

Definition of the Navigational Structure by user query Module (NS Module) deal 
with the navigation structure of the Semantic Web based Recommender System in-
formational content by user query. This navigation method utilize by Resource De-
scription Framework and XML. 

Definition of the Personalized User Interface Module (PUI Module) show the for-
matting of contents associated to the navigational structure by user query. 

Identification and description of Potential Users Module (PU Module) provide 
information about the potential users such as their background, knowledge, preference 
and history in order to define user categories and usage needs of these potential users. 

It would be noticed that identifying the four aspects help mastering the complexity of 
the Semantic Web Recommender System. 
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3.2   SWRS of Category for Personalization Service Module 

We assert that design a Semantic Web Recommender System is a four process mod-
ule step, in which is created at each step, based on the previous one, and the last step 
is the actual system. This sub section provides a major description of the different 
processes, how these relate to each other and how these contribute to Semantic Web 
Recommender System design. Fig.1 shows the process steps, the precedence among 
them and their major process as each schema. 

 

Fig. 1. Semantic Web Recommender System for Personalization Service Architecture 

3.3   User XQuery Module in Semantic Web 

In this step, Semantic Web data is often explained as “schema” or “self-describing”, 
terms that indicate a separate description of the type or structure of data. Typically, 
when we store or program with a piece of data, we first describe the structure(type, 
schema) of that data and then create instances of that type schema . In Semantic Web 
data, we directly describe the data using special syntax. We represent recordlike or 
tuplelike structures: {name: “JHKim”, E-mail: “ziro@yahoo.com”, Cell No: 
“2907211”}. This is a set of pairs such as name: “JHKim” consisting of a label and a 
value. The values may themselves be other structures as in {name: {first: “Kim”}, 
{last: “JH”}, E-mail: “ziro@yahoo.com”, Cell No: “2907114”}. Also, we represent 
structural categories in e-commerce and m-commerce.: {ShoppingMall Name: “Nate-
Shop”, Great Classification: “Computer”, Bisection Kind: “Notebook”, Subdivision 
Kind: “Samsung”}. In this way, the syntax makes it easy to describe sets of tuples in 
the Semantic Web. XML queries can be modeled as query pattern trees by XPath. In 
addition to element tag names, a query pattern tree may also consist of wildcards “*” 
and relative paths “//” by an Equivalence Classes Tree(ECTree). The wildcard “*” 
indicates the ANY label, while the relative paths “//” indicates zero or more labels. 
We assume the query pattern tree doesn’t contain sibling repetitions, that is, the sib-
lings in a query pattern tree have distinct labels. Formally we define this as follows, 
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XML Query Pattern Tree: A query pattern tree is a rooted tree, XQPT=<V,E> is de-
noted by root(XQPT). For each edge e=(V1, V2), node V1 is the parent of node V2. 
Each vertex V has a label, denoted by v.label, whose value is in {“//”, “*”} U tagSet, 
where the tagSet is the set of all element and attribute names in the schema. 

3.3.1   User XQuery 
XQuery is a powerful way to search XML documents for specific information. It is 
based on XPath and has the Schema statements. Also, XPath supports complex que-
ries and complex result constructions using a nested clause. We now introduce a new 
set of syntax rules called the XML Query Pattern Tree, which is a generalization of 
XTree based on XPath. It has a tree structure like the structure of XML Schema and 
RDF. In the querying part of an XQuery(User Query), this is based on user profile 
information for personalization and Product Data(Transaction Data, Action Data) 
related to the ontology in the XML Database. We define the XML Query Pattern Tree 
and Mining XQuery Stream.[14] 

3.4   User Module for Personalization Service 

In this step, PU Module classify by user category schema of the SWRS. This process 
is mainly based on the concept of user inclination and user profile which will be de-
scribed in more details in the next step. Also, This Module classify user category in 
existing recommender system as follows: i) Nominative Data(ND), ii) Anonymous 
Demographics(AD), iii) Application Data(AD). First, generate structures using XML 
in order to express correlations between XSchema and RDF in the Semantic Web. 
Second, by using the Schema, we can offer descriptions and constraints of documents 
using XML syntax, support for data types, description of content models and the reuse 
of elements via inheritance, extensibility, ability to write dynamic schemas, and self 
documenting capabilities when a stylesheet is applied. Third, using a XML document 
and XSchema, we are intended for situations in which this information needs to be 
processed by applications. In this way, personalization is achieved using XML 
Schema and RDF for the Semantic Web. This method is capable of operating not only 
on multiple documents, but also on document fragments.  

3.5   Web Based Information Domain Module 

In this step, the information domain schema of the SWRS is created. It’s concern that 
main process during this step is to capture the SWRS domain semantics with very 
little attention for the users, tasks or needs. The object and relationships content the 
basis of the SWRS is used by information conceptual schema. As creating by infor-
mation domain, PIC Module provide web application domain, if the application is a 
web interface to an existing database application. 

3.6   Navigation Structure Module 

In this step, the navigation structure module is created by navigation conceptual 
schema as using of the navigation documents over the information domain, that take 
into account the profiles of the intended users. The navigation document is composed 
Resource Description Framework and XML. This document represents the best navi-
gation method for users having certain profiles to achieve needs. 
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4   Implementation and Evaluation 

4.1   User Module for Personalization Service 

User Module aims at capturing a series of relevant information which characterize a 
user, such as his experience of the application domain, background, preferences and 
history. According to the user Module for Personalization Service Description will 
have an important role to play in this paper, so we have designed a domain specific by 
a user xquery and schema. We use the XML and RDF class as a common superclass 
for concept Age, Sex, Job and Hobby, so they can be expressed as: 

 
Personalization Service  T 

Age  Personalization Service 
Sex  Personalization Service 
Job  Personalization Service 

   Hobby  Personalization Service 
 
We include the each of the four sets as follows: Age={10, 20, 30, …, 60}, 
Sex={Male, Female}, Job={Student, Researcher, Programmer,…., Professor}, and 
Hobby={Tennis, Game, Swimming,…}. By doing so, we can be expressed Resource 
Description Framework as: 

 
Personalization Service 1: Class User Module for PS with Age 

 
Typeof: Typeof(rdf:SchemaLocation=“Age.xsd”) 

document(“rdf_PSAge.xml”) 
//rdf:Description[@rdf:about=“rdf:SchemaLocation”]

/rdf:type/@rdf:resource 
SuperClassof: SuperClassof(rdf:SchemaLocation) 

document(“classHierrarchy.xml”)  
Domain:Domain(URI=”Age.xsd”) 

document(“propertyHierarchy.xml”) 
 
Personalization Service 2: Class User Module with Sex 

 
Typeof: Typeof(rdf:SchemaLocatioin=”Sex”) 

document(“rdf_sex.xml”) 
//rdf:Description[@rdf:about=”rdf:SchemaLocation”

]/rdf:type/@rdf:resource 
Domain:Domain(URI=”sex.xsd”) 

document(“propertyHierarchysex.xml”)// 
InstanceOf:document(“rdf_Category.xml”) 

//rdf:Description[@resource=”(SchemaLocation=”sex.xsd”)
”]………………………………………… 

 
In order to quantify the user parameters values during the runtime, the method uses 
fuzzy set theory and fuzzy logic. This Fig.2 shows an example with the Age parame-
ter by using RDF. Thus, with respect to fuzzy set theory, the proposed method pro-
vides a user module approach which is true reality as it’s allows a recommender sys-
tem to classify the users in fuzzy categories. 
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Fig. 2. Age parameter Graph using Fuzzy Theory 

4.2   Navigation Structure by User Query Module 

The aim of the navigation structure module is to operationalize the user query in 
terms. Fig.3 shows an overview together with the relationship. As shown in Fig.3, 
Navigation Structure Module is a set of defined navigation methods by user query. 
User query is a powerful way to search XML documents for specific information. It is 
based on XPath and has the Schema statements. Also, XPath supports complex que-
ries and complex result constructions using a nested clause.  

 

Fig. 3. Navigation Structure for Recommender System Model 

We now introduce a new set of syntax rules called the XML Query Pattern Tree, 
which is a generalization of XTree based on XPath. It has a tree structure like the 
structure of XML Schema and RDF. In the querying part of an XQuery (User Query), 
this is based on user profile information for personalization and Product 
Data(Transaction Data, Action Data) related to the ontology in the XML Database. 
We define the XML Query Pattern Tree and Mining XQuery Stream. Table1 gives 
XPath expressions, according to the XML document in recommender system based 
on XDB within ontology. 
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Table 1. XQuery by Xpath Expression 

XQuery by Xpath Ex-
pression 

Description 

/Cat/SMName/@GC Get Attribute “GC” of each SM Name 
/CG/SMName/BK Get Element “BK” of each SM Name 
//BK Get all Element named “BK” regardless of their  

absolute path 
/CG/SMName/* Get all subelement of each SM Name 
/CG/SMName/@* Get all attributes of each SM Name 

Cat:Category, SM:Shopping Mall, GC:Great Category, BK:Bisection Kinds 
 

4.3   The XQuery Execution 

In this Fig.4, In order to demonstrate the XQuery management of the cokas provider 
implementation, a cokas local network was set up with provider peer configured with 
the RDF knowledge base depicted in Fig.4.   As before, “co:” is an abbreviation for 
the cokas based URI localhost://cokas.skku.edu/rdf/. The XQuery states, we find all 
resources that have a type and a domain. 

 

Fig. 4. XQuery Execution Procedure 

4.4   Evaluation 

Our experiments have intended to show the following. First, is to show the possibility 
of using XML syntax and dynamic schemas. Second, is to show the possibility of 
personalized recommendations for the world of commerce and ubiquitous environ-
ments. We proposed each of the modules existing on the PU Module and used XML 
Schema and RDF as a foundation. This paper provides personalization evaluation 
policy in ubiquitous frameworks, having advantages as follows. i) User Adaptation. 
This is an integrated end-user support method for system building, composing, and 
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user feedback. This involves a process of gathering user-information during interac-
tion with the user, which is then used to deliver appropriate content and services, 
tailor-made to the user’s needs. ii) Context Awareness in commerce world. Context 
awareness drives adaptability of pervasive computing systems in the world of com-
merce. Discovering, extracting, interpreting and validating context will make a sig-
nificant contribution to increasing efficiency, flexibility and feasibility of pervasive 
computing systems.  iii) Efficiency of Recommendation. We can improve personal-
ization recommendation in terms of efficiency. That is, the PU Module is a personal-
ized document category for user queries used in the design of a web based user ex-
perience history. 

5   Conclusion 

In this paper, we presented a semantic web recommender system for personalization 
service using a user xquery method. The user XQuery provides an important recom-
mendation service that assists e-commerce and m-commerce by creating personalized 
document retrieval and recommender systems. In order to provide these services  
effectively, the user XQuery should be a "user orientated query pattern". Also, as 
described in this paper, this is achieved through the utilization of a XML based  
e-commerce and m-commerce using the Semantic Web, including XML Query pat-
terns, mining XQuery streams, personalization, user profiling and other XML based 
technologies. 
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Abstract. In this paper we extend the notion of multi-unit combinatorial reverse
auction by adding a new dimension to the goods at auction. In such a new type of
combinatorial auction a buyer can express transformability relationships among
goods: some goods can be transformed into others at a transformation cost. Trans-
formability relationships allow a buyer to introduce his information as to whether
it is more convenient to buy some goods or others. We introduce such informa-
tion in the winner determination problem (WDP) so that not only does the auc-
tion help allocate the optimal set of offers—taking into account transformability
relationships—, but also assesses the transformability relationships that apply. In
this way, the buyer finds out what goods to buy, to whom, and what transforma-
tions to apply to the acquired goods in order to obtain the required ones.

1 Introduction

Since many reverse (or direct) auctions involve the buying (or selling) of a variety of
different assets, combinatorial auctions [3, 7] (CA) have recently deserved much atten-
tion in the literature. In particular, a significant amount of work has been devoted to
the problem of selecting the winning set of bids [12, 2]. Nonetheless, to the best of
our knowledge, while the literature has considered the possibility to express relation-
ships among goods on the bidder side—such as complementarity and transformability
(e.g. [4],[13])—, the impact of the eventual relationships among the different assets to
sell/buy on the bid-taker side has not been conveniently addressed so far.

Consider that a company devoted to the assembly and repairing of personal comput-
ers (PCs) requires to assembly new PCs in order to fulfil his demand. Figure 1 graphi-
cally represents the way a PC is assembled. Our graphical description largely borrows
from the representation of Place/Transition Nets (PTN) [6], a particular type of Petri
Net. Each circle (corresponding to a PTN place) represents a good. Horizontal bars
connecting goods represent assembly/disassembly operations, likewise transitions in a
PTN. Assembly and disassembly operations are labelled with an indexed t, and shall
be referred to as transformability relationships. In particular t1 and t2 represent disas-
sembly operations whereas t3 and t4 stand for assembly operations. An arc connecting

X. Deng and Y. Ye (Eds.): WINE 2005, LNCS 3828, pp. 858–867, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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a good to a transformation indicates that the good is an input to the transformation,
whereas an arc connecting a transformation to a good indicates that the good is an out-
put from the transformation. In our example, a motherboard is an input good to t2,
whereas CPU, RAM, USB and empty motherboard are output goods of t2. Thus, t2
represents the way a motherboard is taken into pieces (disassembled). The labels on the
arcs connecting input goods to transitions, and the labels on the arcs connecting output
goods to transitions indicate the units required of each input good to perform a transfor-
mation and the units generated per output good respectively. In figure 1, the labels on
the arcs connected to t3 indicate that 1 motherboard is assembled from 1 CPU, 4 RAM
units, 3 USBs and 1 empty motherboard at a cost of 8 EUR. Each transformation has an
associated cost every time it is carried out. In our example, assembling a motherboard
via t3 costs 8 EUR, while taking a motherboard into pieces via t2 costs 7 EUR.

Fig. 1. Graphical representation of an RFQ with t-relationships

Say that the company’s warehouse contains most of the components composing each
PC. However, there are no components to assemble motherboards. Therefore, the com-
pany would have to start a sourcing [5] process to acquire such components. For this
purpose, it may opt for running a combinatorial reverse auction [13] with qualified
providers. But before that, a professional buyer may realise that he faces a decision
problem: shall he buy the required components to assemble them in house into moth-
erboards, or buy already-assembled motherboards, or opt for a mixed purchase and buy
some components to assemble them and some already-assembled motherboards? This
concern is reasonable since the cost of components plus transformation (assembly) costs
may eventually be higher than the cost of already-assembled motherboards. Hence, the
buyer requires a combinatorial reverse auction mechanism that provides: (a) a language
to express required goods along with the relationships that hold among them; and (b) a
winner determination solver that not only assesses what goods to buy and to whom, but
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also the transformations to apply to such goods in order to obtain the initially required
ones. In this paper we try to provide solutions to both issues.

Firstly, since commercial e-sourcing tools [11] only allow buyers to express fixed
number of units per required good as part of the so-called Request for Quotation (RFQ),
we have extended this notion to allow for the introduction of transformation relationships
(t-relationships henceforth) among goods. Thus, we introduce a formal definition of a
Transformability Network Structure (TNS) that largely borrows from Place/Transition
Nets [6], where transitions stand for t-relationships and places stand for goods.

Secondly, we extend the formalisation of multi-unit combinatorial reverse auction
(MUCRA), departing from the model in [12], to introduce transformability by applying
the expressiveness power of multi-set theory. Additionally, we provide a mapping of our
formal model to integer programming that takes into account t-relationships to assess
the winning set of bids along with the transformations to apply in order to obtain the
buyer’s initial requirements.

Finally, we empirically analyse how the introduction of t-relationships affects scala-
bility with respect to a classical multi-unit combinatorial reverse auction.

The paper is organised as follows. In section 2 we provide some background knowl-
edge on place/transition nets and multi-sets. In section 3 we present a formal model of
multi-unit combinatorial reverse auctions with t-relationships among goods, along with
its winner determination problem and its mapping to integer programming. Section 4
is devoted to illustrate some preliminary, experimental results. Finally, section 5 draws
some conclusions and outlines directions for future research.

2 Background

In this section we introduce some background knowledge on multi-sets and
place/transition nets.

A multi-set is an extension to the notion of set, considering the possibility of multiple
appearances of the same element. A multi-set MX over a set X is a function MX :
X → N mappingX to the cardinal numbers. For any x ∈ X ,MX(x) ∈ N is called the
multiplicity of x. An element x ∈ X belongs to the multi-set MX if MX(x) �= 0 and
we write x ∈ MX . We denote the set of multi-sets over X by XMS . Given the multi-
setsMS ,M′

S ∈ SMS , their union is defined as:MS∪M′
S(x) =MS(x)+M′

S(x).
Following [6], a Place/Transition Net Structure (PTNS) is a tuple N = (G, T,A,E)

such that: (1) G is a set of places; (2) T is a finite set of transitions such that P ∩
T = ∅; (3) A ⊆ (G × T ) ∪ (T × G) is a set of arcs; (4) E : A → N+ is an
arc expression function. A marking of a PTNS is a multi-set over G. A PTNS with a
given initial marking M0 ∈ GMS is denoted by PTN = (N,M0) and it is called
a Place/Transition Net (PTN). The graphical representation of a PTNS is composed
of the following graphical elements: places are represented as circles, transitions are
represented as bars, arcs connect places to transitions or transitions to places, and E
labels arcs with values (see figure 1).

A step is a non-empty and finite multi-set over T . A step S ∈ TMS is enabled in a
markingM ∈ GMS if the following property is satisfied: ∀g ∈ G

∑
t∈S E(g, t)S(t) ≤

M(g).
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Let step S be enabled in a marking M1. Then, S may occur, changing the M1
marking to anotherM2 ∈ GMS marking. Setting Z(g, t) = E(t, g) − E(g, t) M2 is
expressed as: ∀g ∈ GM2(g) = M1(g) +

∑
t∈S Z(g, t)S(t). Moreover, we say that

markingM2 is directly reachable from markingM1 by the occurrence of step S, and
we denote it byM1[S >M2.

A finite occurrence sequence is a finite sequence of steps and markings:M1[S1 >
M2 . . .Mn[Sn >Mn+1 such that n ∈ N andMi[Si >Mi+1 ∀i ∈ {1, . . . , n}.M1
is called the start marking, while Mn+1 is called the end marking. The firing count
multi-set K ∈ TMS associated to a finite occurrence sequence is the union of all its
steps: K =

⋃
i∈{1,2,...,n} Si.

A marking M′′ is reachable from a marking M′ iff there exists a finite occur-
rence sequence having M′ as start marking and M′′ as end marking. We denote it
as M′[S1 . . .Sn > M′′, where n ∈ N. Furthermore the start and end markings are
related by the following equation:

∀g ∈ G M′′(g) =M′(g) +
∑
t∈K

Z(g, t)K(t). (1)

The set of all possible markings reachable from a marking M′ is called its reacha-
bility set, and is denoted as R(N,M′).

In [10], Murata shows that in an acyclic Petri Net a markingM′′ is reachable from
a markingM′ iff there exists a multi-setK ∈ TMS such that expression 1 holds (which
is equivalent to say that the state equation associated to a PTN admits an integer solu-
tion). As a consequence, when a Petri Net is acyclic, the reachability set R(N,M′) is
represented by

R(N,M′) = {M′′ | ∃K ∈ TMS : ∀g ∈ GM′′(g) = M′(g)+
∑
t∈K

Z(g, t)K(t)}. (2)

3 MUCRA with T-Relationships

3.1 Transformability Network Structures

A Transformability Network Structure describes the different ways in which our busi-
ness is allowed to transform goods and at which cost. More formally, a transformability
network structure (TNS) is a pair S = (N,CT ), where N = (G, T,A,E) is a Place-
Transition Net Structure and CT : T → R+ is a cost function. The cost function
associates a transformation cost to each t-relationship. In this context we associate: (1)
the places in G to a set of goods to negotiate upon; (2) the transitions in T to a set of t-
relationships among goods; (3) the directed arcs in A along with their weights E to the
specification of the number of units of each good that are either consumed or produced
by a transformation.

The values of C and the values of E label respectively transitions (between paren-
thesis) and arcs in figure 1.

In the following example, we formally specify the Transformability Network Struc-
ture S = (N,CT ), graphically represented in figure 1: (1) G = {PC, Motherboard,
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Case, Screen, Kb&Mouse, CPU, RAM, Empty Board, USB}; (2) T = {t1, t2, t3, t4};
(3) A = {(PC, t1), (t1,motherboard), (t1, case), (t1, screen), (t1, kb&mouse),
(motherboard, t2), (t2, CPU), (t2, RAM), (t2, EmptyBoard), (t2, USB), . . .}; (4)
E(PC, t1) = 1, E(t1,motherboard) = 1, E(t1, case) = 1, E(t1, screen) = 1,
E(t1, kb&mouse) = 1, E(motherboard, t2) = 1, E(t2, CPU) = 1, E(t2, RAM) =
4, E(t2, EmptyBoard) = 1, E(t2, USB) = 3, . . .; (5) CT (t1) = 5 EUR, CT (t2) = 7
EUR, CT (t3) = 8 EUR, CT (t4) = 7 EUR.

Given a Place/Transition net PTN = (N,M0), if we considerM0 as a good con-
figuration, PTN defines the space of good configurations reachable by applying tran-
formations to M0. The application of tranformations is obtained by firing transitions
on PTN . Hereafter, we consider the concepts of transformation step, enabling of a
transformation step, occurrence of a transformation step and transformation sequence
as the counterparts to, respectively, step, enabling of a step, occurrence of a step, and
finite occurrence sequence on a PTN .

We also need to define the concept of transformation cost, taking into account the
cost of transforming good configuration M0 into another good configuration M1 ∈
R(N,M0) by means of some transformation sequence J = (S1, . . . ,Sn). The K fir-
ing count multi-set associated to J accounts for the number of times a transition in the
sequence is fired. Thus, the cost of transforming good configurationM0 into good con-
figurationM1 amounts to adding the transformation cost of each transition in the firing
count multi-set K associated to J . We assess the transformation cost associated to J as
CTS(J) =

∑
S∈J

∑
t∈S CT (t)S(t) =

∑
t∈K CT (t)K(t). Notice that the transforma-

tion cost of a transformation sequence only depends on its firing count multi-set.

3.2 Winner Determination Problem (WDP) for MUCRA with T-Relationships

In a classic MUCRA scenario, an RFQ can be expressed as a multi-set U ∈ GMS

whose multiplicity indicates the number of units required per good. In the example of
figure 1, if U(motherboard) = 1,U(CPU) = 1,U(RAM) = 4,U(EmptyBoard) =
1,U(USB) = 3, U would be representing a buyer’s need for 1 motherboard (M), 1
CPU (C), 1 empty board (E), 4 RAM units (R), and 3 USB (U) connectors. Nonethe-
less, since t-relationships hold among goods, the buyer may have different alternatives
depending on the bids he receives. If we represent each bid as a multi-set B ∈ GMS ,
whose multiplicity indicates the number of units offered per good, the buyer might, for
example, have the following alternatives:

1. M0 = {M,C,R,R,R,R,E, U, U, U}. Buy all items as requested.
2. M1 = {M,M}. Buy 2 motherboards, and then disassemble 1 motherboard into

1 CPU, 4 RAM units, 1 Empty Board, and 3 USB connectors at cost CT (t2) =
7EUR. The overall cost of the purchase results from the cost of the acquired units
plus the additional transformation cost.

Notice that both alternatives allow the buyer to obtain his initial requirement, though
each one at a different cost. The goal of the WDP is to assess what alternative to select.

We begin by defining the set of possible auction outcomes. Given a set of bids B,
a possible auction outcome is a pair (W,J), where W ⊆ B, and J = (S1, . . . ,Sn)
is a transformation sequence, such that the application of J to PTN = (N,∪B∈WB)
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allows a buyer to obtain a good configuration that fulfils his requirements in U . More
formally, the set of possible auction outcomes is defined as1:

Ω = {(W,J),W ⊆ B | ∃X ∈ GMS (
⋃

B∈W

B)[J > X ,X ⊇ U}. (3)

To each auction outcome (W,J) we associate an auction outcome cost as follows:

CO(W,J) =
∑
B∈W

CB(B) + CTS(J) (4)

where CB : B → R+ stands for the bid cost function.

Definition 1 (Winner Determination Problem). Given a set of bids B, an RFQ U ∈
GMS , and a transformability network structure S = (N,CT ), the winner determi-
nation problem for a MUCRA with t-relationships amounts to assessing the auction
outcome (W opt, Jopt) ∈ Ω that minimises the auction outcome cost function CO .
Formally,

(W opt, Jopt) = arg min
(W,J)∈Ω

CO(W,J). (5)

3.3 Mapping to Integer Programming

In section 2, we defined the reachibility set according to equation 2 for the case of
acyclic Petri nets. Thus, if we restrict to the case of acyclic TNS, a finite occurrence
sequence J is completely specified by its firing count vector K. Then, we can rewrite
expressions 3 and 4 respectively as follows:

Ω = {(W,K),W ⊆ B,K ∈ TMS | ∃X ∈ GMS (
⋃

B∈W

B)[K > X ,X ⊇ U}. (6)

CO(W,K) =
∑
B∈W

CB(B) + CTS(K) (7)

where CTS(K) =
∑

t∈K CT (t)K(t). Hence, the WDP when considering acyclic TNSs
can be restated, from equation 5, to assess:

(W opt,Kopt) = arg min
(W,K)∈Ω

CO(W,K) (8)

We can model the problem of assessing (W opt,Kopt) as an Integer Programming
problem. For this purpose, we need to associate integer variables to the elements in: (1)
a generic subset of bids (W ⊆ B); and (2) a generic firing count multi-set (K).

In order to represent W we assign a binary decision variable xB to each bid B ∈ B,
standing for whether B is selected (xB = 1) or not (xB = 0) in W . A multi-set is
uniquely determined by its mapping functionK : T → N. Hence, we represent a multi-
set K ∈ TMS by considering an integer decision variable qt for each t ∈ T . Each qt

1 Assuming free disposal.
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represents the multiplicity of element t in the K multi-set. Thus, the translation into
integer programming of expression (8) becomes:

min[
∑
B∈B

xBp(B) +
∑
t∈T

qtc(t)] (9)

subject to xB ∈ {0, 1}. Notice that leaving the qt(t ∈ T ) decision variables unbounded
is utterly unrealistic because it is equivalent to say that the buyer has got the capability
of applying as many transformations as required to fulfil U . In practice, a buyer’s pro-
duction capacities are constrained, and therefore it is realistic to assume that the number
of in-house transformations that he can apply are constrained. Hence, we add the fol-
lowing constraints to equation 9: ∀t ∈ T qt ∈ {0, 1, . . . ,maxt}, where maxt ∈ N.

Besides, we capture the side constraints enforcing that the selected bids, along with
the transformations applied to them, fulfil U by translating expression 6 into linear pro-
gramming. We consider a set of PTNs such that PTN = (N,L), where L = ∪B∈WB.
Moreover, we consider all the finite occurrence sequences of PTN = (N,L) that
transform L into a configuration that at least fulfils U . Under the hypothesis of N being
acyclic we can express the reachability set of L as follows:

∀g ∈ G M(g) = L(g) +
∑
t∈K

Z(g, t)K(t). (10)

Next, we select the elements in the reachability set [L > that at least fulfil U :

∀g ∈ G L(g) +
∑
t∈K

Z(g, t)K(t) ≥ U(g) (11)

Hence, substituting marking L by
∑

B∈B xBB(g) we finally obtain the following side
constraints:

∀g ∈ G
∑
B∈B

xBB(g) +
∑
t∈T

Z(g, t)qt ≥ U(g).

4 Experiments

The main purpose of our preliminary experiments is to empirically evaluate the benefits
and drawbacks of introducing transformability relationships. With this aim we com-
pared the scalability of the MUCRATR solver with respect to a traditional MUCRA
solver on large instances.

The solvers for the MUCRATR WDP and MUCRA WDP have been developed with
the aid of ILOG’s[1] CPLEX 9.0. The benchmark has been generated with the aid of
MATLAB 7.0 [9]. The solver for MUCRA’s WDP uses a state-of-the-art Integer Pro-
gramming formulation, that exploits the analogy of a multi-unit combinatorial auction
WDP with a well known optimisation problem: the Multi Dimensional Knapsack Prob-
lem (MDKP). For a complete explanation refer to [3].

A problem instance for a MUCRA is composed of a a multi-unit RFQ, a set of multi-
unit multi-item bids, whereas a MUCRATR additionally needs a TNS. Thus, firstly
we built some problem instances for the MUCRATR and we solved them with the
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Fig. 2. Comparation of MUCRATR and MUCRA solvers for a normal distribution

MUCRATR solver. Next, we solved the very same instances with the MUCRA solver
considering only bids and RFQ.

In [8], Leyton-Brown specifies an algorithm to create MUCA instances whose pur-
pose is to test WDP algorithms. We have adapted his algorithm to generate MUCRA
instances. It is well known from [13] that a MUCRA is the dual case to a MUCA.

The existence of a TNS has led us to change some aspects of Leyton-Brown’s al-
gorithm. Firstly, instead of assigning an independent average price to each good, we
have to take into account the t-relationships connecting goods. We assign goods’ prices
so that the sum of input good costs plus the transformation cost equals the sum of the
output good costs (adapted price distribution). Consider, for instance, the example de-
picted in figure 1: the default price distribution can generate problem instances in which
a PC price is lower than its USB’s prices, whereas our pricing policy creates a sort of
equilibrium among prices. Next, we consider more realistic to weight the average price
of each bid via a normal probability distribution instead of a uniform one (concretely
we used a normal distribution with mean 1 and variance 0.1).

In the following we describe the parameter settings of our experiments. We per-
formed a single experiment in which the only parameter varying was the number of
bids generated, ranging from 1000 to 270000.

The number of negotiated items was set to 20, the maximum number of units of a sin-
gle item that a buyer can ask for was set to 15. The maximum number of units a bidder
can offer for a single item was set to 20. The decaying probabilities employed to gen-
erate the number of goods per bid and the number of units offered per bit per item were
both set to 0.8. The number of t-relationships imposed among the goods was set to 8.

Figure 2 depicts the results of this preliminary scalability test. Notice that we ob-
tained very similar results to a state-of-the-art solver that does not take into account
t-relationships. Thus, we can conclude that the introduction of t-relationships does not
suppose a significant time overload with respect to a traditional combinatorial auction.
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5 Conclusions and Future Work

In this paper we have presented a formalisation and an integer programming solution
to the winner determination problem of a new type of multi-unit combinatorial reverse
auction that allows for expressing t-relationships on the buyer side. Several advantages
derive from such a new type of auction. On the one hand, it allows a buyer to incor-
porate his uncertainty as to whether it is better to buy a required bundle of goods, or
alternatively buy some goods to transform them into the former ones, or even opt for
a mixed purchase and buy some goods as required and some others to be transformed.
This is achieved by introducing t-relationships among goods into the winner determi-
nation problem. Therefore, not only does the winner determination solver assess what
goods to buy and to whom, but also the transformations to apply to such goods in order
to obtain the initially required ones. To the best of our knowledge, this is the first type of
auction aimed at also handling buyers’ uncertainty. As a side effect, the introduction of
t-relationships is expected to increase competitiveness among bidders, and thus obtain
better deals since bidders that otherwise would not be competing are put together to
compete. Finally, our integer programming solution can be readily implemented with
the aid of linear programming libraries.

We also performed some preliminary experiments comparing our solver for the WDP
for MUCRATR with a state-of-the-art MUCRA solver. We compared the differences in
terms of solving time and auction outcome cost. The results showed two main issues: (1)
there is no significant, computational overload when solving a MUCRATR WDP with
respect to solving a MUCRA WDP; and (2) there are always savings in terms of costs
when running a MUCRATR, being outstanding for small-medium auction scenarios
(less than 100 bids). Nonetheless, notice that the preliminary experiments we have run
deserve further elaboration in order to thoroughly validate our early hypothesis.

As future work, it is our aim to further elaborate along several directions. Firstly,
we aim at theoretically analysing the benefits in terms of savings that our mechanism
provides with respect to multi-unit combinatorial reverse auctions. Secondly, we believe
that it is important to research on the theoretical properties of our mechanism from a
mechanism design point of view. And finally, the complexity of bidding in MUCRATRs
along with decision support mechanisms for bidders shall be studied.
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Abstract. Discount auctions is a market mechanism for buying hetero-
geneous items in a single auction. The bidders are suppliers and a bid
consists of individual cost for each of the items and a non-decreasing dis-
count function defined over the number of items. The winner determina-
tion problem faced by the buyer is to determine the winning suppliers and
their corresponding winning items. We show that this problem is NP-
hard upon reduction from the set covering problem. The problem has
an embedded network structure, which is exploited to develop heuristics
and an exact branch and bound algorithm. Computational experiments
were performed to evaluate the proposed algorithms.

1 Introduction

With the advent of the electronic commerce, many innovative auctions mecha-
nisms have been designed to cater the needs of various trading environments. The
design of Internet auctions [1] is inherently a multidisciplinary activity requir-
ing expertise from disciplines like economics, game theory, operations research,
and computer science. One of the key issues in auction design is the winner
determination problem (WDP) or the bid evaluation problem. The WDP is an
optimization problem faced by the auctioneer to select a set of winning bidders
and their corresponding winning quantity of items, such that the total profit
(cost) is maximized (minimized). The WDP need to be solved once or several
times in an auction depending on the auction dynamics. The solution time of
the WDP play a significant role in the auction implementation.

Trading of multiple items in a single auction mechanism is one of the trading
scenarios that has received much attention, partly due to the US Federal Commu-
nications Commission’s auction for spectrum licenses. One of the famous auction
formats for trading multiple items is combinatorial auctions (CA) [2]. In CA, a
set of heterogeneous items are auctioned and bidders can bid for a combination
(subset) of items (also called as a package or bundle) by quoting a single price.
This is applicable in scenarios where the cost of a combination of items can be
more or less than the sum of individual costs of items. By quoting a single price
for a combination of items, a combinatorial bid can express complementarity or
substitutability among the items in the package. The WDP in CA is to select

X. Deng and Y. Ye (Eds.): WINE 2005, LNCS 3828, pp. 868–877, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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a set of winning bidders and their winning package of items, which is NP-hard
[3]. The buying version of CA is a reverse auction in which the auctioneer is a
buyer who wants to procure a set of items and the suppliers are bidders who bid
on package of items. Similar to the selling version, algorithmic issues for buying
version are well studied [4]. An alternate auction mechanism called as discount
auctions (DA) for procurement of multiple goods was proposed in [5]. It is useful
in common procurement scenarios where the seller has positive costs for each of
the items and there are no synergies in selling a subset or package of items. How-
ever, to promote sales, the seller offers discount which is a function of number
of the items bought. Thus, DA is applicable in scenarios where the supplier is
concerned about the number of items sold rather than the combination of items
sold (as in CA). A discount bid consists of two parts: individual costs for each
of the items and a discount function over the number of items. The size of the
bid is linear, whereas in CA, the size in worst case is exponential as the bidder
has to submit different bids for different subsets. Despite its simplicity, we show
in this paper that the WDP in DA is NP-hard and propose heuristics and an
exact branch and bound algorithm to solve the WDP.

The rest of the paper is organized as follows. In Section 2, we define the DA.
The complexity of the WDP is discussed in Section 3. Heuristics are developed
in Section 4 and an exact branch and bound algorithm in Section 5. We conclude
the paper in Section 6.

2 Discount Auctions

The buyer is interested in procuring M different items. Each of the item is indi-
visible, i.e. it can be supplied by only one supplier. A item is denoted by index
m and a supplier by index j. Each supplier can submit only one discount bid
and hence the index j denotes both the supplier and his bid. The discount bid
j consists of two parts: (1) cost Qm

j for each item m and (2) discount θi
j for i

(= 1, . . . ,M) items. The bid can be compactly expressed as an ordered pair of
M -tuples: ((Q1

j , . . . , Q
m
j , . . . , QM

j ), (θ1
j , . . . , θ

i
j , . . . , θ

M
j )). Note that m denotes a

particular item and i denotes any i number of items. If the buyer procures items
2, 4, and 7 from bid j, then the cost of procurement is (1−θ3

j )(Q
2
j +Q4

j+Q7
j). This

is different from volume discount auctions [6], which are used in procuring mul-
tiple units of the same item. All the Qm

j are positive (possibly infinite for an un-
available item) and the θi

j are non-decreasing over i (the discount cannot decrease
with the number of items bought). One of the main issues in auction design is bid
preparation and communication. In CAs, the number of possible combinatorial
bids from a supplier is 2M−1 (one bid for each subset). Thus both the bid prepa-
ration and communication (to the buyer) is costly. In DAs, only one discount bid
is submitted from a supplier and its length is linear in the number of items (2M).

3 Complexity of the Winner Determination Problem

In CA, the bidder provides a single price for a subset of items, and he can
submit different bids for different subsets. A discount bid can be converted into
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combinatorial bids for various subsets by determining the cost for each of the
subsets from the discount bid. Thus DA can be considered as a special case of
CA where the cost of individual elements are known, but they vary depending
on the number of items in the subset. Despite its simplicity when compared with
CA, we show that the WDP of the DA is NP-hard.

Theorem 1. The WDP of the discount auctions is NP-hard.

Proof. We prove the hardness by showing that the decision version of the WDP is
NP-complete upon reduction from the minimum set cover. The decision versions
of the WDP of DA and the minimum set cover are defined below respectively.

Definition 1 ([DAuc]).
INSTANCE: Set of goods G = {1, . . . ,M}, set of discount bids J = {1, . . . , N},
where a discount bid j ≡ ((Q1

j , . . . , Q
M
j ), (θ1

j , . . . , θ
M
j )) with Qm

j ≥ 0 ∀m ∈ G

and 0 ≤ θi
j ≤ θi+1

j ≤ 1, 1 ≤ i < M , and a goal K ≥ 0.
QUESTION: Does there exist a winning set J ′ ⊆ J , which defines a partition
P = {Bj : Bj ⊆ G, j ∈ J ′} of G, such that the total cost of procurement∑

j∈J′(1− θ
|Bj |
j )

∑
m∈Bj

Qm
j ≤ K?

Definition 2 ([SCov]).
INSTANCE: Collection C of subsets of finite set S, positive weight wR ∀R ∈ C,
and a goal H ≥ 0.
QUESTION: Does there exist cover C′ ⊆ C for S such that

∑
R∈C′ wR ≤ H?

The minimum set cover [SCov] is NP-complete [7]. First we note that [DAuc] is
in NP : given a winning set J ′ ⊆ J , one can verify whether it defines a partition
and the procurement cost is less than K, in polynomial time. Let an instance of
[SCov] be given. We construct an instance of [DAuc] in the following way:

– |M | = |S|, |J | = |C|
– Create a bid j for each of the subset R ∈ C as follows:

Qm
j =

{
wR if m ∈ R
∞ otherwise

}
, ∀m

θi
j =

i− 1
i

, 1 ≤ i ≤M

– K = H

The above reduction can be clearly done in polynomial time. We now show that
the reduction is valid by showing that an instance of [SCov] is a yes iff if its
reduction [DAuc] is a yes instance.

(⇐) Let there exist a yes instance of [DAuc] with J ′ ⊆ J defining a partition
of G with procurement cost ≤ K. A cover C′ for [SCov] can be constructed as
follows. For every j ∈ J ′, include the corresponding subset R in C′. Note that
Bj ⊆ R as m �∈ R implies Qm

j = ∞. The cost of procurement from winning bid
j is given by
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(1− θ
|Bj |
j )

∑
m∈Bj

Qm
j

=
(

1
|Bj |

)
|Bj |wR

= wR

Thus the cost of procurement from each bid is equal to the weight of the cor-
responding subset in C′. Since the winning bids partition G, the collection C′

covers S with cost ≤ K = H .
(⇒) Let there exist a yes instance for [SCov] with cover C′. The solution

to [DAuc] can be constructed as follows. For every subset R ∈ C′, include its
corresponding bid j in J ′. Since C′ covers S, J ′ also covers G. If an item is
supplied by more than one supplier then it can be removed from its respective
suppliers except one. This will still satisfy the goal and is a partition of G.

Proposition 1. Following special cases are solvable in polynomial time:

1. Same Cost: Qm
j = Q∗

j ≥ 0, ∀j,m
2. Same Discount: θi

j = θ∗j , ∀j, i
3. |M | ≤ 2

Proof. (1) This special case is a multi-unit auction of a single good. The require-
ment of the buyer is M units of a single good and the suppliers submit a bid
with unit cost Q∗

j and a discount function. The WDP can be formulated as the
following integer programming problem:

(P) : min
∑

j

∑
i

(1 − θi
j)iQ

i
jv

i
j (1)

subject to ∑
i

vi
j ≤ 1, ∀j (2)∑

j

∑
i

ivi
j = M (3)

vi
j ∈ {0, 1}, ∀j, i (4)

The above formulation is a multiple choice knapsack problem [8] with (2) as
the multiple choice constraints and (3) as the knapsack constraint. Though the
generic multiple choice knapsack problem is NP-hard, the above problem is
solvable in linear time due to its cost structure. We show this using the duality
theory. The linear programming dual of the above problem is:

(D) : maxπM +
∑

i

βj (5)

subject to

iπ + βj ≤ (1− θi
j)iQ

i
j , ∀j, i (6)

βj ≥ 0, ∀j (7)
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Let j′ = argminj{(1 − θM
j )MQj}. Assign βj′ = (1 − θM

j′ )MQj′ and βj = 0,
∀j �= j′ and π = 0. This is a feasible dual solution with objective value βj′ .
A feasible solution to the primal problem can be constructed from this dual
solution. Assign V M

j′ = 1, V i
j′ = 0, ∀i �= M , and V i

j = 0, ∀j �= j′, ∀i. This is a
feasible primal solution with the same objective value as of the dual and hence
by duality theory it is an optimal solution to the linear relaxation. This optimal
solution to the linear relaxation is integral and hence it is also optimal to the
original integer programming problem. Thus the optimal solution to this WDP
is minj(1− θM

j )MQj, which can be solved in linear time.
(2) If the discounts are the same for each bidder, then it is equivalent to no

discount, which can be solved in polynomial time by choosing the bidder with
minimum cost for each item.

(3) If M = 1, then WDP can be solved in linear time by choosing the bid with
minimum cost. For M = 2, there are only two possibilities: buy at most one item
from each buyer and buy both the items from a single buyer. The first problem
is an assignment problem and the second is choosing the minimum cost for both
items from N bidders. The optimal solution is the one with the minimum cost
among the above two solutions.

4 Heuristics to Find Feasible Solutions

The WDP has an embedded network structure [5] which can be exploited to
obtain feasible solutions. Each bid is supply node with supply quantity in the
interval [0,M ] and each item is a demand node with unit demand. The cost of
flow cm

j from bid j to item m depends on the total number of items supplied
from j. This is different from the conventional nonlinear network flow problems
where the cost of flow varies nonlinearly with the total flow on the link. Let
pim

j be the effective price of m, when j supplies i items. By assigning cm
j =

pMm
j , ∀j,m, we obtain a relaxation of the WDP. This relaxed problem is a

transportation problem which can be solved in polynomial time. We develop
heuristics in this section and an exact algorithm in the next section, exploiting
this network structure.

Though the WDP is hard, one can easily obtain feasible solutions to the WDP.
Moreover, every feasible solution is within a known approximation ratio, which
depends on the instance of the problem. Let Y

m
be the maximum effective cost

of item m over all the bidders and similarly let Y m be the minimum effective
cost. Let ε = maxm

Y
m

Y m . If Z∗ and Z ′ denote the objective value of the optimal
solution and a feasible solution to the WDP, respectively. Then,∑

m Y m ≤ Z∗ ≤ Z ′ ≤∑
m Y

m

⇒∑
m Y m ≤ Z∗ ≤ Z ′ ≤ ε

∑
m Y m

⇒ Z∗ ≤ Z ′ ≤ εZ∗

The obvious values for Y
m

and Y m are maxj p
1m
j and minj p

Mm
j . Let S

∗

and S∗ be the maximum and minimum number of items supplied among the
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winning bids in the optimal solution. If a feasible solution satisfy the above
optimal supply bounds, then its objective value Z ′ will be bounded as follows:

Z∗ ≤ Z ′ ≤ max
m

maxj p
S∗m
j

minj pS
∗
m

j

Z∗

Thus by using the optimal bounds one can obtain a good feasible solution. The
optimal bounds are not known in advance and one possible way is to try out all
possible lower and upper bounds combinations, which is O(M2). Let WDP(S, S)
denote the WDP with a constraint that each of the winning bids should supply
items in range [S, S]. This is a supply constrained auction, which is commonly
used in procurement [9]. The restriction on the number of winning items for any
supplier is a business constraint imposed by the buyer. The upper bound reduces
the risk of over exposure due to few number of winning suppliers and the lower
bound reduces the cost of handling large number of winning suppliers. It can be
easily seen that the WDP(S, S) is NP-hard as one of its instance WDP(0,M),
which is the original problem, is NP-hard. Hence we consider only the problems
with S = 0 and use its relaxation to develop the following two heuristics.

Heu-1

– Relaxed Problems: For each of S = 1, . . . ,M and S = 0, create an associated
transportation problem with supply for bid j as [0, S] and cost cm

j = pSm
j

for link (j,m).
– Feasible Solution: Solve the relaxed problems and the optimal solution of

each of the relaxed problems provide a feasible trade to the original WDP.
Evaluate the cost of the feasible trades consistent with the discounts and
choose the one with the least cost.

Heu-2

– Relaxed problems: For each of the discounts θ′ ∈ {θi
j : ∀j, i}, create a trans-

portation problem with Sj = 0, Sj = max{i : θi
j ≤ θ′} for each j and cost

cm
j = p

Sjm
j for link (j,m).

– Feasible Solution: Same as in Heu-1.

Computational experiments were conducted to evaluate the performance of the
heuristics. An instance of DA was randomly generated as follows. For each bid
j, discount for one item was chosen as 0 and the discount for M items was
chosen randomly from 10% to 40%. The discounts for the 1 < i < M was chosen
linearly in between 0 and the maximum discount. The individual costs of the
items were randomly chosen from a predetermined range. Figure 1 shows the
average optimality gap for problems taken over 50 instances. The performance
of Heu-2 was better as expected, as it solves nearly NM transportation problems,
whereas Heu-1 solves only M transportation problems. The performance of Heu-
2 is also poor, as we shall show in the next section that the branch and bound
finds the optimal solution with less number of evaluations than that of Heu-2.
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Fig. 1. Average optimality gap of the heuristics for 5 items

5 An Exact Branch and Bound Algorithm

B&B is an exact intelligent enumerative technique that attempts to avoid enu-
merating a large portion of the feasible integer solutions [10]. It is a widely used
approach for solving discrete optimization, combinatorial optimization, and in-
teger programming problems in general. The B&B approach first partitions the
overall set of feasible solutions into two or more sets and as the algorithm pro-
ceeds the set is partitioned into many simpler and smaller sets, which are ex-
plored for the optimal solution. Each such set is represented algebraically by a
candidate problem (CP). A typical iteration of B&B consists of:

– Selection/Removal of a CP from the list of CPs
– Determining the lower bound of the selected CP
– Fathoming or pruning, if possible, the selected CP
– Determining and updating the incumbent solution, if possible
– Branching strategy: If the CP is not fathomed, branching creates sub-

problems which are added to the list of CPs

The algorithm first starts with the original problem as the only CP in the list,
considering the entire feasible set of solutions. The above steps are repeated
until the list of CPs is empty. The popular way of implementing B&B is to use
the integer or MILP formulation of the problem and use its linear relaxation to
obtain the lower bounds. A MILP formulation for the WDP was presented in [5].
However, we use an alternate approach by utilizing the network substructure of
the problem. The details of each of the above steps for the WDP are explained
below.

Candidate Problem. The CP is the algebraic representation of a set of feasible
solutions to the WDP. We use the following problem as the CP: each bid j has
only a supply in range [Sj , Sj ]. The CP has feasible solutions to WDP iff Sj ≤ Sj ,
∀j and

∑
j Sj ≤ M ≤ ∑

j S. The supply constrained DAs discussed above are
different from a CP as it need not satisfy the inequality

∑
j Sj ≤ M . The first

CP has Sj = 0 and Sj = M , ∀j, which contains all the feasible solutions.
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Lower Bounds and Incumbent Solutions. The lower bound on the objective
value of CP provides the lower bound on the objective values of the feasible
solutions contained in that CP. We determine the lower bound to the CP by
solving it as an interval transportation problem with supply for j bounded in the
interval [Sj , Sj ] and with cost on the link (j,m) as pSjm

j . The optimal objective
value of the interval transportation problem is the lower bound to the associated
CP. The optimal solution is a feasible trade to the WDP. This is an incumbent
solution and its cost is an upper bound to the optimal cost of the WDP. The
best incumbent solution obtained so far in the algorithm is stored.

Fathoming and Pruning. If the lower bounding technique provides an optimal
solution to the CP, then the CP is said to be fathomed, that is, no further probe
into the CP is required. If the lower bound of a CP is greater than the objective
value of the known feasible solution, then the CP is pruned from further analysis
as it cannot guarantee a better solution than what is already obtained.

Branching Strategy. If the CP is not fathomed or pruned or infeasible, then
it is partitioned into two CPs and added to the list of CPs. We create two child
CPs by partitioning the feasible solutions of the parent CP into two sets, each
represented by a child CP. Let δj be the number of items supplied by bid j in
the optimal solution of the interval transportation problem corresponding to the
parent CP. Obviously δj ∈ [Sj , Sj ]. We choose the branching bid as follows:

j′ = arg min
j
{(Sj − δj) : δj < Sj} (8)

The first child CP is created by modifying the Sj′ of the parent CP to δj′ and
the second child CP is created by modifying the Sj′ of the parent CP to δj′ +1.
If the child CPs are feasible then their lower bounds are evaluated. If they are
not fathomed or pruned, then they are added to the list of CPs.

Search Strategy. In each iterative step of B&B, a CP is selected and removed
from the list of CPs for further analysis. We used best first search (BFS) as the
search strategy, which explores the best CP from the current list of CPS. This
reduces the search space, but it has to store all the unexplored CPs in memory.
BFS is implemented by creating a binary heap that holds the list of CPs. At every
iteration, the root of the heap, which is the CP with the least lower bound, is
deleted from the queue and explored. If it is not fathomed or pruned, then two
new CPs are generated and added to the queue. It is worth noting that the
algorithm can be easily adapted to supply constrained DAs which are commonly
encountered in practice.

We performed computational experiments to evaluate the performance of the
proposed branch and bound algorithm based on the solution time and the num-
ber of lower bound evaluations of CP. The experiments were carried out on a
Linux based PC equipped with a 3GHz Intel Xeon processor with 4GB RAM
and the algorithms were coded in Java. Figure 2 shows the average solution time
taken over 50 random instances. The solution time varies more with M than with
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the number of bids N . The average number of lower bound evaluations (interval
transportation problems) is shown in Figure 3. Currently we are experimenting
with other possible data generation techniques to study the sensitivity of the
algorithm with respect to the problem instance.

6 Conclusions

Discount auctions is a market mechanism for buying multiple items in a single
auction. It is applicable in scenarios where the sellers have positive cost for each
of the items and are interested in increasing the sales by providing discount to
the buyer. We showed that the winner determination for this auction is NP-
hard and proposed heuristics and an exact branch and bound algorithm. The
problem has an interesting combinatorial structure and it is worth investigating
other possible exact and approximation schemes. From the auction perspective,
an important research problem is to design a progressive mechanism with certain
preferable economic properties. The multi-unit version of this auction is another
interesting problem, which demands multiple units of each item. The interval
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transportation structure used in the branch and bound algorithm is not preserved
in this problem and hence it needs a different solution approach.
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Abstract. We give a simple analysis of the competitive ratio of the
random sampling auction from [10]. The random sampling auction was
first shown to be worst-case competitive in [9] (with a bound of 7600 on
its competitive ratio); our analysis improves the bound to 15. In support
of the conjecture that random sampling auction is in fact 4-competitive,
we show that on the equal revenue input, where any sale price gives the
same revenue, random sampling is exactly a factor of four from optimal.

1 Introduction

Random sampling is the most prevalent technique for designing auctions to max-
imize the auctioneer’s profit when the bidders’ valuations are a priori unknown
[2, 3, 4, 7, 8, 10, 11]. The first and simplest application of random sampling to auc-
tions is in the context of auctioning a digital good.1 For this problem, the random
sampling optimal price auction (RSOP) from [10] works by selecting a biparti-
tion of the bidders uniformly at random and offering the optimal sale price for
each part to the other part.

It is well known that, on many classes of interesting inputs, RSOP performs
very close to optimally [2, 12]. Further, it was shown in [9] that RSOP is always
within a constant factor of a natural benchmark for optimality even on worst-
case inputs. Their analysis is not tight; they obtain an upper bound of 7600 on
the competitive ratio of RSOP, well shy of the current conjectured ratio of four.

There are a number of compelling reasons for trying to prove the conjecture
that RSOP is 4-competitive. First, it is one of the most natural profit-maximizing
auctions, and having a tight analysis of its performance is interesting in itself.
Second, an auction that is near optimal on many natural inputs and never very
bad in the worst case has practical value. Finally, because of its simplicity, RSOP,
1 Or any good where there are more units for sale than there are bidders.

X. Deng and Y. Ye (Eds.): WINE 2005, LNCS 3828, pp. 878–886, 2005.
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is easily adapted to other more general settings which benefit from improved
analysis of RSOP for digital goods (E.g., double auctions [3], online limited
supply auctions [11], and combinatorial auctions [2, 8]).

In this paper we give a new analysis of the random sampling optimal price
auction for digital goods that tightens the upper bound on the competitive ratio
to 15. Specifically, we show that the expected profit of RSOP is at least a factor
of 15 of F (2), the benchmark profit of the optimal single price sale of at least
two items. We also show that on the pathological input where any single sale
price gives the same revenue, i.e., the equal revenue input, the expected profit
of the random sampling auction is at least F (2)/4. We refer the reader to [9]
for motivation and discussion of this analysis framework and the choice of profit
benchmark.

2 Preliminaries

We are considering auctioning a digital good to n bidders. Since the random
sampling auction is incentive compatible we assume that each bidder bids their
true valuation for the good. Let b = (b1, . . . , bn) be the vector of bids sorted in
decreasing order. Consider the following definitions from the literature [7, 10].

Definition 1 (RSOP). The random sampling optimal price auction uniformly
partitions the bidders into two parts, computes the optimal sale price for each
part, and offers this sale price to the bidders in the opposite part.

Definition 2 (F (2)). The profit from the optimal single price sale of at least
two items is:

F (2)(b) = maxi≥2 ibi.

Definition 3 (Competitive Ratio). The competitive ratio of an auction is
the minimum value β for which the expected profit of the auction on any input is
at least F (2)/β. An auction is β-competitive if its competitive ratio is at most β.

Definition 4 (Equal-revenue Input). The equal revenue input is the bid
vector b = (b1, . . . , bn) with bi = 1/i.

We will be employing this competitive framework to analyze the performance of
RSOP. Our main result is the proof of the following theorem.

Theorem 1. RSOP is 15-competitive.

In proving Theorem 1 and analyzing RSOP on the equal revenue input, we will
use an analytical tool which gives an exact computation of the probability of an
event, Eα, defined as follows. Consider a discrete random walk on a line such that
in each time step, the walk takes one step forward or stays put, independently
with probability 1/2. If we start at the origin at time i = 1, then Eα is the event
that at no time i ≥ 1 is the random walk further than αi from the origin. We
prove the following lemma.
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Lemma 1.

Pr[E 3
4
] = 1− 1

81

((
17 + 3

√
33
)1/3

− 1− 2
(
17 + 3

√
33
)−1/3

)4

= 0.912622± 4× 10−6.

It seems likely that this lemma was known prior to the present work, though we
are not aware of any proof which has previously appeared elsewhere. Our proof
technique provides a closed-form value of Pr[Eα] for a limited range of α values.
For α of the form k−1

k we find the value of Pr[Eα] implicitly as the unique root
of a k-th degree polynomial on the interval (0, 1). For arbitrary values of α we
describe a computer aided proof that Pr[Eα] lies in an interval of width ε (with
proof length proportional to log(1/ε)).

3 Proof of Lemma 1

Let Si be the variable for the position of a random walk on a line that starts at
the origin at time i = 1 and proceeds in each round to stay put or move forward
each with probability 1/2. The lemma calls for the calculation of the probability,
Pr[Eα], that for all i, Si/i ≤ α, in particular for α = 3

4 .
For any α that takes the form α = k−1

k where k is an integer, we can rewrite
Eα as the event that for all i, (k − 1) (i− Si) − Si ≥ 0. By setting Zi = (k −
1) (i− Si)− Si, we have that (Z1, Z2, Z3, . . . ) is a random walk which increases
by k − 1 with probability 1/2 and otherwise decreases by 1 (where, because
S1 = 0, the walk starts with Z1 = k − 1). We also note that Pr[Ēα] is equal to
the probability of ruin for this asymmetric random walk, which we denote by
pk (for a general study of the probability of ruin, see for example [6–Chapter
XIV]). In general, let

pj = Pr [exists i, Zi = Z1 − j] .

Because the random walk is memoryless and never decreases by more than 1,
pj = (p1)j for j > 0. By expanding the probability conditionally on the value of
S2, we have

p1 = 1
2 + 1

2pk

= 1
2

(
1 + pk

1
)
.

The polynomial f(x) = xk − 2x + 1 has f(0) = 1 and f(1) = 0. Since f ′(x) =
kxk−1−2 has one root on the interval (0, 1) and f ′′(x) = k(k−1)xk−2 is positive
on this interval, there is a unique root of f on the interval (0, 1); call this root
r. Since 0 ≤ p1 ≤ 1 and f(p1) = 0, we must have either p1 = 1 or p1 = r. We
will prove that p1 < 1, thus establishing that p1 = r. Let (Y1, Y2, . . .) be the
absorbing random walk given by Yi = Zi − k + 2 until it drops to Yi = 0, where
it stays. More formally,

Yi =
{

0, if Yj = 0 for some j < i;
Zi − Z1 + 1, otherwise.
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Let Wi be the random variable given by Wi = rYi . We claim (W1,W2, . . .)
satisfies the martingale property that E

[
Wi+1

∣∣ Wi

]
= Wi. This holds trivially

when Yi = 0. For Yi > 0, the equation E
[
Wi+1

∣∣Wi

]
= Wi follows from the

calculation

E
[
rZi+1

∣∣ Zi

]
= 1

2r
Zi−1 + 1

2r
Zi+k−1 = 1

2

(
r−1 + rk−1) rZi = rZi .

(The final equality follows from f(r) = rk − 2r + 1 = 0.) Since (W1,W2, . . .) is
a martingale we have E[Wt] = W1 = r for all t ≥ 1.

Now let
p1,t = Pr[exists i ≤ t, Zi = Z1 − 1] = Pr[Wt = 1].

Defining At to be the event that Zt = Z1 − 1 and Zs > Zt for all s < t, we see
that the events At are disjoint and measurable, and that p1,t =

∑t
i=1 Pr(Ai) and

p1 =
∑∞

i=1 Pr(Ai). This establishes that p1 = limt→∞ p1,t while also confirming
that Eα is a measurable event since it is the union of the events Ai (1 ≤ i <∞).

Since Wt is a non-negative random variable, we have p1,t = Pr[Wt = 1] ≤
E[Wt] = r. Recalling that p1 = limt→∞ p1,t, we conclude that p1 ≤ r < 1, as
claimed. This completes the proof that p1 = r and that pj = rj for all j ≥ 1.

Recall that to calculate Pr[E 3
4
] we are intersted in the case that k = 4. When

k = 4 the polynomial f is a quartic equation, and the root r is given exactly by
Ferrari’s formula [5]. So

p1 = 1
3

[(
17 + 3

√
33
)1/3

− 1− 2
(
17 + 3

√
33
)−1/3

]
,

and to complete the proof we have

Pr
[E 3

4

]
= 1− p4 = 1− p4

1

= 1− 1
81

[(
17 + 3

√
33
)1/3

− 1− 2
(
17 + 3

√
33
)−1/3

]4

.

4 Proof of Theorem 1

In our random partition, we call the side of the bipartition with b1 on it the
bad side, and we call the other side the good side. We may assume that b1
is larger than F (2), since this can only increase the gap between the expected
profit of RSOP and F (2). (Increasing b1 can not change F (2), nor can it change
the revenue obtained by RSOP from bidders on the bad side of the bipartition;
moreover, if b1 is sufficiently large then RSOP will obtain zero revenue from
bidders on the good side of the bipartition.) Let Xi ∈ {0, 1} be an indicator
random variable for the event that bidder i is on the good side. By definition
X1 = 0. Let Si =

∑i
j=1 Xj be the number of bidders with bid at least bi on the

good side. Note that Si is a random variable that behaves like the random walk
under consideration in Lemma 1. Let i� denote the index of the bidder whose
value bi� maximizes revenue on the good side (meaning Si�bi� ≥ Sjbj for all j,
with ties broken arbitrarily).
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Then the profit of the random sampling auction is

RS = (i� − Si�) bi� .

We now show that E[RS] ≥ F (2)/15.
Let i′ denote the index of the bidder whose value bi′ is the optimal sale price

for the full set of bids (meaning i′bi′ ≥ jbj for all j ≥ 2, with ties broken
arbitrarily). We shall first provide a bound for the case when i′ is even, and later
explain how the same bound (or in fact, a slightly better one) can be obtained
when i′ is odd.

Consider the event B = {Si′ ≥ i′/2}. Using the fact that i′ is even, it follows
that Pr[B] = 1/2 (because the event holds when the majority of i′ highest bidders
other than the largest bid are on the good side). In this case, the optimal single
price profit from the good side is

Si�bi� ≥ Si′bi′ ≥ F (2)/2.

To avoid unnecessary subscripts, we set E = E 3
4
.2 If event E occurs, then, for

all i, we have
(i− Si)bi ≥ 1

4 ibi ≥ 1
3Sibi.

If both E and B occur then

RS = (i� − Si�)bi� ≥ 1
3
Si�bi� ≥ F (2)/6.

Thus, the expected profit of RSOP is at least

E[RS] = E [(i� − Si�)bi� ] ≥ Pr[E ∩ B]F (2)/6.

By Lemma 1, Pr[E ] ≥ 0.9, so

Pr[E ∩ B] = 1− Pr[Ē ∪ B̄] ≥ 1− Pr[Ē ]− Pr[B̄] = Pr[E ]− 1
2 ≥ 0.4.

Therefore E[RS] ≥ F (2)/15.
We now address the case when i′ is odd. In this case we consider the event

C = {Si′ ≥ (i′ − 1)/2}. It is not hard to see that Pr[C] = 1/2 + 2−i′( i′−1
(i′−1)/2

)
. It

can be verified that for every odd i′ ≥ 3, a straightforward modification of the
proof that was given for the case that i′ is even gives a bound that is at least
1/15. This completes the proof of the theorem.

5 Random Sampling and the Equal Revenue Input

We now discuss the performance of RSOP on the equal revenue input (See
Definition 4). This input is of particular interest because the intuition motivating
2 It is possible to perform this calculation with the event Eα for α �= 3

4 . This produces
an upper bound on the competitive ratio of RSOP of Pr[Eα] − 1

2
1−α

α

−1. Com-
puter calculations following the same flavor as those made in Section 5 suggest this
is minimized when α = 3

4 .
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random sampling does not apply to it. A price that looks good for one part,
because disproportionately many bids are above it, is a bad price for the other
part because disproportionately few bids are above it. In this section we discuss
a computer-aided calculation that shows that the RSOP on the equal revenue
input has expected profit at least F (2)/4 (and this is tight when there are only
n = 2 bidders). Note that on the equal revenue input, n bidders with bi = 1/i,
the optimal single price sale obtains profit F (2)(b) = 1.

Define the event En
α =

{
for all i ≤ n, Si

i ≤ α
}

with Si as defined in previous
sections. Fix a positive integer N and let αi = i/N . Then let An

i = En
αi
∩ Ēn

αi−1

be the event that some Si/i exceeds αi−1 but none exceed αi. Thus, Pr[An
i ] =

Pr[En
αi

]− Pr[En
αi−1

]. The events An
i are disjoint and if An

i holds then (1− αi) ≤
RS ≤ (1−αi−1). Therefore, the profit of RSOP on the n bid equal revenue input
satisfies

N−1∑
i=1

Pr[An
i ](1− αi) ≤ E[RS] ≤

N−1∑
i=1

Pr[An
i ](1− αi−1). (1)

What remains is to show how we can calculate Pr[En
α ] and extend the above

discussion to get a bound E[RS] for the equal revenue input with any n.

Calculating Pr[En
α ] for General α

The proof in Section 3 can be easily adapted to give an implicit value of Pr[Eα]
whenever α = k−1

k for some integer k. When k ≤ 5, it is possible to turn this into
a closed-form solution. We now describe an alternative method for calculating
Pr[En

α ] which leads to bounds on Pr[Eα] that do not require α to be of any special
form,

Fix a value of α. To bound the value of Pr[En
α ], we define

p(i, j) = Pr [Si = j ∩ Si′ ≤ αi′ for all i′ ≤ i]

and note that Pr[En
α ] =

∑n
j=0 p(n, j). We now can use a standard computer

algebra package, like Mathematica, to evaluate Pr[En
α ] using the following recur-

rence. The initial conditions are derived from the fact our random walk starts
at time i = 1 (i.e., S1 = 0).

p(i, j) =

{
1
2p(i− 1, j − 1) + 1

2p(i− 1, j), if 0 ≤ j ≤ αi;
0, otherwise.

p(1, j) =

{
1, j = 0;
0, otherwise.

For reasonable values of n, it is possible to evaluate Pr[En
α ]. For example, for

α = 3
4 , Pr[E200

3
4

] equals

22914483922452727752710576603653551719219315819721902777499
25108406941546723055343157692830665664409421777856138051584

.
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Fig. 1. Upper and lower bounds on F(2)/E[RS] when N = 200 for equal revenue input
with n = 2, . . . , 100

Bounding E[RS] for all n

Using the recurrence relationship for Pr[En
α ] with different values of α and equa-

tion (1), we can calculate Pr[An
i ] and E[RS] for any givenn. This calculation shows

that as n increases, the ratio F (2)/E[RS] is not monotonic. A plot of the upper
and lower bounds onF (2)/E[RS] obtained by takingN = 200 appears in Figure 1.
For N = 200 and n = 100 this calculation shows that 2.59 ≤ F (2)/E[RS] ≤ 2.63
and growing. To extend this bound to all values of n, we must still prove that for
large n the ratio does not eventually grow bigger than four.

To do so, we get bounds on Pr[Eα] in terms of Pr[En
α ]. Pr[En

α ] is an upper bound
of Pr[Eα]. We can get a lower bound by applying the union bound as follows:

1− Pr[En
α ] ≤ Pr[Ēα] ≤ 1− Pr[En

α ] +
∑
i≥n

Pr [Si ≥ αi]

≤ 1− Pr[En
α ] +

∑
i≥n

e−(α−1/2)2i/3

= 1− Pr[En
α ] +

e−(α−1/2)2n/3

1− e−(α−1/2)2/3 .

As an aside, an alternate proof of Lemma 1 can be obtained from the above
bound with n = 800 to show that

Pr[E 3
4
] = 0.912622± 4× 10−6.

We now use these upper and lower bounds on Pr[Eα] to get a lower bound on
Pr[Aα]. For any n ≥ n0,

Pr[An
i ] ≥ Pr[Eαi ]− Pr[En0

αi−1
] ≥ Pr[En0

αi
]− e−(αi−1/2)2n0/3

1− e−(αi−1/2)2/3 − Pr[En0
ai−1

].
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This bound is only useful when αi > 1/2 and n0 is sufficiently large. Fortunately,
to get a good lower bound on E[RS] for large n it suffices to consider only
the contribution to the sum in equation (1) from the terms with high α. For
sufficiently large i0 and n0 we are left with the bound:

E[RS] ≥ (1 − αi0) Pr[Eαi0
] +

N−1∑
i=i0+1

Pr[An0
i ](1− αi).

Taking n0 = 500, N = 100, and i0 = 70 (so αi0 = 0.7) and using the
computer to prove bounds on the terms in this sum shows that for all n ≥ 500,
E[RS] ≥ F (2)/3.6. This, combined with the computer proof outlined previously
for n ≤ n0, completes the proof showing that RSOP is 4-competitive on the
equal revenue input.

6 Conclusions

As we mentioned in the introduction, the random sampling technique is widely
applicable to the design of profit maximizing mechanisms. The basic RSOP
auction has been generalized and applied to the problem of designing double
auctions [3], online limited supply auctions [11], multi-unit auctions for bidders
with budget constraints [4], combinatorial auctions [2, 8], and knapsack auctions
[1]. With exception of the work of Hajiaghayi et al. [11] on online limited supply
auctions, all of these generalized applications of RSOP are given with analyses
that obtain promise style bounds. A typical promise style bound would state
that if n, the number of bidders, is large enough then the random sampling
auction’s profit is near optimal. No bound is given if the promise is not met.
There are several reasons for using such a promise bound. First, it allows for
(1−ε)-approximations, with ε a parameter that improves with the restrictiveness
of the promise. Such bounds are of interest as (1 − ε)-approximations are not
possible in the worst case competitive framework of this and preceding papers [7].
Second, the analysis of RSOP in [9] is complicated and gives such a loose bound
that generalizing it to other contexts seems to be of marginal worth. In contrast,
our improved analysis opens up the possibility of doing a worst case analysis of
the random sampling auction for some of these more general applications.
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Abstract. The paper presents the pricing strategies for automatic agent, which 
is design for e-commerce in the reality. Given the characters of e-commerce in 
reality, the paper firstly model the bargaining process; Secondly classify the 
bargaining scenarios and present the optimal bargaining strategy under sub-
incomplete information for corresponding bargaining scenarios; then extend 
them to the optimal pricing strategies under incomplete information condition; 
Thirdly, discuss the conditions for convergence of optimal strategy; Finally, the 
analysis shows that the bargaining strategic profiles form the sequential 
equilibrium and the agreement is unique under certain conditions. 

1   Introduction 

Apply automatic agent to e-commerce is mainly build the bargaining strategy model 
to make the agent represent the user bargaining automatically [1 2 3]. The agents’ 
preference of the agreement is different because of the different utility distribution 
among the agents according to the agreements. So the agent adopts pricing strategy to 
reach the agreement that maximizes its utility. So, many researchers focus on the 
pricing strategy in e-commerce. However the bargaining in reality is time limited and 
make-decision from the incomplete information, the Refs ignored the characters, 
which lead to the model is not available for the applications. From this point, the 
paper presents the pricing strategy for agents in real e-commerce environment. It 
models the bargaining process firstly; then presents the optimal pricing strategy 
according to the incomplete information, which is based on the discussion in the sub-
incomplete information; finally, discuss the characters of the optimal strategy under 
some condition. The optimal strategy is applicable for the e-commerce bargaining in 
reality while there are still have some work being done in the future. 

2   The Bargaining Model 

The bargaining model has four factors [4]: protocol; bargaining strategies; 
information state; bargaining agreement. In the section, model the bargaining process 
to present optimal pricing strategy. 
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)( pU a
p  

=→
t

aap ˆ

(4) 

2.1   The Bargaining Protocol 

The paper adopts an alternating offers protocol [4]. Here, let b denote the buyer, s the 
seller and ],[ aa RPIP denote the range of price that are acceptable to agent a, 
where },{ sba ∈ , the price between the interval ],[ bs RPRP  is agreement zone. The 
initial prices bIP , sIP lie outside of the agreement zone. The agents alternately propose 
offers at times in ...}2,1,0{=Γ . Each agent has a deadline. Tb denotes agent a‘s deadline 

where a=b. 
t

sbp → denotes the price offered by b at time t. Thus the response action of s 
is as:  

Quit            if sTt >  

=→ ),( t
sb

s ptA     Accept       if )()( 1+
→→ ≥ t

bs
st

sb
s pUpU                                                   (1) 

Offer
1+

→
t

bsp     otherwise . 
Agents’ utilities are defined with the following Von Neumam-Morgenstern utility 

functions that incorporate the effect of time discounting: [5]. 
)()(),( tUpUtpU a

t
a
p

a =                                                           (2) 

)( pU a
p

 and )(tU a
t

are undimensional utility function. Here, given the other 

attribute. )( pU a
p

 is defined as  

pRPb −   for the buyer 
sRPp −    for the seller . 

Define taa
t tU )()( δ= , where aδ 10 ≤≤ aδ is the discounting factor if aδ is lower 

while a  is more impatient, and vice versa. In the bargaining, each agent wants to 
reach the agreement for avoiding the conflicting. Consequently, it is optimal for a to 
offer aRP at its deadline, if it has not done so earlier. 

2.2   Counter-Offer Generation 

The agent generates the counter-offer according to its bargaining strategy except 
choosing the initial offer randomly. The offer made by a  to its opponent â  at time  
t aTt ≤≤0 is modeled as follows: 

))(( aaaa IPRPtIP −+ φ    for sa =  

)))((1( aaaa RPIPtRP −−+ φ for ba =  . 

Where )(taφ is ensure that: )(taφ is time-dependent; 1)(0 ≤≤ taφ . Define as 
follows: 

ψφ
1

))(1()(
a

aaa

T

t
kkt −+=   .                                       (5) 

Where ak is the constant and lies in [0, 1]. If )1,0(∈ak , the initial offer varies 

between ),( aa RPIP ; Furthermore, according to the value of ψ , three extreme sets: 
Boulware (B), Conceder (C), Linear (L) show clearly different patterns of behavior 
(see the details in the Refs 6,7). 

The counter-offer t
aap ˆ→ depends on aIP , aFP , t and ψ . These four variables form an 

agent’s strategy. 

(3) 
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Definition 1. An agent’s strategy aS is defined as a quadruple whose elements are the 
initial price aIP , the final price aFP beyond which the agent does not concede, time at at 
which the final price is offered and aψ . Thus: aaaaa tFPIPS ψ,,,= . 

Definition 2. The bargaining outcome (O) is Ctp ˆ),,( . where ],[ bs RPRPp ∈ and 

)],min(,0[ sb TTt ∈ . Ĉ  denotes the conflicting outcome. 

The optimal bargaining strategy is determined by the four elements in Def 1 that will 
give each agent maximum possible utility. An agent’s optimal strategy depends on the 
information it has. Therefore, define the information state for each agent and then 
show how the optimal strategies are determined.  

2.3   Agents’ Information States 

The information state of a, aI is that the information it has about the bargaining 

parameters. Define as:
a
t

a
p

aaaaa LLSUTRPI ˆˆ ,,,,,= Where aRP , aT , aU and aS  are the 

information about a’s own and a
pLˆ , a

tL ˆ are its beliefs about its opponent â ’s deadline and 

reservation price. a
i

a
i

a
t TL ˆˆˆ ,α= ),1( ˆ Γ∈≤≤ a

iTni denotes the probability a
i
ˆα  with which 

the â ‘s deadline is a
iT ˆ a

j
a
j

a
p RPL ˆˆˆ , β= )1( mj ≤≤  denotes the probability a

j
ˆβ  with 

which â ’s reservation price is
a
jRP ˆ

. In the paper, suppose aI being static.  
Each agent’s information state is its private information that is not known to its 

opponent, which is different from “common knowledge” in game theory.  

2.4   Bargaining Scenarios 

The column 1 and 2 in Table.1 show the relationships between deadline and 
corresponding bargaining scenario. An agent bargains in one of the three scenarios; 
Column 3 is the possible bargaining scenarios for its opponent â : 

Table 1. Bargaining scenario and interacting scenarios 

Relationship for deadlines a’s bargaining scenario Bargaining scenarios for â  
bs

n TT <  B1 B2  B3 

s
k

bs
k TTT 1+≤< (k+1<n) B2 B1 B2  B3 

bs
n TT >  B3 B1 B2 

2.5   Optimal Strategies 

The paper describes how optimal strategies are obtained for players that expected 
utility maximizes. The discussion is from the perspective of the buyer (although the 
same analysis can be taken from the seller). In order to simplify the discussion, the 
paper first assumes that the seller’s reservation price is known and obtains the optimal 
strategy, then extend the analysis to the more general case. 
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Each agent’s optimal strategy is determined on the basis of its own information 
state. The paper then determines if this mutual strategic behavior of agent results in 
equilibrium. 

2.5.1. Optimal Strategies for the Buyer When RP Is Known. The strategies should 
ensure agreement by the earlier deadline. Otherwise the bargaining ends in conflict. 
For 10 << bδ , b  wants to reach the agreement as quickly as possible. The buyer’s 
action function in all the scenarios is same and defines as follow: 

                             Quit     if  bTt >  

=→ ),( t
bs

b ptA      Accept   if  )(tSp b
o

t
bs ≤→  

                            Offer )( 'tS b
o ( 1' += tt )  otherwise . 

List the buyer’s optimal strategies for all the three scenarios as column 2, 3 in 

Table 2. Here 10
' += tT  ( 0t  is the initial time of bargaining). 

Table 2. Compare the optimal strategies for b when 
sRP  is known with the ones when neither 

RPs nor Ts is known 

Bargaining 
scenario 

Time t during
bargaining 

Optimal strategy 
Time t during
bargaining 

Optimal strategy 

'Tt ≤ >< CTRPIP sb ,,, '  'Tt ≤  >< CTRPIP s
I

b ,,, '  
B1 

'Tt > >< LTRPRP s
n

ss ,,, 'Tt >  >< LTRPRP s
n

s
I

s
I ,,,  

'Tt ≤  >< CTRPIP sb ,,, ' 'Tt ≤  >< CTRPIP s
I

b ,,, '  

s
kTtT ≤<'  >< LTRPRP s

k
ss ,,,  s

kTtT ≤<'  >< LTRPRP s
k

s
I

s
I ,,,  B2 

s
kTt >  >< BTRPRP bbs ,,, s

kTt >  >< BTRPRP bbs
I ,,,  

'Tt ≤  >< CTRPIP bb ,,, ' Tt ≤  >< CTRPIP bb ,,, '  B3 
'Tt >  >< LTRPRP bbb ,,, 'Tt > >< LbTbRPbRP ,,,  

 
2.5.2. Optimal Strategy for the E-commerce in Reality. During the bargaining, the 
opponent’s deadline and reservation price is neither known. Here, discuss the optimal 
strategies of b when sT and sRP is neither known. If the optimal strategies do not 
include sRP in table 2, i.e. the optimal strategies is not related to the sRP . In the 
section, it’s enough to discuss the b in B1 and B2. b ’s action function is same as 

formula (6). According t bI the number of possible strategies is nm× . 
In B1, b ’s optimal strategy is to offer sRP from the beginning to the end. When 

sRP is uncertain, b ’s EU from the strategy 
b
iS is 

    
= += =

−

= =
++=

n

x

m

ix

n

y

bs
yx

s
i

bs
xi

i

x

n

y

bs
yx

b
i tpUtRPUCUEU

1 1 1
21,1,

1

1 1
, ),(),()ˆ( γγγ   .                              (7) 

Where, s
i

s
x RPpRP ≤≤ 1 , s

xTtT ≤≤ 1
'  and 

s
yTtT ≤≤ 2

'
. 

(6) 
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If s is in B3, then '
21 Ttt == ; if s is in B2, then s

xTt =1 and s
yTt =2 . If s is in B3 and makes 

offer at T’, then s
xRPp =1 , while s

iRPp =1 if b makes offer at T’ On the other hand if 
s is in B2 and makes offer at the earlier deadline, then s

xRPp =1 , else s
iRPp =1 . Let 

beu1 denote the value of Eq.(7) if s is in B3
beu2  denote the value of Eq.(7) if s is in B2. 

b
iEU  becomes: 

      bbb
i eueuEU 21 2

1

2

1 +=  .                                                          (8) 

The values of ji,  that give the buyer the maximum EU are denoted as I and J . b ’s 
optimal strategy for B1, in terms of I and J , is listed in Table 2. 
In B2, b ’s expected utility from b

iS  is: 

+= += = +=

=

−

= = +=

+++

++=

n

kx

m

ix

k

y

n

ky

bs
yx

bs
yx

bs
xi

k

x

s
i

bs
xi

i

x

k

y

n

ky

bbs
yx

bs
yx

b
i

tpUtpUtpU

tRPUTpUCUEU

1 1 1 1
44,33,22,

1
1,

1

1 1 1
1,,

)),(),((),(

),()),()ˆ((

γγγ

γγγ
 . 

Where, s
xTtT ≤≤ 1' and bTtT ≤≤ 2' and s

yTtT ≤≤ 3' and bTtT ≤≤ 4' and bs
x RPpRP ≤≤ 1 and

bs
i RPpRP ≤≤ 2 and s

i
s
x RPpRP ≤≤ 3 and bs

i RPpRP ≤≤ 4 . 

If s is in B3, then '1 Tt = otherwise s
xTt =1 ; if s is in B3, then '3 Tt = and

s
yTt =3 For all 

possible s’s scenarios, bTtt == 42 .  bRPppp === 421 if buyer makes offer at earlier 

deadline, else b
IRPppp === 421 ; Finally, s

xRPp =3  if s is in B3 and makes offer at 'T ; 

But s
iRPp =3 if s is in B3 and b makes offer at 'T . For the remaining scenarios, 

s
xRPp =3 if s makes offer at the earlier deadline, else

s
iRPp =3 . Since b

IRP is not 

known to b it can only take bRP as the value of 421 ,, ppp . Let 
beu1 denote the value of 

Eq.(9) if s is in B3
beu2  denote the value of Eq.(9) if s is in B1 B2. 

b
iEU  becomes: 

bbb
i eueuEU 21 3

2

3

1 +=
 .                                                 (10) 

The values of ji, that give the buyer the maximum EU are denoted I and J. The b ’s 
optimal strategy for B2, in terms of I and J, is listed in column 4,5 of Table 2. 

2.6   Discussion: Condition for Convergence of Optimal Strategy 

To ensure the convergence of optimal strategy, the conditions listed in Table4. must 
be satisfied. 

Table 3. Conditions for convergence of optimal strategies 

Condition for convergence Bargaining 
scenario Buyer’s strategy Seller’s strategy 

B1 
ss

I RPRP ≥  bb
I RPRP ≤  

B2 
ss

I RPRP ≥  bb
I RPRP ≤  

B3 None None 

(9) 
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If agents satisfy the conditions listed above, then the final bargaining outcome is 
shown as follow: 

Table 4. The final outcome of bargaining 

Bargaining scenarios 
Buyer Seller 

Bargaining outcome  (price, time) 

B1 B2 >< ss
I TRP , or >< ss TRP ,  

B1 B3 >< ',TRP s
I or >< ',TRP s  

B2 B1 >< bb
I TRP , or >< bb TRP ,  

>< ss
I TRP , or >< ss TRP , if bs TT <  

>< bb
I TRP , or >< bb TRP , if bs TT >  B2 B2 

>< bs TRP , or >< bb TRP , if bs TT =  

B2 B3 >< ',TRP s
I or >< ',TRP s  

B3 B1 >< ',TRP b
I or >< ',TRP b  

B3 B2 >< ',TRP b
I or >< ',TRP b  

 
The outcomes listed above are available if this mutual strategic behavior of agents 

leads to equilibrium. The following discusses the strategic profile is sequential 
equilibrium in game. 

3   Discussion: Equilibrium Agreements 

Describe the bargaining process based on dynamic game of incomplete information. 
The extensive game G , >=< sb JJPHNG ,,,, [4]: Under the incomplete information, an 
agent always doesn’t know the actual decision node it is at. This is because although 
an agent knows the price offer by opponent, it does not know opponent’s pricing 
strategy. The element of information set is the subset of its decision nodes. In the 
paper, an agent’s information set is decided by its information state which describes 
opponent’s possible nm × strategy. The agent makes offer under certain information 
set which is equivalent to it under corresponding information state. 

To discuss the strategies profiles, use the solution concept of sequential equilibrium 
for the game. There are three key notions related to sequential equilibrium: assessment, 
sequential rationality and consistency. An assessment is a pair ),( μσ , where σ is a 
strategy profile and μ is a function that assign to every information set a probability 

measure on the set of histories in the information set: μ is referred as the belief 

system. a
ji

a
ji

a
mn

aa SSSS ,,1211 )})(,...,,({ γμ = denotes that â believes that a play strategy 
a

jiS , with 

probability a
ji,γ . Recall that

a
ji,γ is obtained from â ’s lotteries, 

a
pL and a

tL . The bargaining 
strategies’ profiles satisfy the Theorems following: 

Theorem1. The assessment yx,),( μσ forms a sequential equilibrium of the game 

for 31 ≤≤ x and 31 ≤≤ y , where a
Oa S=σ for scenario x

a
Oa S ˆ

ˆ =σ for scenario y , and 
a

ji
a

ji
a
mn

aa SSSS ,,1211 )})(,...,,({ γμ = for njmi ≤≤≤≤ 1,1 . 
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Proof. An assessment is a sequential equilibrium of game if it is sequentially rational 
and consistent. An assessment is sequentially rational if a’s strategy of is best 
response to the other player’s strategies, given a ‘s beliefs at that information set. An 

assessment is consistent if there is a sequence  
∞

=1)),(( n
nn μσ  of assessments that 

converges to ),( μσ  and has the properties that each strategy profile nσ  is completely 

mixed and that each belief system nμ is derived from nσ using Bayes’ rule. 
Recall that an agent always plays the strategy that offers its own reservation price 

at its deadline. Thus agent a believes that 
a

ji
ˆ
,γ is the probability with which the 

opponent will play the strategy 
a

jiS ˆ
,  that offers 

a
iRP ˆ

 at time
a
jT ˆ

 . The different 
strategies that agent a can play and the expressions for computing a’s utility for 
different strategies are given in last section. Agent a gets maximum EU from strategy 

a
oS  defined in terms of 

a
IRP ˆ

 and
a

JT ˆ
. Thus strategy 

a
oS is agent a’s optimal strategy.  

At the turn for opponent â offering, â  forms its information set since it does not 
know the strategy used by agent a . However, â believes that agent a  will play 

strategy 
a

jiS ,  with probability
a

ji,γ where offers the final price
a

iRP  at time
a
jT . If it 

plays strategy 
a

qpS ˆ
, for mp ≤≤1 and nq ≤≤1  , â ’s EU depends on a ’s strategy and 

is given by the  expression: 

),( ˆ
,,

1 1

ˆ
,,

a
ji

a
qp

m

i

n

j

aa
ji

a
qp SSEUEU

= =

= γ

  .                                             (11) 
The values of p and q that give agent â the maximum EU form its optimal strategy. 

From last section that agent â ’s optimal strategy is a
oS ˆ

 for p = I and q = J. No matter 

which node in the information set agent â is at, strategy 
a
oS ˆ

 is better than the other 

strategies. The strategy a
oS ˆ  is agent â ’s optimal strategy which agent â  uses. The 

assessment yx,),( μσ  is therefore sequentially rational ( 31,31 ≤≤≤≤ yx ). 
The following proves the consistency of the strategy profile and the beliefs. The 

assessment yx,),( μσ  in which a
oa S=σ  for scenario x, 

a
o

a S ˆˆ =σ for scenario y, and 
a

ji
a

ji
a
mn

aa SSSS ,,1211 )})(,...,,({ γμ =  for njmi ≤≤≤≤ 1,1  is consistent since it is the limit as 

0 of assessments ),( εε μσ  where: 

i.  ),...,)1(,...,,( ,1211
a
mn

a
JI

aa
a εγγεεγεγσ ε −=  .                                                         (12) 

ii. )),...,1(,...,,(ˆ εεεεσ ε −=a  .                                                                       (13) 

iii. 
a

ji
a

ji
a
mn

aaa SSSS ,,1211 )})(,...,,({ γμ =   .                                                                 (14) 

For njmi ≤≤≤≤ 1,1  and every , the entry )1( ε− in âσ  is for agent â ’s optimal 
strategy.  

The assessment yx ,),( μσ  in which a
Oa S=σ  for scenario x , 

a
Oa S ˆ

ˆ =σ  for scenario y, 

and 
a

ji
a

ji
a
mn

aa SSSS ,,1211 )})(,...,,({ γμ = , for njmi ≤≤≤≤ 1,1  is therefore a sequential 
equilibrium of the game G , for 31 ≤≤ x and 31 ≤≤ y .  
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Theorem 2. If the conditions for convergence of optimal strategies are true, the time 
of agreement is unique for each possible scenario combination. The price of 
equilibrium agreement is unique if the agents have different deadlines, and aa

I RPRP =  
for aa TT ˆ< . 

Proof. It is straightforward to verify the uniqueness of the time of equilibrium 
agreement from Table 4. In Table 4, the price of agreement is either s

IRP or sRP  for 
bs TT < , i.e., in rows 1, 2, 4, and 7. On the other hand the price of agreement is either 

b
IRP  or 

bRP  for 
bs TT > , i.e., rows 3, 5, 8 and 9. Thus for each scenario combination, 

there are two possible values for the price of agreement. When the agents have 

different deadlines, the price of agreement is either 
aRP  or 

a
IRP for

aa TT ˆ<
. The 

price of agreement for 
bs TT =  is either

sRP  or 
bRP . This means that the equilibrium 

solution cannot be unique when 
bs TT = . But when the agents have different 

deadlines, the equilibrium solution is unique if 
a

I
a RPRP = . 

4   Summary and Future Work 

The paper presents a novel model for the optimal pricing strategy for bargaining in 
real e-commence, which is under time limit and incomplete information. The strategy 
profile forms sequential equilibrium and unique under some conditions. In practice, 
there is a wide range of environment in which bargaining can take place. In the future, 
we will extend the optimal bargaining strategy to muti-agent (beyond three); 
secondly, build the bargaining simulation platform to prove the strategy effective and 
efficient; finally, emphasize on the optimal strategies for barraging on multi-issue. 
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Abstract. In the Internet market, the revenue of an information gate-
keeper comes in two forms: advertising fees paid by firms who post their
prices at the gatekeeper’s site, and subscription fees paid by consumers
who obtain the list of prices charged by different firms from the gate-
keeper’s site. By extending Varian’s (1980) Model of Sales, this paper
establishes conditions for an information gatekeeper to offer totally free
subscriptions to consumers.

1 Introduction

In the Internet market, the revenue of an information gatekeeper comes in two
forms: advertising fees paid by firms who post their prices at the gatekeeper’s
site, and subscription fees paid by consumers who obtain the list of prices charged
by different firms from the gatekeeper’s site. It is interesting to observe that most
gatekeepers charge zero subscription fees to consumers who acquire information
from their sites. Why do gatekeepers provide consumers with information free
of charge? This paper aims to answer this question.

Michael Baye and John Morgan (2001) set up a model that is based on Var-
ian’s (1980) Model of Sales. They establish an equilibrium characterized by the
following features: The optimizing gatekeeper sets positive subscription fees low
enough to induce all consumers to subscribe, and sets relatively high advertising
fees to induce only partial participation by firms; Advertised prices are lower
than unadvertised monopoly prices; All consumers purchase from the firm that
offers the lowest price at the gatekeeper’s site.

Michael Baye and John Morgan (2001) fail to explain why a gatekeeper
charges zero subscription fee to consumers who subscribe at the gatekeeper’s
site. Zero subscription fees make sense since different charges may result in quite
different market structures. Low as it is, a positive subscription fee still has im-
portant effects on trade behavior. Moreover, only partial participation by con-
sumers is observed on the Internet, which conflicts the equilibrium established
in Michael Baye and John Morgan (2001).

This paper aims to formulate a model to justify the following conclusion:
The optimizing gatekeeper provides consumers with totally free subscriptions in
equilibrium.
� Correspondence author.

X. Deng and Y. Ye (Eds.): WINE 2005, LNCS 3828, pp. 895–905, 2005.
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2 The Basic Model

In the market for a homogenous product, there are n ≥ 2 firms, l ≥ 2 consumers
and a monopolistic gatekeeper. Let N = {1, 2, · · · , n} be the set of firms and
L = {1, 2, · · · , l} be the set of consumers. Firms, consumers and the gatekeeper
are assumed to be risk neutral. Consumers are evenly divided among n local
firms. Local markets are completely segmented: Consumers in local market i
only have access to firm i; Each local market is served by a single local firm.

The Internet offers the potential for a gatekeeper to eliminate geographic
boundaries through the creation of the Internet market. The optimizing gate-
keeper charges fees to firms and consumers who post and access information from
her site. The fee paid by firms is called an advertising fee and denoted τ ≥ 0.
The fee paid by consumers is called a subscription fee and denoted s ≥ 0. There
is no information leakage between subscribers and nonsubscribers. If a firm ad-
vertises, he has to charge the same price to the consumers in his local market
that he posts at the gatekeeper’s site. For simplicity, the cost of delivering goods
to consumers is zero.

The above assumptions are based on Michael Baye and John Morgan (2001).
However, two modifications are made in this paper.

The Internet market is only accessible to a fraction q of consumers, where
q ∈ (0, 1) is exogenously given. This assumption reflects the fact that only those
consumers who acquire adequate computer skills and adopt the right search
strategy can locate the gatekeeper’s site. Of these ql consumers, those who sub-
scribe are permitted to buy from any of the firms who post their prices at the
gatekeeper’s site.

All consumers have identical income I > 0, but they differ in their preference
for the product. Consumer preference for the product is indicated by a param-
eter t > 0. The preference parameter of a consumer is private information to
herself. The preference parameter t is drawn independently of each other from
an interval [t, 1] according to the continuously differentiable distribution func-
tion H (t), where t ∈ (0, 1) is given and H (t) is common knowledge. A consumer
of type t has the following indirect utility function

u (p, y) = y − tv (p) (1)

where p > 0 is the price the consumer pays for the product, y = I − s if
the consumer is a subscriber and y = I if the consumer is a nonsubscriber,
function v (p) is continuously differentiable with v′ (p) > 0. There exists a unique
pm ∈ (0,∞) such that

pm = argMax
p≥0

v′ (p) (p− c) (2)

where c ≥ 0 is constant marginal production cost.
Assume that, as long as the price listing services on the Internet are setup, the

operation cost of the gatekeeper is negligible. The gatekeeper’s expected profit is

φ (s, τ) = bls + anτ −K (3)

where K > 0 is the fixed setup cost of establishing the price listing services.
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The timing of the above pricing game is as follows: The gatekeeper announces
advertising (τ) and subscription (s) fees; Given advertising and subscription
fees, consumers who are accessible to the Internet market decide whether or not
to subscribe to the gatekeeper’s site; Given the fraction b = q [1−H (t∗)] of
consumers who subscribe, firms price their products and decide whether or not
to post their prices on the gatekeeper’s site. This paper will engage in backward
induction to derive the gatekeeper’s fee-setting strategy.

Mixed-Strategy Equilibrium: Suppose t∗ ∈ [t, 1], a ∈ [0, 1] and F (p) is a
distribution with support

[
p, p

] ⊂ [0,∞). Given the distribution H (t) of con-
sumer type, advertising fee τ ≥ 0 and subscription fee s ≥ 0, {t∗, [a, F (p)]} is a
mixed-strategy equilibrium of the above pricing game, if t∗, a and F (p) satisfy
the following conditions:

1. Provided that each firm advertises his price with probability a and that
the advertised prices have the distribution F (p). For any of the ql consumers
who are accessible to the Internet market, paying the subscription fee s ≥ 0 is
optimal if the consumer type t > t∗, and not paying the subscription fee s ≥ 0
is optimal if the consumer type t ≤ t∗;

2. Provided that a fraction b = q [1−H (t∗)] of consumers pay the subscrip-
tion fee s ≥ 0, it is optimal for each firm to post his price with probability a,
and the advertised prices have the distribution F (p).

3 Firm Pricing and Advertising Strategies

Lemma 1: Given the price p ≥ 0 of the product, the individual demand function
of a consumer of type t ∈ [t, 1] is x (p) = tv′ (p).

Lemma 1 implies that there is no income effect in the individual demand.
Other conditions being equal, the quantity a consumer purchases is irrelevant
whether or not the consumer pays subscription fee s ≥ 0. Given the same price
paid for the product, the quantity a consumer purchases depends on the pref-
erence parameter t. The proof of lemma 1 is simply an application of the Roy’s
Identity:

x (p, y) = −∂u (p, y)
∂p

/
∂u (p, y)

∂y
= tv′ (p) (4)

Proposition 1: Given the fraction b ∈ (0, 1) of consumers who subscribe. In
equilibrium, the probability that a firm posts his price at the gatekeeper’s site is

a (τ, b) = 1−
[

nτ

(n− 1) lbπ (pm)

] 1
n−1

(5)

where

π (p) ≡ (p− c) v′ (p)

1∫
t

tdH (t), for each p ∈ [p, p] =
[
p, pm

]
(6)
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The advertised prices have the following distribution

F (p)=
1
a

⎛⎜⎝1−
⎧⎨⎩π (pm) l

[
(1− b) + b (1− a)n−1

]
− π (p) l (1− b) + nτ

nblπ (p)

⎫⎬⎭
1

n−1
⎞⎟⎠
(7)

for every p ∈ [p, pm

)
, where

p = π−1
{
l (n− 1) (1− b)π (pm) + n2τ

l (n− 1) [1 + (n− 1) b]

}
(8)

Firms who do not advertise charge monopoly price p = pm in their local markets.
Proof of proposition 1: Consider the representative firm i ∈ N and the represen-
tative consumer j ∈ L. Firm i charges price p ∈ [

p, p
]

while each of the other
n−1 firms advertises his price with probability a > 0, and each advertising firm
engages in nondegenerate mixed-strategy F (·) with support

[
p, p

]
.

If firm i advertises, then the probability that consumer j buys from firm i is

δA = (1− b) 1
n + b

n−1∑
k=0

Ck
n−1a

k (1− a)n−1−k [1− F (p)]k

= (1− b) 1
n + b [1− aF (p)]n−1

(9)

where the second equality follows by the Binomial Theorem. There are a total
of l ≥ 2 consumers who buys from firm i with probability δA. The number of
consumers firm i attracts has a Binomial distribution with parameters δA and
l ≥ 2. Thus, the expected profit for the advertising firm who charges price p is
given by

π (A, p) = π (p)
l∑

k=0
kCk

l δ
k
A (1− δA)l−k − τ

= lπ (p) δA − τ

= lπ (p)
{
(1− b) 1

n + b [1− aF (p)]n−1
}
− τ

(10)

If firm i does not advertise, then the probability that consumer j buys from firm
i is

δN = (1− b)
1
n

+ b (1− a)n−1 1
n

=
1
n

[
(1− b) + b (1− a)n−1

]
(11)

The expected profit to firm i who charges price p in his local market is given by

π (N, p) = π (p)
l∑

k=0
kCk

l δ
k
N (1− δN )l−k = lπ (p) δN

= l
nπ (p)

[
(1− b) + b (1− a)n−1

] (12)

By equation (2), the above expected profit is maximized at price p = pm. Firms
who do not advertise their prices simply charge the monopoly price p = p = pm

to his local customers.
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In equilibrium, the representative firm is indifferent whether advertise his price
or not. That is, the expected profit function of (10) valued at any p ∈ [

p, p
]

=[
p, pm

]
equals that of (12) valued at p = p = pm. Hence

π (A, p) = lπ (p)
{

(1− b) 1
n + b [1− aF (p)]n−1

}
− τ

= l
nπ (p)

[
(1− b) + b (1− a)n−1

]
= π (N, p)

(13)

Solving for F (p) in equation (13) gives (7). Letting F (pm) = 1 in equation
(13) and solving for a yields (5). Substituting (5) in (13), setting F

(
p
)

= 0 and
solving for p yields (8). This completes the proof of proposition 1.

4 Consumer Shopping Strategies

To find consumer subscription decisions, one has to compare utilities condi-
tional on subscribing and nonsubscribing. The utility derived from subscription
depends on the price paid by subscribers. Lemma 2 gives the distribution of the
price paid by subscribers.

Lemma 2: Suppose that advertised prices have a nondegenerate distribution
F (p) with support

[
p, pm

]
,and that there are k ≥ 1 firms who advertise at the

gatekeeper’s site. The distribution of the price paid by subscribers is given by

F k
min (p) = 1− [1− F (p)]k , for each p ∈ [

p, pm

]
(14)

Proof of lemma 2: Let {pi}k
i=1 denote the prices advertised by k firms, and

let pk
min = min {pi}k

i=1 denote the lowest price. It follows from the definition of
accumulative distribution that

1− F k
min (p) = prob

{
pk
min ≥ p

}
= prob {pi ≥ p : i = 1, 2, · · · , k}

= [1− F (p)]k
(15)

Rearranging terms of the above equation yields (14).

Proposition 2: Given the probability a ∈ (0, 1) that each firm advertises, the
distribution F (p) of advertised prices with support

[
p, pm

]
, and the subscription

fee s ≥ 0 charged by the gatekeeper. If s is sufficiently small, there exists a unique

t∗ (a, s) = s

⎡⎢⎣ pm∫
p

v′ (p) {[1− aF (p)]− [1− aF (p)]n} dp

⎤⎥⎦
−1

∈ [t, 1] (16)

such that consumers of type t ≤ t∗ do not subscribe and consumers of type t > t∗

subscribe. The fraction of subscribers is given by

b (a, s) = q [1−H (t∗)] (17)
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Proof of proposition 2: It follows from proposition 1 and lemma 2 that the
expected utility of a subscriber can be expressed as follows

u (S, t) = (1− a)n [I − tv (pm)]− s

+
n∑

k=1
Ck

na
k (1− a)n−k

pm∫
p

[I − tv (p)] d
{

1− [1− F (p)]k
}

= I − tv (pm)− s + t
n∑

k=1
Ck

na
k (1− a)n−k

pm∫
p

v′ (p)
{
1− [1− F (p)]k

}
dp

(18)
The expected utility of a nonsubscriber is given by

u (N, t) = [I − tv (pm)] (1− a) + a
pm∫
p

[I − tv (p)] dF (p)

= I − tv (pm) + at
pm∫
p

v′ (p)F (p) dp
(19)

Subtracting (19) from (18) yields the difference between expected utilities con-
ditional on subscribing and nonsubscribing

Δu (t) ≡ u (S, t)−u (N, t)

= t

(
n∑

k=1
Ck

na
k (1−a)n−k

pm∫
p

v′ (p)
{

1− [1−F (p)]k
}
dp− a

pm∫
p

v′ (p)F (p) dp

)
−s

= t

(
n∑

k=0
Ck

na
k (1−a)n−k

pm∫
p

v′ (p)
{

1−[1−F (p)]k
}
dp− a

pm∫
p

v′ (p)F (p) dp

)
−s

= t
pm∫
p

v′ (p) {[1−aF (p)]−[1−aF (p)]n} dp− s

(20)
The derivative of the above function satisfies

d

dt
[Δu (t)] =

pm∫
p

v′ (p) {[1− aF (p)]− [1− aF (p)]n} dp > 0 (21)

If subscription fee s > 0 is sufficiently small, then there exists a unique t∗ ∈ [t, 1]
such that u (S, t∗) = u (N, t∗). Setting (20) equal zero and solving for t yield (16).
Since the difference Δu (t) of expected utilities is a strictly increasing function
of consumer type t, it is in the consumer’s interests not to subscribe if consumer
type t ≤ t∗; it pays to subscribe if consumer type t > t∗. This completes the
proof of proposition 2.

Given a and F (p), equation (17) suggests that the fraction b of consumers
who subscribe depends on t∗; equation (16) suggests that the value of t∗ depends
on the subscription fee s. By proposition 2, the rate of change of b as s changes
can be measured by the derivative ∂b/∂s = −qH ′ (t∗) ∂t∗/∂s, where ∂t∗/∂s is a
constant and H ′ (t∗) is the only variable. In the eyes of the gatekeeper, H ′ (t∗)
decides the change of b caused by an increase of the subscription fee. Hence
H ′ (t∗) can be interpreted as the reaction by consumers to a small change of s.
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5 Gatekeeper Fee-Setting Strategies

By equation (3), propositions 1 and 2, the gatekeeper who charges subscription
(s) and advertising (τ) fees yields the following expected profit

φ (s, τ) = b (a, s) ls + a (b, τ)nτ −K (22)

where a and b are given by (5) and (17) respectively. Proposition 3 states that,
if a is sufficiently small, then the gatekeeper may find it optimal to charge zero
subscription fee.

Proposition 3: Suppose t∗ ∈ [t, 1]. If 1− t∗H ′ (t∗) < 0, then there exists εa > 0
such that ∂φ (s, τ)/∂s < 0 for any a ≤ εa, s > 0 and τ > 0.

Proof of proposition 3: By the Chain Rule, differentiating (22) with respect
to s gives

∂φ(s,τ)
∂s = b (a, s) l + ls

[
∂b(a,s)

∂s + ∂b(a,s)
∂a

∂a(b,τ)
∂b

∂b(a,s)
∂s

]
+ nτ ∂a(b,τ)

∂b
∂b(a,s)

∂s

= b (a, s) l + ∂b(a,s)
∂s

{
ls+ ∂a(b,τ)

∂b

[
ls∂b(a,s)

∂a + nτ
]} (23)

Differentiating (5) with respect to b yields

∂a(b,τ)
∂b = ∂

∂b

{
1−

[
nτ

(n−1)lbπ(pm)

] 1
n−1

}
= 1

n−1

( 1−a
b

)
> 0 (24)

for any a, b ∈ (0, 1). Denote

A (a) =
pm∫

p(a)
v′ (p) {[1− aF (p)]− [1− aF (p)]n} dp > 0

B (a, p) = [1− aF (p)]n−1

C (a, p) = [1− aF (p)]− [1− aF (p)]n = B
1

n−1 (a, p)−B
n

n−1 (a, p)

(25)

It follows from equations (17) and (16) that

∂b(a,s)
∂s = − q

A(a)H
′
[

s
A(a)

]
∂b(a,s)

∂a = sqH ′
[

s
A(a)

]
A′(a)
A2(a)

(26)

It follows by Liebnitz’s Rule that

A′ (a) =
pm∫

p(a)
v′ (p) ∂C(a,p)

∂a dp− v′
[
p (a)

]
C
[
a, p (a)

]
=

pm∫
p(a)

v′ (p) ∂C(a,p)
∂a dp− v′

[
p (a)

] ({
1− aF

[
p (a)

]}− {
1− aF

[
p (a)

]}n)
=

pm∫
p(a)

v′ (p) ∂C(a,p)
∂a dp

= 1
n−1

pm∫
p(a)

v′ (p)B
2−n
n−1 (a, p) [1− nB (a, p)] ∂B(a,p)

∂a dp

(27)
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Substituting (5) in (7) and rearranging terms yields

B (a, p) = [1− aF (p)]n−1 =
π(pm)l[(1−b)+b(1−a)n−1]−π(p)l(1−b)+nτ

bnlπ(p)
(28)

which implies that

B (a, p) = [1− aF (p)]n−1 ≥ (1− a)n−1
> 0

∂B(a,p)
∂a = − (n−1)(1−a)n−2π(pm)

nπ(p) < 0
, for every p ∈ [p, pm

]
(29)

Since aF (p) ≤ a for any a ∈ (0, 1) and p ∈ [p, pm

]
, it follows that

1− nB (a, p) = 1− n [1− aF (p)]n−1 ≤ 1− n (1− a)n−1 (30)

Let

εa = 1−
(

1
n

) 1
n−1

(31)

then εa > 0. If a ≤ εa, then

1− nB (a, p) ≤ 1− n (1− a)n−1 ≤ 0, for every p ∈ [
p, pm

]
(32)

It follows from equations (24), (25), (26), (29) and (32) that

∂b

∂s
< 0,

∂b

∂a
> 0 and

∂a

∂b
> 0 , for any a ≤ εa, s > 0 and τ > 0 (33)

If 1− t∗H ′ (t∗) < 0, then

∂φ(s,τ)
∂s = b (a, s) l + ∂b(a,s)

∂s

{
ls + ∂a(b,τ)

∂b

[
ls∂b(a,s)

∂a + nτ
]}

< l
[
b + s∂b(a,s)

∂s

]
= l

{
q [1−H (t∗)]− sq

A(a)H
′
[

s
A(a)

]}
= l {q [1−H (t∗)]− qt∗H ′ (t∗)} = ql [1−H (t∗)− t∗H ′ (t∗)] < 0

(34)

where the first inequality follows from (33), the second equality follows from (17)
and (26), and the third equality follows from (16). This completes the proof of
proposition 3.

Proposition 4 establishes that, even if zero subscription fee strategy is optimal,
there still exists a positive advertising fee strategy that maximizes the expected
profit of the gatekeeper.

Proposition 4: If 1 − tH ′ (t) < 0, then s∗ = 0 is the optimal subscription fee
strategy; there exists τ∗ > 0 such that τ∗ maximizes the expected profit of the
gatekeeper.

Proof of proposition 4: By (16), if s = 0, then t∗ = t; by (17), if t∗ = t, then
b = q [1−H (t)] = q. Thus, equation (3) can be rewritten as follows

φ (0, τ) = a (b, τ)nτ −K = a (q, τ )nτ −K (35)
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Differentiating (5) with respect to τ yields

∂a (b, τ)
∂τ

=
∂

∂τ

{
1−

[
nτ

(n− 1) lbπ (pm)

] 1
n−1

}
= − 1

n− 1

(
1− a

τ

)
(36)

Differentiating (35) with respect to τ gives

∂φ (0, τ)
∂τ

= n

[
a (q, τ ) + τ

∂a (q, τ)
∂τ

]
=
(

n

n− 1

)
[na (q, τ)− 1] (37)

where the second equality follows from (36). Setting (37) equal zero yields the
first order condition for the gatekeeper’s expected profit maximization problem

1
n

= a (q, τ∗) = 1−
[

nτ∗

(n− 1) lqπ (pm)

] 1
n−1

(38)

where the second equality follows from equation (5). Rearranging terms of (38)
yields the gatekeeper’s optimal advertising fee strategy

τ∗ = ql

(
n− 1
n

)n

π (pm) (39)

Differentiating (37) with respect to τ yields

∂2φ (0, τ∗)
∂τ2 =

(
n2

n− 1

)
∂a (q, τ∗)

∂τ∗
= −

(
n

n− 1

)2 [1− a (q, τ∗)
τ∗

]
< 0 (40)

where the second equality follows from (36). Equation (40) implies that (39) is
also sufficient for the gatekeeper’s expected profit maximization problem.
The above discussion only proves that (39) is optimal conditional on s = 0. It
remains to prove that, if 1− tH ′ (t) < 0, then s∗ = 0 is the optimal subscription
fee strategy for the gatekeeper. To this end, one only needs to prove

∂φ (0, τ∗)
∂s

< 0 (41)

By (38), if the gatekeeper charges advertising (τ = τ∗) and subscription (s∗ =
0) fees to firms and consumers who advertise and obtain information at the
gatekeeper’s site, the optimal advertising strategy for firms is a (q, τ∗) = 1/n. In
order to make use of proposition 3, one only needs to prove

1
n

= a (q, τ∗) ≤ εa = 1−
(

1
n

) 1
n−1

, for every n ≥ 2 (42)

which is equivalent to

nn−2 ≤ (n− 1)n−1 , for every n ≥ 2 (43)
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which is equivalent to

n−2∑
k=0

Ck
n−2 (n− 1)k = [(n− 1) + 1]n−2 ≤ (n− 1) (n− 1)n−2 =

n−2∑
k=0

(n− 1)n−2

(44)
for every n ≥ 2, where the first equality follows from the Binomial Theorem. To
see (44) holds, one only needs to prove

Ck
n−2 (n− 1)k ≤ (n− 1)n−2 , for any n ≥ 2 and k = 0, 1, · · · , n− 2 (45)

which is equivalent to

Ck
n−2 ≤ (n− 1)n−2−k , for any n ≥ 2 and k = 0, 1, · · · , n− 2 (46)

Since

Ck
n−2 = (n−2)!

k![(n−2)−k]! ≤ (n−2)!
k! =

n−2−k∏
j=1

(n− 1− j) = (n− 1)n−2−k (47)

for any n ≥ 2 and k = 0, 1, · · · , n− 2, it follows that

a (q, τ∗) =
1
n
≤ 1−

(
1
n

) 1
n−1

= εa, for every n ≥ 2 (48)

By proposition 3, if 1−tH ′ (t) < 0 and (48) holds, then (46) holds. This completes
the proof of proposition 4.

6 Conclusions

This paper has shown how the gatekeeper finds it in her interest to charge
zero subscription fee to consumers who acquire information at the gatekeeper’s
site. This paper has also solved explicitly the optimal subscription and pricing
strategies of consumers and firms.

Proposition 4 can be interpreted as follows: If the size q ∈ (0, 1) of the Internet
market is sufficiently small, and the reaction H ′ (t) by subscribers is sufficiently
large, then it is optimal for the gatekeeper to offer free subscription services.

This paper only considers the market with a monopoly gatekeeper. The anal-
ysis concerning multiple gatekeepers with this framework is analogous with that
of Michael R. Baye and John Morgan (2001). If there are multiple gatekeepers,
one might expect competition to result in even lower subscription and adver-
tising fees. This may partially explain why gatekeepers offer other services free
of charge to consumers, such as free e-mail boxes besides totally free subscrip-
tions. As a result of lower advertising fees, the probability that firms advertise
goes up, while the number of consumers a gatekeeper attracts is driven smaller
by competition. This explains why one actually observes more advertising firms
than this paper predicts.
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Abstract. Web services composition has been one of the hottest research topics. 
But with the ever increasing number of functional similar web services being 
made available on the Internet, there is a need to be able to distinguish them us-
ing a set of well-defined Quality of Service (QoS) criteria. The cost is the pri-
mary concern of many business processes. In this paper, we propose a new so-
lution using Genetic Algorithm (GA) in cost-driven web service selection. GA 
is utilized to optimize business process composed of many service agents 
(SAg). Each SAg corresponds to a collection of available web services provided 
by multiple service providers to perform a specific function. Service selection is 
an optimization process with taking into account the relationships among the 
services. Better performance has been gotten using GA in the paper than using 
local service selection strategy. The global optimal solution might also be 
achieved with proper GA parameters. 

1   Introduction 

Web services are self-describing software applications that can be advertised, located, 
and used across the Internet using a set of standards such as SOAP, WSDL, and 
UDDI [1]. A single web service is most likely inadequate to serve the customers’ 
business needs; it takes a selection of various web services composed together to form 
a business process. Web services composition [2] has been one of the hottest research 
topics in this new field. However, with the ever increasing number of functional simi-
lar web services being made available on the Internet, there is a need to be able to 
distinguish them using a set of well-defined Quality of Service (QoS) criteria. QoS is 
a broad concept that encompasses a number of non-functional properties such as cost, 
response time, availability, reliability, and reputation [3]. These properties apply both 
to standalone web services and to web services composed of other web services (i.e., 
composite web services). Typically, cost and time are two primary factors that cus-
tomers are concerned about.  

The challenge is to select the services that not only satisfy the individual require-
ments but also best fit the overall composed business process. Therefore, the entire 
business process needs to be optimized prior to execution. The philosophy of Genetic 
Algorithm (GA) [4] mimics the evolution process of “the survival of the fittest” in 
                                                           
*  This paper has been supported by the 973 project (No.2002CB312002) of China, grand pro-

ject of the Science and Technology Commission of Shanghai Municipality (No.03dz15027). 
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nature. GA is a parallel global optimization algorithm with high robustness, and it is 
not restricted by natures of the optimization problem, such as continuity and differen-
tiability. Only the objective function and the corresponding fitness level influence the 
direction of search, so it is very suited to those complicated optimization problems 
that cannot be handled efficiently by traditional optimization algorithms (methods of 
calculus or techniques of exhaustive search). 

In this paper, we take the cost as the primary concern of many business processes. 
Using an integer string to represent a web services composition, the best one is the 
string that leads to the lowest cost. A service selection model using GA is proposed to 
optimize business process composed of many service agents (SAg). Individual SAg 
corresponds to a collection of available web services provided by multiple service 
providers to perform a specific function. Service selection using GA is an optimiza-
tion process taking into account the relationships among the services. 

The remainder of the paper is organized as follows. Section 2 discusses related 
work. Section 3 describes GA utilized in our web service selection model. In Section 4, 
a service selection case is presented. Finally, Section 5 concludes the paper. 

2   Related Work 

In [2], authors present a framework SELF-SERV for declarative web services compo-
sition using state-charts. Their service selection method uses a local selection strategy. 
The service selection is determined independently to other tasks of the composite 
services. It is only locally optimal.  

In [5], authors make research on the end-to-end QoS issues of composite service by 
utilizing a QoS broker that is responsible for coordinating the individual service com-
ponent to meet the quality constraint. Authors design the service selection algorithms 
used by QoS brokers to meet the end-to-end QoS constraints. The service selection 
problem is modeled as the Multiple Choice Knapsack Problem (MCKP). Authors give 
three algorithms and recommend the Pisinger’s algorithm as the best one. But their 
solution is usually too complex for run-time decisions. 

In [6], authors present the Web Services Outsourcing Manager (WSOM) framework 
via a mathematical model for dynamic business processes configuration using existing 
web services to meet customers’ requirements, and propose a novel mechanism to map 
a service selection space {0,1} to utilize global optimization algorithms - Genetic Algo-
rithms. The binary encoding is adopted in the algorithm, but it is not human-readable. 
When the business process is complicated, the chromosome will be too lengthy. More-
over, GA utilization in the service selection is not given in detail, especially about how 
the relationships among the services will affect the global optimization. 

3   GA Utilized in Web Service Selection Model  

3.1   Web Service Selection Model Architecture 

The web service selection model is based on a multi-agent platform, which is com-
posed of multiple components (See Fig. 1). 
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Fig. 1. Model architecture 

1. Service Agent (SAg) corresponds a list of web services that have the specific func-
tion. Its capability depends on the specific function. SAg possesses all useful in-
formation about those web services, such as cost, response time, and so on. In or-
der to facilitate dynamic selection, up to date information concerning parameters 
that affect the decision of web service activation must be gathered. 

2. UDDI agent (UAg) is the broker of inner SAg when asking for outer UDDI regis-
try. SAg might get information about required web services via UAg. 

3. Information agent (IAg) is the information center of the model. All SAg must 
register themselves with it.  

4. Service composition agent (SCAg) is responsible for administering the composite 
business process as a services flow (SF). Using the modeling tool, users can model 
the SF in advance. The model is composed of many predefined or customized SAg. 
GA module is the core of SCAg. We will depict it in the remainder of the paper. 
Before the composite business process is instantiated, SCAg will activate GA mod-
ule to optimize the service selection to get the final executable SF.  

5. ACL channel [7] is the communication bus among those agents mentioned above. 

3.2   Problem Objective Function 

When the cost becomes the sole primary factor that customers are concerned about, 
the service selection is equivalent to a single-objective optimization problem. There 
are mainly two kinds of  service flow. 

3.2.1  Pipeline Service Flow. For a pipeline services flow that has N steps (N SAg in 

an execution path) 1 2( , ,..., )NS S S  , it only has one type structure: sequence one. 

The control flow will come through all its SAg, and only one proper web service in 
each SAg will be chosen to bind to. The overall cost of the SF is equal to the summa-
tion cost of all its components. 

1

cos ( ) cos ( ), 1 ( )

( ) 1,...,

N

ik i
i

i i

t SF t S k size S

size S S i N
=

=   ≤ ≤

= | |,  =

 
(1) 

The objective function is: cos ( )Min t SF  . 
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3.2.2 Hybrid Service Flow. For a hybrid services flow that has N steps (No more 

than N SAg in an execution path) 1 2( , ,..., )NS S S , we assume it has three type 

structures: sequence one, parallel one and conditional branching one. The overall cost 
of the hybrid SF is described as follows: 
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For some SAg linked by conditional branching structure, only one of them can be 
passed by the control flow at one execution. Thus the hybrid SF has some different 
execution path. The overall cost of each execution path can always be represented by 
the summation cost of its subset components. 

1

cos ( ) cos ( ), 1 ( )

( ) 1,...,

M

ik i
i

i i

t SF t S k size S

size S S i M

M N

=

=   ≤ ≤

=| |,  =
≤

 (2) 

The objective function is also: cos ( )Min t SF . 

3.3   GA Module 

The philosophy of GA mimics the evolution process of “the survival of the fittest” in 
nature. A fitness function is firstly defined to evaluate the quality of an individual, 
called a chromosome, which represents a solution to the optimization problem. GA 
starts with a randomly initialized population. The population then evolves through a 
repeated routine, called a generation, in which GA employs operators such as selec-
tion, crossover, and mutation borrowed from natural genetics to improve the fitness of 
individuals in the population. In each generation, chromosomes are evaluated by the 
fitness function. After a number of generations, highly fit individuals, which are 
analogous to good solutions to a given problem, will emerge. 

3.3.1 Solution Representation. The representation scheme determines how the 
problem is structured in GA and also influences the genetic operators that are used. 
Which kind of solution representation is used in GA depends on characteristics of the 
optimization problem. Traditional GA encodes each problem solution into a binary 
string, called chromosome, which facilities studying GA by schema theorem. 
However, the binary encoding is not human-readable, which makes it difficult to 
develop efficient genetic operators that can make good use of the specialized 
knowledge for the service selection problem.  

The integer encoding provides a convenient and natural way of expressing the 
mapping from representation to solution domain. With integer encoding, the interpre-
tation of the solution representation for service selection is straightforward, so the 
integer encoding is used in this paper. The solution to service selection is encoded 

into a vector of integers, where the thi  element of an individual is k  if the thk web 
service in SAg i  is selected. For example, the service flow has four SAg 
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1 2 3 4{ , , , }S S S S  , each of which has four candidate services, and one possible indi-

vidual is [ ]1 4 2 3 . Then the corresponding composite service is 

{ }11 24 32 43, , ,S S S S , which means the 1th service of 1S , the 4th  service of 2S , the 

2th  service of 3S and the 3th  of 4S are selected concurrently. 

3.3.2 Fitness Function. The fitness function is responsible for evaluating a given 
individual and returning a value that represents its worth as a candidate solution. The 
returned value is typically used by the selection operator to determine which 
individual instances will be allowed to move on to the next round of evolution, and 
which will instead be eliminated. Highly fit individuals, relative to the whole 
population, have a higher probability of being selected for mating, whereas less fit 
individuals have a correspondingly low probability of being selected. 

To facilitate the selection operation in GA, the global minimization problem is usu-
ally changed into a global maximization problem. Through transforming Eq. (1) or 
Eq. (1’), the proper fitness function for the service selection problem can be obtained: 

1

cos ( ) cos ( ) , 1 ( )

0 cos ( ) .

N

ik i
i

U t S t SF U k size S
F

t SF U
=

−  <   ≤ ≤
=

≥
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Where U  should select an appropriate positive number to ensure the fitness of all 

good individuals are positive in the feasible solution space. On the other hand, U  can 

also be utilized to adjust the selection pressure of GA. When U  is increased, the 
relative fitness of good individuals are reduced, so the selection pressure is decreased, 
which can prevent the evolution process from premature convergence to get trapped 
into local minimums. But a too large U  will slow down the evolution process, there-
fore the computing time will increase. 

3.3.3 Population Initialization. The population initialization creates the first 
population and determines the starting point for the GA search routine. An individual 
is generated by randomly selected web service for each SAg of the services flow, and 
the newly generated individual is immediately checked to see whether the 
corresponding solution satisfies the constraints. If any of the constraints is violated, 
then the generated individual is regarded as invalid and discarded. The process is 
repeated until enough individuals are generated. The population size 

[20,100]sizepop ∈   is generally recommended.  

3.3.4 Genetic Operators. GA uses selection operator to select the superior and 
eliminate the inferior. The individuals are selected according to their fitness - the 
more suitable the more chances they have to reproduce. For the service selection 
problem, the popular roulette wheel method is used to select individuals to breed. This 
method selects individuals to reproduce based on their relative fitness, and the 
expected number of offspring is approximately proportional to that individual’s 
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performance, i.e. if one individual is twice as fit as another, then it is twice as likely to 
be selected and so on. At the same time, it is hoped the fittest individual can be 
retained in the offspring, so an elitism reservation strategy is applied, which always 
passes the fittest individual to the next generation, i.e. the individual with the highest 
fitness does not take part in crossover and mutation operation, instead it is used to 
replace the offspring with the lowest fitness generated by the crossover and mutation 
operation. 
 

S1=[3  2  0  4  1  6  2  5  2  0]

S2=[2  1  2  3  0  5  4  0  1  3]

S1'=[3  2  0  4  0  5  4  0  1  3]

S2'=[2  1  2  3  1  6  2  5  2  0]

S1''=[3  2  0  4  0  5  4  6  1  3]

Mutation Point

Crossover

Mutation

Mutation Result
for S1'

Crossover Result {

 

Fig. 2. Crossover operator and Mutation operator 

GA uses crossover operator to breed new individuals by exchanging partial chro-
mosome of the mated parents in stochastic mode. The crossover probability 

[0.5,1.0]cp ∈   is generally recommended. The purpose of crossover is to maintain 

the qualities of the solution set, while exploring a new region of the feasible solution 
space. For the service selection problem, the single-point crossover operator is used: 
single crossover point is generated in the mated parents at random, then the two par-
ents exchange the tail portion after the crossover point to create two new offspring 
(See Fig. 2). After each crossover operation, the offspring are immediately checked to 
see whether the corresponding solutions are valid. If any of constraints is violated, 
then both offspring are discarded and the crossover operation for the mated parents is 
retried. If the valid offspring still cannot be obtained after a certain number of retries, 
the crossover operation for these two parents is given up to avoid a possible infinite 
loop. 

GA uses mutation operator to add diversity to the solution set by replacing an al-
lele of a gene by another in some chromosomes in stochastic mode. The mutation 
probability [0, 0.05]mp ∈   is generally recommended. The purpose of mutation opera-

tion is to avoid losing useful information in the evolution process. From another point 
of view, the mutation operation can improve the local search performance of GA. 
Together with crossover operation they complete the local and global search of the 
solution space. For the service selection problem, the stochastically selected SAg is 
randomly bound to a web service different from the original one (See Fig. 2). After an 
offspring is mutated, it is also immediately checked to see whether the corresponding 
solution is valid. If any of constraints is violated, then the mutated offspring is dis-
carded and the mutation operation for the offspring is retried. Because the mutation 
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operation is carried out at a very small probability, the probability of generating inva-
lid solution is also very small. Even if the invalid solution is generated, a valid solu-
tion can be easily obtained through a number of retries. 

4   A Case Study and the Implementation 

We assume that there are twenty tasks in a pipeline SF and each of them can be ac-
complished by a service agent (SAg) (See Fig. 3). The SF may be a practical “Travel 
arrangement” composite service. Each kind of services might have multiple providers, 
and a service provider could provide several kinds of services. Those business entities 
may be competitors and do not work with each other. In other way, business entities 
would prefer to work with those within the alliance, and the alliance claims that there 
should be some degree discount if customers select some of them. Due to those busi-
ness rules, there are relationships such as partnerships, alliances, competitors among 
the services. We must take into account those relationships when select the final ser-
vices as part of the optimization process. 

SAg-1Start FinishA A A A A A

Logic node          A: AndData&Control Flow

SAg-2 A A A ASAg-N

 

Fig. 3. A pipeline services flow 

4.1   Initial Data 

From Table 1, we can see each SAg might have various candidate numbers from 5 to 
15 predefined at random. Different choices of web services in each SAg might have 
different cost. We have marked each SAg’s maximum cost with red color and mini-
mum cost with blue color in Table 1. 

Table 1. Services cost 

 WS1 WS2 WS3 WS4 WS5 WS6 WS7 WS8 WS9 WS10 WS11 WS12 WS13 WS14 WS15 
SAg1 642 683 642 691 616 663 612         
SAg2 1025 1093 1063 1083 1091 1015 1078 1011        
SAg3 435 472 474 454 407 410 480 424        
SAg4 1314 1393 1308 1367 1390 1349 1385 1350 1356 1327      
SAg5 1763 1799 1732 1752 1714 1746 1768 1741 1732 1719 1749 1707    
SAg6 2077 2075 2057 2089 2016 2061 2046 2092 2073 2051 2083 2090 2079 2098 2007 
SAg7 521 539 512 549 502 580 579 525        
SAg8 1451 1447 1410 1449 1452 1457 1427 1430 1443 1474 1408 1464 1427 1493 1432 
SAg9 603 645 661 605 604           

SAg10 808 829 814 822 885 868 811 814        
SAg11 822 839 839 802 801 841 870 831        
SAg12 1786 1795 1796 1769 1720 1787 1714 1756 1747 1782 1703 1765    
SAg13 986 947 953 943 935 975 912 927 926 909 924 960 991 920 991 
SAg14 1483 1465 1408 1404 1483 1492 1465         
SAg15 781 755 759 742 790 751 758 775 763 778 772 767 732 773  
SAg16 1588 1553 1595 1528 1585 1545 1591 1580 1591       
SAg17 875 870 819 868 895 884 851 877 858 852 848 832 882   
SAg18 1536 1531 1525 1591 1551 1555 1575 1518 1502 1504 1532 1576    
SAg19 1640 1644 1649 1692 1635 1619 1685 1697 1660 1671 1603 1692 1697   
SAg20 1437 1427 1439 1418 1403 1442 1495 1408 1442 1457 1478 1484 1410 1408 1452 
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For Eq. (2), we take the summation of all SAg’s maximum cost as the constant U, 
and get U =$24385. The individual fitness can be regarded as how much can be saved 
after the SF execution if the travel agency has been given the money U to arrange the 
traveler’s trip. If we use the local selection strategy, we might get a final services 
sequence as follows: 

{  SAg1:WS7,     SAg2:WS8,      SAg3:WS5,     SAg4:WS3,     SAg5:WS12,  
SAg6:WS15,  SAg7:WS5,      SAg8:WS11,   SAg9:WS1,     SAg10:WS1,  
SAg11:WS5,  SAg12:WS11,  SAg13:WS10, SAg14:WS4,   SAg15:WS13,  
SAg16:WS4,  SAg17:WS3,    SAg18:WS9,   SAg19:WS11, SAg20:WS5 } 

And its overall cost is the summation of all SAg’s minimum cost, so it equals to 
$22777. In this case, the individual fitness is $1608. 

According to some given business rules, we define constraints and corresponding 
actions (See Table 2). For the special individual, its fitness should be modified with 
the discount given. And for the invalid individual, it will be discarded. The expression 

{B(SAgi) = m, B(SAgj) = n} means that SAg i  binds to the thm service and SAg j  

binds to the thn service concurrently.  

Table 2. Constraint library 

 CONSTRAINT TYPE ACTION 
1 { B(SAg1)=1, B(SAg3)=2 } Special Modify (Discount=0.1) 
2 { B(SAg12)=2, B(SAg15)=2 } Special Modify (Discount=0.2) 
3 { B(SAg2)=2, B(SAg4)=3, B(SAg5)=4 } Special Modify (Discount=0.2) 
4 { B(SAg9)=2, B(SAg18)=5 } Special Modify (Discount=0.1) 
5 { B(SAg8)=2, B(SAg10)=5 } Special Modify (Discount=0.2) 
6 { B(SAg3)=6, B(SAg5)=4, B(SAg7)=3, B(SAg11)=5 } Invalid Discard 

 
In the paper, some GA parameters are given as follows: 

 Solution representation: Integer encoding (serial number of services in SAg start-
ing from zero) 

 Population size: 40sizepop =  

 Crossover probability: 0.8cp =  

 Mutation probability: 0.05mp =  

 Maximum generations: 
max 2000Gen = . 

4.2   Evolution Procedure 

The initial population is randomly generated. After maxGen  generations, we have 

gotten the final optimal solution: 

[ ]1  2  2  3  4  15  5  2  2  5  5  2  10 4  2  4  3  5  11  5  
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It is also represented as  

{  SAg1:WS1,     SAg2:WS2,     SAg3:WS2,     SAg4:WS3,       SAg5:WS4,  
SAg6:WS15,  SAg7:WS5,     SAg8:WS2,      SAg9:WS2,      SAg10:WS5,  
SAg11:WS5,  SAg12:WS2,   SAg13:WS10,  SAg14:WS4,    SAg15:WS2, 
SAg16:WS4,  SAg17:WS3,   SAg18:WS5,    SAg19:WS11,  SAg20:WS5 }. 

The solution fitness is $3193.  
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Fig. 4. (a) GA evolution process (b) Multi-time GA optimization 

We can see the GA evolution process from Fig. 4(a). The best fitness of the popula-
tion has a rapid increase at the beginning of the evolution process then convergences 
slowly. It also means the overall cost of the SF is generally decreasing with the evolu-
tion process. For better solution, the whole optimization process can be repeated for a 
number of times (100 times in this paper, and different initial population in each time), 
and the best one in all final solutions is selected as the ultimate solution to the service 
selection problem. From Fig. 4(b), we can see the result. The red line represents the 
solution using local selection strategy. The blue curve represents all best solutions at 
100 GA tests. Apparently, all best solutions using GA have better fitness than those 
using local selection strategy. In addition, the fact about their similar fitness proves that 
our GA could find the global optimal solution to the service selection problem. 

5   Conclusion and Future Work 

A single web service is most likely inadequate to serve the customers’ business needs; 
it takes a selection of various web services composed together to form a business 
process. The cost is the primary concern of many business processes. In the paper, we 
propose a new solution using Genetic Algorithm (GA) in cost-driven web service 
selection. Using an integer string to represent web services composition, the best one 
is the string that leads to the lowest cost. Service selection is an optimization process 
with taking into account the relationships among the services. Seen from the experi-
ment result, better performance can be gotten than that using local service selection 
strategy. The global optimal solution can be achieved with GA within short time. In 
future, we will consider more QoS factors besides cost as the objectives of service 
selection and implement multi-objective global optimization using GA. 



 Cost-Driven Web Service Selection Using Genetic Algorithm 915 

 

References 

[1] F. Curbera et al. Unraveling the web services: an introduction to soap, wsdl, and uddi. 
IEEE Internet Computing, Mar/Apr issue 2002. 

[2] B. Benatallah, M. Dumas, Q. Z. Sheng, and A. H. Ngu. Declarative composition and peer-
to-peer provisioning of dynamic web services. In Proceedings of the International Confer-
ence on Data Engineering (ICDE), pages 297.308, San Jose CA, USA, February 2002. 
IEEE Press. 

[3] J. O'Sullivan, D. Edmond, and A. ter Hofstede. What's in a Service? Distributed and Paral-
lel Databases, 12(2.3):117.133, September 2002. 

[4] Stuart Russell, Peter Norvig, Artificial Intelligence: A Modern Approach (Second Edition), 
Prentice Hall, 2002 

[5] Y. Liu , AHH Ngu and L. Zeng , QoS Computation and Policing in Dynamic Web Service 
Selection, In Proc. 13th Int. Conf. World Wide Web (WWW), May 2004 

[6] Liang-Jie Zhang, Bing Li, Requirements Driven Dynamic Services Composition for Web 
Services and Grid Solutions. Journal of Grid Computing, Vol. 2, No. 2. (June 2004), pp. 
121-140 

[7] FIPA Specifications (http://www.fipa.org) 



 

X. Deng and Y. Ye (Eds.): WINE  2005,  LNCS 3828, pp. 916 – 925, 2005. 
© Springer-Verlag Berlin Heidelberg 2005 

On Modeling Internet QoS Provisioning from  
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Abstract. The modeling of Internet quality of service (QoS) provisioning is a 
multidisciplinary research subject. From the viewpoint of game theory, we pro-
pose a model that combines QoS index with price factor. We use the MultiNo-
mial Logit (MNL) to model the choice behaviors of users. Each service class is 
considered an independent competing entity, which aims at maximizing its own 
utility. Based on noncooperative game, we demonstrate the existence and 
uniqueness of equilibria between QoS levels and prices among various service 
classes, and demonstrate the properties of equilibria. We also verified these re-
sults via numerical analysis. 

1   Introduction 

With the increasing development of Internet applications, there exists a demand for 
multiple QoS levels on the Internet. Over the years, network engineers have devel-
oped a number of QoS architectures and mechanisms. A core issue that concerns 
network users, service providers, and network engineers is the constantly changing 
traffic behavior. Such behavior depends on the aggregated traffic load, which is the 
result of many users’ individual decisions on how to make use of the network. These 
decisions are affected by the incentives that users face. Thus it is important to bring 
price into network design and to integrate the QoS levels with price factor when con-
sidering Internet QoS provisioning.  

Recently, many researchers studied the provisioning of Internet QoS based on eco-
nomic mechanisms. The M3I (Market-Managed Multi-services Internet) Project 
funded by the European Union is aimed at studying Internet resource management 
system. More specifically, it was proposed that different service classes are charged 
differently, allowing network users to select from multiple prices and QoS levels [1]. 
In [2], the pricing issue when providing multiple service classes in telecommunications 
networks was considered. Each service class has different QoS requirements, and is 
characterized by a (service type, source-destination pair) tuple, where the service type 
                                                           
* Research supported by the NSFC Grants 60472067 and 2003CB314806, and State Key Labo-
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can be voice, video, or data, etc. The optimal pricing problem is formulated as a 
nonlinear integer expected revenue optimization problem and is solved for prices and 
resource allocations that are necessary to provide connections with guaranteed QoS. 

Another body of research has considered prices as an endogenous variable, which 
is determined as a function of the degree of saturation inside the network. Typically in 
this approach, the price is called a shadow price; it can be considered the Lagrange 
multiplier of inequality constraints such as capacity restrictions; it is used to achieve 
the equilibrium between link bandwidth demand and supply [3][4]. However, little 
work has been reported on systematically modeling the equilibria between QoS levels 
and prices on the Internet.  

Recently, network game has undergone significant development [5]. In [6], the 
equilibria between QoS levels and prices of several service network providers have 
been investigated based on linear demand function. The assumption of linear demand 
function makes the problem easy to solve, but does not have scientific foundation. In 
this paper, we explicitly model customer choice behavior using a MultiNomial Logit 
(MNL) model, which is a form of random utility model. MNL is both a theoretically 
sound and an empirically well-tested model of customer choice behavior; it has been 
widely used to forecast traffic demand in airlines [7]. It constitutes a natural candidate 
for a choice-based optimization model. Base on the MNL model, we investigated the 
equilibria between QoS levels and prices; explicitly considered the effect of demand 
substitute, that is, the demand for certain traffic class is described as a function of 
prices and QoS levels of all traffic classes supported by the network. Our method was 
inspired by [8], in which the authors investigated the equilibria between all retailers’ 
prices and service levels. We applied their idea to the problem of Internet QoS provi-
sioning. In our model, we do not take into account network topology, but rather model 
each service class as a single entity. In other words, the price and QoS provided by 
each service class do not depend on the source, destination, or distance, etc. that un-
derlay each user request. On the other hand, we use proper queuing model to describe 
the amount of resource requested by service classes.   

This paper is organized as follows: the service model and general assumptions are 
described in section 2, which are used to prove several theorems in later sections. In 
section 3, we systematically characterize the equilibrium behaviors of an Internet QoS 
provisioning model under two possible scenarios. (1) Price-competition only: in this 
case, we assume that the QoS levels of all traffic class are exogenously chosen and 
characterize how the price equilibria vary with the chosen QoS levels. (2) Simultane-
ous price and QoS level competition: in this case, each of the traffic classes simulta-
neously chooses a QoS level and a price. We provide three theorems about existence 
and uniqueness of equilibria, and demonstrate the properties of equilibria. A numeri-
cal application of these theorems is given in section 4. Finally, we briefly conclude 
our paper in section 5. 

2   Service Model and General Assumptions 

We first present the notations that are used in this paper: 

p=(p1,…,pN): the vector of prices of service classes, pi denotes price of service class i; 
We denote a vector using bold face, e.g. p and denote its i-th component using pi; 
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f=(f1,…,fN): the vector of QoS levels of service classes, fi denotes the QoS level of 
service class i;  

+
+

+ → RRd NN
i :)( fp, :demand for service class i, which depends on the entire price 

vector and the entire QoS vector; 

μi(fi,di): the amount of resource required by the service class i in order to provide the 
QoS level fi for demand di;  

R i(fi,di): the cost of service class i to provide the QoS level fi for demand di;  
Ui(p,f): the net revenue of service class i (the utility function of service class i); 

Let us consider a network in which there are N service classes, the set of which is 
denoted by I={1,2,…,N}. Each service class has two parameters with respect to the 

service it offers: NNR +
+∈),( �� .Each service class i experiences a demand for its 

service: +
+

+ → RRd NN
i : ,which is a function of a price vector and a QoS vector.  

In this paper, we explicitly consider the effect of demand substitute, that is, the 
demand function of service class i is dependent not only on its own parameters, pi and 
fi, but also on the prices and QoS levels offered by its competitor classes. We make 
the following assumptions regarding the shape of demand function:  

(I) For  i=1,…,N, 0
),(

≤
∂

∂

i

i

p

d ��
, 0

),(
≥

∂
∂

i

i

f

d ��
; 

(II) For all ij ≠ , 0
),(

≥
∂

∂

j

i

p

d ��
, 0

),(
≤

∂
∂

j

i

f

d ��
; 

(III) For all i=1,…,N, 
=

<
∂
∂N

j j

i

p

d

1

0 (or 
=

<
∂
∂N

j i

j

p

d

1

0 ). 

These assumptions are intuitive: assumption (I) denotes that the demand for a ser-
vice class decreases with its own price, and increases with its own QoS level; assump-
tion (II) represents the effect of demand substitute among all service classes, that is, if 
one service class increases its own price (or QoS level), this will result in an increase 
(or decrease) in the demand of his competitors; assumption (III) denotes no service 
class’s sales are expected to increase under a uniform price increase (similarly, aggre-
gate sales usually decrease if one of the service classes increases its price.)  

The service model that we study in this paper is shown in Fig. 1: service class i 
purchases resource μi(fi,di) from the network and offers service to demand di(p,f). 
The utility function of service class i is represented as the profit of service class i, 
which equals the revenue obtained from providing service to customers minus the 
cost of purchasing required resources.  

Assume the network owner charges each service class a cost per unit of resource 
requested, v, and the amount of resource μi requested by service class i is dependent 
on the demand it experiences and on the QoS it wishes to offer ( the higher the 
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Fig. 1. Illustration of mutli-service model 

demand and the better the QoS, the higher μi will be). For example, if let QoS level fi 
denote the probability of successful transmission, for M/M/1 queuing model, 
fi=1−di/μi, then μi=di/(1− fi )Thus, in order to provide the QoS level fi to demand di, 
the fee paid by service class i can be written as: Ri(fi,di)=vμi(fi,di). 

Assume that the resource capacity μi required by service class i has the following 
form: μi(fi,di)=digi(fi), where gi is a convex, two-differentiable and increasing func-
tion. This assumption is intuitive: the operational costs increase convexly with the 
service level.  

The net revenue of service class i can be represented as: pidi(p,f)−Ri(fi,di), which 
is defined as the utility function of service class i. We have: 

),())((),( ���� iiiii dfvgpU −=  (1) 

The strategy space, Ri, of service class i, is given as follows: 

}0;)(ˆ0:),{( maxminmaxmin
iiiiiiiiiii fffppfgpfp ≤≤≤≤≤=≤= Where

)()(ˆ iiii fvgfg = . 

Assumption A: )}(1,max{ 0max
iiiii fgvpp α+= , where 0

ip  is the price that can 

make demand for service class i negligible, and i denotes certain constant value. 

In theory, the demand functions themselves can take on a number of forms, and each 
has its own consequences upon the resulting equilibria. In this paper, we use MNL to 
model customer choice behavior, which will be defined further in the following sec-
tion. Many marketing models characterize the market shares obtained by competing 
service classes via a vector of attraction value a=(a1,…,aN). The market share 
achieved by a given service class i is given by its attraction value divided by the in-

dustry’s total value, i.e., 
=

= N

j jii aam
0

, in which a0 is the value of no-purchase 

option (in this paper, we let a0=0). Attraction models are among the most commonly 
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used market share models, both in empirical studies and in theoretical models. As-
sume that the attraction value of service class i is given by a general, twice differenti-

able function of its price and service level, i.e., ai=ai(pi,fi), with 0≤
∂
∂

i

i

p

a
, 0≥

∂
∂

i

i

f

a
. 

Most attraction models assume a specific structure. We explicitly model consumer 
choice behavior using a MultiNomial Logit (MNL) model. Generally, In MNL, ai is 
represented as the linear function of various attributes (those attributes represent the 
attraction of service class i in various aspects). Below we pay special attention to the 
following generalization equation: ai(pi,fi)=exp{bi(fi)- ipi} where i>0. 

Assumption B: bi(fi) is twice differentiable, increasing and concave. This permits us 
to represent settings where the marginal increase in a service attraction value due to 
an increase in its QoS level, is non-negative but decreasing in QoS level. Alterna-
tively, if a service class wants to maintain a given attraction value, it needs to com-
pensate for a price increase with ever larger increases in its service level. 

3   Modeling QoS Provisioning Based on Game Theory 

The goal of this paper is to investigate the equilibria of prices and QoS levels of N 
service classes, and to provide mathematical foundation to Internet QoS provisioning. 
We systematically characterize the equilibrium behavior under two possible scenar-
ios. (1) The equilibrium of price-competition only: in this case, we assume that ser-
vice levels of classes are exogenously chosen, and characterize how the price equilib-
rium and price strategy vary with the chosen service levels. (2) The equilibrium of 
simultaneous price and service level competition: in this case, service classes simulta-
neously choose service levels and price strategies.  

In the rest of the paper, we let xx log~ = . 

3.1   Price-Based Nash Equilibrium  

Let Ui(p,f) denote the utility function of service class i, p denote the price vector of 
service classes, and the vector of QoS levels, f, be fixed at some predetermined value, 

�̂ . The price-based Nash equilibrium in p at �̂  is the vector p* that solves the fol-
lowing system for all i I. )ˆ,,,,,,,(max)ˆ,( **

1
*

1
*
1 Niiii

*
i pppppUU KK +−=  

This equilibrium corresponds to price equilibrium for a fixed QoS vector �̂ . 

Theorem 1: Adopting generalized MNL model, under the conditions of assumptions 
(III) and (A), the game of price has a unique equilibrium p*(f). The price value in 
equilibrium is the solution to the following equation:  

0)1(
)(

1
~

=−−
−

=
∂
∂

M

d

fvgpp

U i
i

iiii

i α  (2) 

For paper space, we omit the detailed proof, which can be found in [10].  
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3.2   Price and QoS-Based Equilibrium 

Let Ui(p,f) be the utility function of service class i, when the pair of parameter vec-
tors that are set simultaneously by all service classes is given by (p,f), the price and 
Qos-based Nash equilibrium is the vector (p*,f*) that solves the following system for 
all i I.  

),,,,,,,,,,,,,(max)ˆ,( **
1

*
1

*
1

**
1

*
1

*
1 NiiiNiiii

*
i fffffpppppUU KKKK +−+−=��  

Assumption C: +∞=′
→

)(lim
max ii

ff
fg

ii

 This assumption holds for a large number of 

queue systems [6].  

Theorem 2: The simultaneous price and QoS-based game has a Nash equilibrium 

(p*,f*) and *
if  is the solution to the following equations:  

iiiii fbfgv α)()( ′=′ , if   
iii

ii

vfb

fg

α
1

)(

)(
min

min

≤
′
′

; 
(3) 

min*
ii ff = ,                  if

iii

ii

vfb

fg

α
1

)(

)(
min

min

>
′
′

. 
(4) 

*
ip  is the solution to (2) under the result of *

if . 

Interesting readers can find the detailed proof in [10]. 

3.3   Properties of Equilibria 

In the previous subsection, we demonstrate that there exist equilibria of the QoS and 
price game. In this subsection, we investigate the properties of these equilibria. We 
explicitly consider the effect of demand substitute, so a change in one of the service 
classes’ QoS level will result in an increase or decrease in each of the equilibrium 

prices. Let iiiiiii fbfgvf αδ )()()( ′−′= and 0
if denotes the QoS levels obtained 

from (3) and (4). 

Theorem 3: In the price-based game of Internet QoS provisioning, the equilibrium 

price of service class i, *
ip  is strictly increasing in if ; the equilibrium price of service 

class j (j i), *
jp is strictly decreasing in if for 0

ii ff < , and strictly increasing in if  

for 0
ii ff > . 

For paper space, we omit the detailed proof. Interesting readers can find the detailed 
proof in [10]. In the subsection, a numerical example is provided to graphically dem-
onstrate the obtained theorems above. 
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4   Numerical Analysis 

We suppose in this section that the measure defining the QoS, fi, corresponds to some 

function of the loss probability, si
lossi Pf

1
)1( −= , where i

lossP is the loss probability 

of service class i, which can be denoted as )( i
i

loss GP ρ= , where iii d μρ = is the 

traffic intensity, and 1≥s is a scaling coefficient that adjusts the relative importance 
of the QoS parameter with respect to price. For s>1, the QoS increases as a concave 
function of its parameter, that is, we allow for decreasing rates of return on the quality 
of service provide. We consider the scenario when there are two service classes and 
use M/M/1/2 queuing system to model the loss probability. This model can be consid-
ered a good approximation for the loss probability when these service classes are used 
at access network, and the bottleneck (in terms of loss) is in the shared input buffering 
area to the network.  

Let s=2, v=2, a1=exp(20f1−2p1), a2=exp(12f2−2p2), at equilibrium, we have 
f1=0.82, f2=0.74, p1=4.98, p2=2.02. The relation between the QoS levels and prices of 
the two service classes are showed in following figures. 

0.76 0.78 0.8 0.82 0.84 0.86 0.88 0.9
4.4

4.6

4.8

5

5.2

5.4

5.6

5.8

6

QoS index of traffic class 1

pr
ic

e 
of

 t
ra

ff
ic

 c
la

ss
 1

 

Fig. 2. The relation between QoS index of traffic class 1 and price of traffic class 1 

It can be observed from Fig. 2 (Fig. 3) that, when the QoS level of traffic class 2 is 
fixed in equilibrium value (i.e.  f2=0.74), the relation between QoS level of traffic 
class 1 and price of traffic class 1 (traffic class 2). From Fig. 2, we found that  
the price of traffic class 1 increases with its own QoS level. While for f1<0.82, price 
of traffic class 2 decreases with the QoS level of traffic class 1; for f1>0.82, price of 
traffic class 2 increases with QoS level of traffic class 1. the reason for this phenome-
non is that, when the QoS level of traffic class 1 exceeds the equilibrium value  
determined by theorem 1, the effect of traffic class 1’s price increase (making the  
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Fig. 3. The relation between QoS index of traffic class 1 and price of traffic class 2 

0.65 0.7 0.75 0.8 0.85
1.6

1.8

2

2.2

2.4

2.6

2.8

3

QoS index of traffic class 2

pr
ic

e 
of

 t
ra

ff
ic

 c
la

ss
 2

 
Fig. 4. The relation between QoS index of traffic class 2 and price of traffic class 2 

demand for traffic class 1 decrease) surpasses the effect of traffic class 1’s QoS level 
increase (making the demand for traffic class 1 increase), this results in the relatively 
increased demand for traffic class 2, thus the price of traffic class 2 increases. Those 
results illustrated in Fig. 2 and Fig. 3 are consistent with the conclusion drawn in 
theorem 3. 

From Fig. 4 and Fig. 5, we observe the similar results with Fig. 2 and Fig. 3. We 
briefly describe them as follows: when QoS level of traffic class 1 is fixed in the equi-
librium value determined by theorem 1 (i.e. f1=0.82), the price of traffic class 2 in-
creases with its own QoS level. For f2<0.74, price of traffic 1 decreases with the QoS 
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Fig. 5. The relation between QoS index of traffic class 2 and price of traffic class 1 

level of traffic class 2; for f2>0.74, price of traffic class 1 increases with the QoS level 
of traffic class 2. These results also verify the theorems obtained in section 3. 

5   Conclusion 

In this paper, we study the modeling of Internet QoS provisioning from the view-
point of game theory, and obtain the equilibria between prices and QoS levels when 
there are multiple traffic classes. The motivation of this research is that price factors 
can provide proper incentive for customers to use network resources rationally, so 
we can introduce the price factor into the field of network engineering as certain 
control signal, and simultaneously consider QoS level and price factor in Internet 
QoS provisioning. We adopt MNL to model the customers’ choice behavior. MNL 
is both a theoretically sound and empirically well-tested model of consumer choice 
behavior; it has been widely used to forecast traffic demand. It is a natural candi-
date for a choice-based optimization model. We assume that the service classes are 
independent, competitive entities which try to maximize their own utilities (In this 
paper, the utility function of service class is defined as the revenue obtained from 
providing the service to the customers minus the cost paid to network owner for 
purchasing network resources). Based on noncooperative game theory, we prove the 
existence and uniqueness of equilibria between prices and QoS levels among multi-
ple service classes, and demonstrate the properties of equilibria. In our analysis, the 
attraction functions of service classes are important; they determine the equilibrium 
values between prices and QoS levels. In practice, user consumption survey and the 
Maximum Likelihood Estimate (MLE) can be used to obtain the MNL model. 
Those methods have been proved to be robust in practice. In conclusion, we have 
made an initial investigation on modeling Internet QoS provisioning through inte-
grating QoS levels with the price factor. We believe that our work is useful to future 
research into this area. 



 On Modeling Internet QoS Provisioning from Economic Models  

 

925 

References 

[1] J. Altmann, H. Daanen, H. Oliver etc., “How to market-manage a QoS network,” In 
Proc. of IEEE INFOCOM 2003. 

[2] Keon, G. Anandalingam, “Optimal pricing for multiple services in telecommunications 
networks offering Quality of Service guarantees,” IEEE/ACM Transactions on 
Networking, February 2003. 

[3] F.P. Kelly, A. Maulloo, D. Tan, “Rate control for communication networks: shadow 
prices, proportional fairness and stability,” J. Oper. Res. Soc., 1998, vol. 49, no. 3, pp. 
237-252. 

[4] R.J. La, V. Anantharam, “Utility-based rate control in the Internet for elastic traffic,” 
IEEE Transactions on Networking, 2002, vol. 10, no. 2, pp.  272-286. 

[5] X.-R. Cao, H.-X. Shen, R. Milito, and P. Wirth, “Internet Pricing with a Game 
Theoretical Approach: Concepts and Examples,” IEEE/ACM Transactions on 
Networking, 2002, vol. 10, no. 2, pp. 208-216. 

[6] R. El Azouzi E. Altman and L. Wynter , “Telecommunications Network Equilibrium 
with Price and Quality-of-Service Characteristics,” Proc. of ITC, Berlin, Sept 2003. 

[7] K. Talluri, G.V. Ryzin, “A Discrete Choice Model of Yield Management”, unpublished,  
Available at http://www1.gsb.columbia. edu/faculty/cmaglaras/B9801-001/. 

[8] F. Bernstein, A. Federgruen, “A general equilibrium model for industries with price and 
service competition,” unpublished, Available at http://faculty.fuqua.duke.edu/~ 
fernando/bio/. 

[9] P. Milgrom, J. Roberts, “Rationalizability, learning and equilibrium in games with 
strategic complementarities,” Econometirca, 1990, vol. 58, pp. 1255~1277. 

[10] Yufeng Wang, “Study on game theory in mobile Internet”, Technical report, 2004. 



Metadata and Information Asset for Infomediary
Business Model on Primary Product Market

Taehan Kim1 and Sang Chan Park2

1 IT Services Research Div., Electronics and Telecommunications Research Institute,
161 Gajeong-dong, Yuseong-gu, Daejeon 305-700, Republic of Korea

taehan@etri.re.kr
2 Dept. of Industrial Engineering, Korea Advanced Institute of Sci. and Tech.,

373-1 Guseong-dong, Yuseong-gu, Daejeon 305-701, Republic of Korea
sangchanpark@kaist.ac.kr

Abstract. On a marketplace, classic intermediaries based on products
become less profitable, but infomediary, an intermediary based on in-
formation, plays a new important role. To intermediate meaningful and
timely information among participants, it has to maintain a data ware-
house with an information asset based on a new attribute, which is meta-
data of physical transaction, as an alternative of conventional attribute
on relational data model. The metadata aggregates the raw transactions
more pertinently than current attribute, and the corresponding infor-
mation asset serves substantially for decision making. In this paper, we
describe the constitution of metadata on primary product market and
the value of multidimensional information asset for market participants.
The application shows that each participant can increase its profit by
using the information asset, and so can the infomediary by vending it.

1 Introduction

As the Internet businesses and technologies advance, a new market calls for a
new role of intermediary, which is based on the information about the market-
place. We call the intermediary “infomediary”, which is a compound word of
information and intermediary, and its role becomes more important whereas a
traditional intermediary becomes less profitable. On the early days of infome-
diary, the issues were focused on deriving the revenue from capturing customer
information [1], but the interests gradually moved from the profiling of cus-
tomer’s behavior to all kinds of Internet-related businesses [2]. As a standpoint
of third party among customers and vendors, much research about electronic
intermediary’s role has been progressed [3] [4], but research rarely exists on how
an infomediary can make an information asset that the market participants are
willing to pay for. We propose how to deal with raw transaction records and con-
vert them into meaningful information asset by abstracting them. To satisfy each
user’s need, a new attribute on relational data model, which is a metadata of
physical transaction, will be proposed because the CA(conventional attribute),
i.e. the field of relational database table, has many problems. Being relieved

X. Deng and Y. Ye (Eds.): WINE 2005, LNCS 3828, pp. 926–935, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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from describing the structure of data in 1970s [5], the notion of metadata is used
for expressing data about data [6], implying the knowledge derived from mar-
ket data. In the remainder of this paper, “metadata” will be used as the same
meaning as “NA(new attribute)” but “metadata” emphasizes the implication of
data abstraction, whereas “NA” does the criterion for data aggregation on data
warehouse.

2 Infomediary and Data Abstraction

The advent of infomediary imposes a fundamental change on the market. It
means the de-construction of the traditional vertical value chain [7] and ex-
panded chance to make a profit by information instead of goods or services on
electronic commerce environment. Meanwhile, the infomediary can still play its
role on future market structures. Wise & Morrison showed how the B2B com-
merce will evolve in the future, and anticipated that the information about a
product is more valuable than the product itself [8]. If distinct and valuable
information facilitates business models of next generation, they will be compet-
itive and successful in ever-challenging e-business marketplace. However, these
researches mentioned conceptual models on a strategic level, and they didn’t
provide clear explanation about how to embody the models by building infor-
mation goods for an infomediary to sell, although an infomediary has to preserve
well-defined data repository ready for the information users so the construction
of elaborate metadata and information asset is a necessary condition for the
competitiveness.

As a viewpoint of business model, let us see why the metadata, i.e. abstracted
data, is necessary for an infomediary. In Fig. 1, any business model without info-
mediary, which is marked as “physical business model”, physically intermediates
the goods or services so it contains detailed data about each transaction. On the
other hand, infomediary model doesn’t intermediate physical flow. Instead, it
gathers raw data from many sources and participants, and provides metadata,
which is knowledge about physical transaction, for the market participants con-
cerned. Such a metadata expressed in a form of information or knowledge is
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Fig. 1. Data flow on marketplace and infomediary
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a result of integration and analysis of various raw data, and an infomediary al-
ways has to keep the metadata up-to-date for a short time-to-market. Because of
this characteristic of abstraction and simultaneity, an infomediary is required to
have DW, where metadata and information assets exist, whereas other business
models maintain raw data only in database.

3 Metadata for Infomediation

In this paper, information asset is embodied as a data cube, and the content
of the asset is the transactions aggregated by metadata, which is derived by
knowledge discovery. In other words, the information asset supplies multiple
data views by NAs as well as CAs. The relationship among them are described
in Fig. 2. Attribute is the basis for aggregating data, and it is also an axis of
multidimensional information asset. The concept of NA is introduced because
many problems sometimes occur when we aggregate the raw transactions by CA.
The trouble is that the transactions of different features are mixed just because
current attribute has the same value, and the transactions of a similar feature
can be partitioned because of different values. Moreover, CA cannot provide
the axis that the users need, who want to aggregate and observe data by a
necessary criterion. For an example on an auction market for primary product,
refer to Fig. 3, where two agents exist for selling products instead of farmers. The
bargained price achieved by agent A scatters in a narrow range and that of the
other does in a wide range. Provided that the prices are for the same product
on the same market and period, they suggest a significant information to us:
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Fig. 2. Raw transaction, metadata, and information asset
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agent B has an ability to sell the product of good grade for a higher price. But
once the transactions are aggregated by agent(CA), the information disappears.
But if we lay down a specific grade for each transaction, the grade can be an
alternative dimension for data view and aggregation.

A metadata can be found by grasping the characteristics of a transaction
distinguished from others. Because it is hard to determine the characteristics
by watching one transaction alone, we have to observe transactions of a certain
range at the same time and give a new attribute to the transactions of the same
characteristics. In Fig. 3, the grade can be guessed by observing the prices of
the transactions for each agent, and better grade will be given for the product of
higher price. After accumulating the relationship among grade, agent, and price,
we can discover a knowledge, which has agent and price as input, and grade as
output. The use of new attribute has some advantages. First, it provides sig-
nificant information to users rather than enumerating meaningless information.
Second, it allows an infomediary to provide timely information asset by storing
information that user wants on DW beforehand. For the last, we can forecast
the future because the metadata reflects the pattern of the product, price and
quantity while traditional database table with CA still stays in past. Ultimately,
if an infomediary makes NAs and creates information asset along them, they can
serve market participants well.

A concrete procedure for detecting new attributes and creating information
asset is shown in Fig. 4. After the recognition of the need for NA, useful data
model for determining NA, such as data clustering, is selected on the con-
sideration of data availability. For attribute extension, necessary auxiliary at-
tributes(AAs) which can be simply computed by combining some CAs are ap-
pended, e.g., total traded amount can be derived by multiplying price by quan-
tity. Necessary external factors are also appended and irrelevant CAs are elim-
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inated. After extracting necessary transactions giving criteria to the attributes,
they must be fragmented by every case of CAs that affect the determination
of NA. For our example of Fig. 3, the transactions must be fragmented by each
agent. After determination of NA, the next two steps are optional: induction and
deduction. If a sampling was done in data extraction, all the data don’t have
the values for NA. So a rule from CAs to NA must be induced and NA must
be obtained for other data by applying the rule. The NA can be evaluated as
a standpoint of how more it divided the transactions effectively in comparison
with the separation of CA only. In other words, the variations of a measure(price
or quantity) with NA must be much greater than the variation without NA. So
a meaningful NA must satisfy the following condition, which is known as infor-
mation gain:

FN
n=1

⎛⎝
√√√√C−1∑

c=1

(Mn,(c+1) −Mn,c)2

⎞⎠�
√√√√C−1∑

c=1

(
FN

n=1(Mn,(c+1))− FN
n=1(Mn,c)

)2
,

(1)
where N is the number of instances of the NA and C is the number of instances
of a CA. Mn,c means the aggregated measure by NA n and CA c, and F is an
aggregation function such as sum or average for the measure.

4 Application to Primary Product Marketplace

The application of NA is mainly based on the transaction data of apple on auc-
tion markets in Korea, where farmers entrust auction brokers with the sale, and
wholesalers bid a price. So we can say the participants of the marketplace are
farmer, wholesaler, and broker. There are several brokers on one market, and
they subtract some percents as a commission from the total amount traded.
So the farmers and brokers try hard to sell the apples at a higher price but
the wholesalers try to buy at a lower price. Meanwhile, the market participants
have to make a complex decision, and each decision variable is connected to
one another. For example, a farmer can harvest his apples early. The imma-
ture apples last long in a storage; that means the farmer has a wide range
of selection for time attribute. So the opportunities to make more profits are
extended, but the farmer don’t have any choice but to accept a fall in price
because immature apples don’t taste as good as mature ones. To support such
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Fig. 6. Source code for detecting NA(quality grade) and storing on DW

a participant’s decision, the related raw data is converted into information as-
set as described in Fig. 5. The source table of our concern is named APPLE,
which has eight CAs. JULIAN DAY tells when the transaction was occurred.
It is continuous count of days since January 1, 1990. UNIT AMOUNT is the
weight of a box, and UNIT CODE is the number of apples in one box. Gener-
ally, a box of less UNIT CODE(big apples) is traded at higher price than one of
more UNIT CODE even though they have the same UNIT AMOUNT. Like the
example of previous section, a new attribute that stands for the quality grade is
developed and designated as “GRADE”.

On the market, it is observed that the same apples are sold at different prices
on the same day. It is mainly due to the quality of apple, but market or broker

Table 1. Variations by attributes and information gain

Attribute WEEK UNIT BROKER
Without GRADE 1874 4548 2229

Price Variation With GRADE 1992 4551 2258
Info. Gain 118 3 29

Without GRADE 5925 19633 14047
Quantity Variation With GRADE 9322 19798 15500

Info. Gain 3397 165 1453
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Fig. 7. Information asset by week, broker, and grade

also affects the price. So the NA is developed to see how much price each grade
is sold at. As a metadata on marketplace, it reflects the relationship among
product, time, price/quantity, and broker. Fig. 6 shows the procedure described
in Fig. 4. Raw data having time record of harvesting season is selected to help
farmers, who are troubled with when to harvest and where to sell. To detect
grade, the raw data were divided into each set of same week, size, and broker.
The fragmented data is the input of our grade detection model, which adopts
K-means clustering algorithm, which minimizes the sum of squared Euclidean
distance from each data to the centroid of the corresponding cluster. After that,
the raw data is aggregated by week, unit, broker, and grade. To see how much
the new attribute discriminates the price and quantity, the variation of price and
quantity with NA is calculated as shown in Equation 1 of Sect. 3. The variation
without grade is also derived and shown in Table 1. In the table, the differences
between two variations are expressed as information gains, which are distinc-
tively high in week attribute for both price and quantity. That means the grade
information must be associated with week attribute for being a useful informa-
tion asset. Fig. 7 shows an exemplary graphic presentation of the information
asset, where week, broker, and grade attributes are combined.

5 Value Assessment for Information Asset

Each market participant selects some submarkets partitioned by products, times,
and counterparts, and an information asset helps each participant reallocate
the resource on the submarkets. In other words, owing to the characteristics
of metadata that tells the relationship among submarkets associated with price
and quantity, it points out where to move in a feasible submarket hyperspace
to maximize the profit. The value of an information asset is measured by sub-
tracting the profit without the asset from that with the asset. Since the value
of information asset depends on how much each user reallocates the resources,
an infomediary has to develop an information asset that divides the phase of
transaction (e.g. price and quantity) considerably so that the information users
can reshuffle the resources.

Table 2 shows the resource of the farmers in one region(CITY CODE) by
grade, and the table was not available without the metadata. Meanwhile, the
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Table 2. Resource of a farmer

Grade A B C Average/Total
Price 19700 15134 13000 15885

Quantity 20 67 10 97

Table 3. The farmer’s existing allocation for Grade B and enhanced submarket choice

Submarket Week 42 Week 43 Week 44 Week 45
Broker A1 Price 15166 14857 15239

Quantity 3 14 48
Move to 42nd, A3 43rd, A3 45th, A3
ΔPrice 4601 4554 907

Broker A3 No record
Broker A5 Price 14500

Quantity 2
Move to 42nd, A3
ΔPrice 3872

information asset shows the desirable submarket to move toward for selling their
products for higher prices. Table 3 shows the farmer’s current transaction of
grade B and where to move toward to maximize the profit. Although the apples
of same grade code are same products, those can be spoiled during storage or they
may not be available in earlier weeks. So a movement throughout the brokers
is for free, but a shift along week is restricted to the previous and next week
only. ΔPrice is the difference of prices of two different submarkets on Fig. 7. We
assume that the farmer’s profit will increase by the ΔPrice, regardless of the price
of the farmer’s past transaction. If the price of target submarket on information
asset is less than that of the farmer’s current submarket, the movement will be
cancelled. A ΔPrice would be cut down if the moving quantity were too much
in comparison with the total quantity of target submarket. It would also be
cut down when to move to the submarket of small frequency. In this way, the
increased profit is calculated at 128839 (

∑
ΔPrice·Quantity) for grade B. Like
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Fig. 8. Supplier’s reallocation between two submarkets
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this, the value of the information asset for the farmer reaches 169895, including
31926 for grade A and 9130 for grade C.

If all suppliers use an information asset, each supplier cannot enjoy the full
advantage that he or she achieved when only a small number of user received
the asset. They all move toward the same submarket, and the desired price
and quantity are not realized as predicted. That means the infomediary cannot
price the information asset as much as before any more. To see how much the
participants maximize their profits under a given information asset, let us assume
two submarkets as shown in Fig. 8. The price and quantity are discriminated in
two submarkets by Pinfo and Qinfo, and suppliers reallocate their quantity to
maximize the whole revenue. Assuming the supply decreases in submarket 1 by
ΔQ, the optimal quantity and the maximized increment of total revenue (ΔTR)
are as follows:

ΔQ =
SS − SD

4SD
(SDPinfo + Qinfo) and ΔTR = − (SDPinfo + Qinfo)2

8SD
,

which is obtained by finding the solution of ∂ΔTR/∂ΔQ = 0 [9].
This result has various implications on information market. First, ΔTR is

never negative; increase in total revenue is always guaranteed by the advent of
infomediary. Second, the bigger Pinfo and Qinfo are given, the more ΔTR will
be enjoyed. So an infomediary has to develop NAs which discriminate price and
quantity in a great deal. Needless to say, a quantity-discriminating information
asset is meaningless when released to few participants, because the transfer from
one submarket to another is not followed by a price change. Third, as |SD|
becomes bigger, i.e., the customers react sensitively to price change, ΔTR by
price discrimination increases more. So, on those markets, an infomediary must
develop NAs that discriminate price much. On the other hand, ΔTR by quantity
discrimination becomes less as |SD| has greater value. Last, SS is irrelevant with
suppliers’ decision making. For the information customers’ decision making, we
can find ΔQ that maximizes the decreased total cost (ΔTC) in the same way
as for the suppliers’. Assuming they decrease their quantity by ΔQ in market 1
and increase the same amount in market 2, the results are as follows:

ΔQ = −SS − SD

4SS
(SSPinfo + Qinfo) and ΔTC =

(SSPinfo + Qinfo)2

8SS
.

6 Conclusions and Future Works

In this paper, data warehousing and information asset creation methodology
were suggested as a standpoint of infomediary business model, especially for
a primary product market. The effect of information asset to the marketplace
was also explained. A new viewpoint to attributes was suggested and exemplary
metadata was made. Information asset was created by using the NAs, and mar-
ket participants can benefit from the asset. The contribution of this paper is
summarized as a concrete model of data warehousing for information asset gen-
eration and the pricing for the asset. Further researches needs to be carried out
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such as automated NA creation without the intervention of knowledge engineer
or proactive customized information asset pushing model.
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Abstract. The presence of power-law connectivity distributions and small-
world characteristics in current unstructured overlay networks, so useful to 
speed up the communication process, ironically, also exposes some fatal topo-
logical weaknesses, e.g., being extremely vulnerable under intentional targeted 
intrusions, which seriously reduces their intrusion survivability. As a remedy, 
we in this paper propose a novel generalized and practical analytical formula-
tion called Economic Defense Model, to characterize the intrusion spreading in 
these networks and provide guidelines for controlling the epidemic outbreaks. 
Based on (but much different from) currently existing methods, our model fo-
cuses on two key concepts of efficiency and cost, by giving deep insight into 
the role of topological properties, like the scale free behaviors, the small-world-
like phenomena, the statistical significance of both nodes and links during dy-
namic topology evolution over time. Moreover, we propose a novel economic 
defense strategy and then perform a case study to examine how efficiency and 
economy principles combine up to shape the epidemics and immunization in 
these overlays. 

1   Introduction 

Many social, biological, and communication systems can be properly described as 
complex networks with nodes representing individuals or organizations and edges 
mimicking the interactions among them [1, 2]. The word “complex” means that large 
numbers of nonlinear interactions exist between the elements, and that any approach 
that cut the system into parts would fail. Recently disruptive unstructured overlay 
networks, represented by Gnutella [3], demonstrate strong complex network charac-
teristics like power-law degree distributions and “small-world” phenomena [4]. These 
emergent topological properties, so useful to speed up the information exchange, 
ironically, also favor at the same time the spreading of computer viruses and intru-
sions, e.g., being extremely vulnerable under intentional targeted attacks [5], which 
seriously reduces their intrusion survivability. Great efforts, and our paper also be-
longs to this, are being made to examine the impact of structural properties on the 
protection of these threatened overlays [6], following two key directions below: 

1. Determine optimal topology designs against real-world attack scenarios. 
2. Determine optimal defense strategies against deliberately-designed intrusions. 
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In fact, the structure of the network can be as important as the nonlinear interactions 
between the elements. An accurate description of the coupling architecture and a 
characterization of the structural properties of the network can be of fundamental 
importance also to understand the dynamics of the system. This line of research has 
gain exciting achievements, the representative ones of which are (a) the susceptible-
infected-susceptible (SIS) model [7, 8] and the susceptible-infected-removed (SIR) 
model [9, 10, 11] valid for epidemic spread in homogeneous random topologies, (b) 
the Barabási-Albert (BA) network model special for epidemic spreading in scale-free 
topologies [5, 12, 13], (c) the targeted immunization strategy [14] and the acquaint-
ance immunization strategy [15] for halting this epidemics.  

Though the above achievements has shown to have a lot of appeal to characterize 
and remedy the topological weaknesses of the threatened overlays we just mentioned, 
some big holes still remain to be filled. In particular in this paper we show that the 
study of a more practical defense model that leads to the concept of economic attack-
tolerant overlays poses new challenges, which can in fact be overcome by using a 
dynamic immunization paradigm and a generalization of the ideas presented by [14] 
and [15]. The attack-tolerant overlay network can be defined in a general and more 
economic way by focusing on how efficiently and economically the network is im-
mune from various deliberately-designed intrusions, and by giving deeper insight into 
the role of intrinsic topological properties, like the scale free power-law distributions, 
the small-world-like structure, the statistical significance of both nodes and links 
during dynamic evolution over time. The defense model we propose is valid both for 
unweighted and weighted networks and brings the application of the immunization in 
realistic threatened unstructured overlay networks to a more practical phase. 

The rest of this paper is organized as follows. In Section 2 we examine currently 
existing models and illuminate their limitations. In Section 3 we present our economic 
defense model based on two leading concepts of (a) efficiency and (b) cost. Effi-
ciency measures how well the immunization information propagates over the net-
work, and cost measures how expensive it is to propagate this immunization informa-
tion. We define an economic attack-tolerant overlay network as a low-cost system that 
halts the epidemic spreading of various intrusions efficiently both on a global and on 
a local scale. To apply our model to real-world networks, we perform a case study on 
Gnutella-like overlays in Section 4, where we devise a novel economic defense strat-
egy based on our proposed model, and then conduct extensive simulations to justify 
its performance gains by making comprehensive comparisons with the other two well-
known models. Finally, we conclude this paper in the last section and highlight some 
directions of our future work. 

2   Existing Models and Their Limitations 

Epidemic and immunization models are heavily affected by the connectivity patterns 
characterizing the population in which the infective agent spreads. So we start by 
introducing the following three families of topology models (see Fig.1) that are usu-
ally used to represent real-world complex networks:  

1. Homogeneous exponential network: This kind of network has a connectivity 
distributed peaked at an average connectivity <k>, and decaying exponentially 
fast for k k and k k . A typical example of this kind of network is the  <  <
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Erdös-Rényi network [16], shown in Fig.1(a). In these networks connectivity 
has only very small fluctuations ( 2 ~k k ). This is equivalent to a homogene-
ity assumption of the system’s connectivity. 

2. Small-world network: This particular class of networks, named small worlds in 
analogy with the concept of the small-world phenomenon observed more than 
30 years ago in social systems [17], are in fact highly clustered like regular lat-
tices, yet having small characteristic path lengths like random graphs. The net-
work model (see Fig.1(b)) proposed by Watts and Strogatz in [18] has triggered 
a large interest on the study of the properties of small worlds. 

3. Heterogeneous scale-free network: This kind of networks represent a very inter-
esting case since they exhibit a scale-free power-law connectivity distribution 

( ) ~P k k γ− for the probability P(k) that a node of the network has k connections 

to other nodes (see Fig.1(c)). For connectivity exponents in the range 2< <3 
(e.g., 2.3 in the case of Gnutella [19]) this fact implies that each node has a 
statistically significant probability of having a very large number of connections 
compared to the average connectivity <k> of the network. In mathematical 
terms, the implicit divergence of <k2> is signaling the extreme heterogeneity of 
the connectivity pattern, and it is easy to foresee that this property is going to 
change drastically the behavior of epidemic outbreaks in scale-free networks. 

 

Fig. 1. Three families of analytical network topology models. (a) Erdös-Rényi (Exponential 
tail) network, (b) Watts-Strogatz network, and (c) Scale-free (Power law tail) network. 

Next, we reexamine currently well-known epidemic and immunization models that 
are essentially deduced from these network models, and then outline their limitations. 

SIR and SIS: As the basic homogeneous epidemic spreading models, the susceptible-
infected-removed (SIR) model and susceptible-infected-susceptible (SIS) mode have 
been extensively studied in the past years [7-11]. In SIR model, the individuals are 
classified in three classes according to their states: susceptible (will not infect others 
but may be infected), infected (have infectivity), removed (recover from the illness 
and have immunity thus will not take part in the epidemic process). Assume that a 
susceptible individual will be infected by a certain infected one during one time step 
with probability , and the recovering rate of infected ones is . Then, in SIR model, 
the epidemic process can be described by the following equations: 

, ,
ds di dr

is is i i
dt dt dt

β β γ γ= − = − =  (1) 
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where s, i and r denote the ratio of susceptible, infected, and removed individuals to 
the whole population, respectively. The SIR model is not suitable when the individu-
als cannot acquire immunity after recovering from the infection. The SIS model is 
often used for this case, which is very similar to SIR model. The only difference be-
tween them is that in SIS model, the infected individuals will return to the susceptible 
state after recovering (see Fig.2), while in SIR model, they will be removed. Hence in 
SIS model, corresponds to formula (1), we have 

,
ds di

is i si i
dt dt

β γ β γ= − + = −  (2) 

Obviously, both the SIR and SIS model are entirely deduced from homogeneous net-
works, and assume the same (constant) infection rate or immunization rate on all links 
and nodes, which means that all the nodes and links are treated as equivalent, irre-
spective of their corresponding connections or weights. These limitations result in 
their incompetence for modeling the inhomogeneous unstructured overlays. 

N1 X

N2

N3

Infected by neighbor

Susceptible Infected

Cured internally

Infected

Healthy

Prob. γ

Prob. β
Prob. β

(a) (b)

Infected

 

Fig. 2. The epidemics and immunization process in the SIS model. (a) Cured nodes immedi-
ately become susceptible; (b) Homogeneous infection rate  on all links between infected and 
susceptible nodes, homogeneous immunization rate  for all infected nodes. 

Epidemics and Immunization Model for Small-World Networks. Moore and 
Newman investigate the epidemics and immunization in Newman-Watts networks 
[20, 21], which are the small-world networks similar to Watts-Strogatz networks 
addressed above. The difference is that in Newman-Watts networks, only the short-
cuts are added and no edges are rewired. They consider the SIR process as a site per-
colation. Denote  the ratio of the number of shortcuts to Nk, where 2k is the average 
degree of the original one-dimensional lattice and N is the number of nodes; they 
yield the expression of the site percolation (epidemics) threshold pc: 

(1 )

2 [2 (1 ) ]

k
c

site k
c c

p

kp p
ϕ −

=
− −

 (3) 

Further more, they investigate the bond percolation in Newman-Watts networks, 
and prove that when k=1, the thresholds of site and bond percolation are the same. By 
using the method of generating functions, they yield the threshold for bond percola-
tion in the case k=2: 

3 2

2 3 4 5 6

(1 ) (1 )

4 (1 3 3 2 5 2 )
c c c

bond
c c c c c c

p p p

p p p p p p
ϕ − − +

=
+ − − + −

 (4) 
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In general, these results are substantially based on the analytical studies of SIS/SIR 
models on the above NW or WS networks and thus can not go beyond the limitations 
we just point out. 

Epidemics and Immunization Model for Scale-Free Networks. In order to fully 
take into account connectivity fluctuations in a analytical description of the SIS 
model, Pastor-Satorras and Vespignani obtained an approximate solution for network 
by using the mean-field theory. Denote pk the probability that a randomly picked node 
is of degree k,  the probability that a susceptible individual will be infected by an 
infected one during one time step, and ( ) the probability that any given edge points 
to an infected node. They obtained the famous equation below: 

1 2

1
1 ( )

k
k

k k

k p
kp

k
λ

λ λ

−

=
+ Θ

 (5) 

The inhomogeneous connectivity distribution of many real scale-free networks is 
first reproduced by Barabási-Albert (BA) network model, which incorporates two 
ingredients common to real networks: growth and preferential attachment. The model 
starts with m0 nodes. At every time step t a new node is introduced, which is con-
nected to m of the already existing nodes. The probability i that the new node is 
connected to node i depends on the connectivity ki of node i such that i=ki/ jkj. For 
large t the connectivity distribution is a power law following Pk=2m2/k3. An analytic 
solution for the BA network can be got by substituting the obtained Pk expression to 
formula (5), showing the prevalence density  of infections below: 

1/2 me λρ −=  (6) 

This result shows the absence of any epidemic threshold or critical point in the 
model. This indicates that infections can proliferate on these scale-free networks 
whatever spreading rates they may have. In view of this weakness, it becomes a major 
task to find optimal immunization strategies oriented to minimize the risk of epidemic 
outbreaks in these networks. Although this model emphasizes the role of topology in 
epidemic modeling and provides an unexpected result that radically changes many 
standard conclusions on epidemic spreading, it is limited to (a) BA network based 
predictions, (b) only allowing power laws of =3, and (c) unweighted graphs with low 
clustering coefficient, which is clearly not suitable for unstructured overlays. 

Three classes of Immunization strategies. Focused on defense of scale-free net-
works against spreading of viruses or attacks, three classes of immunization strategies 
below are recently proposed. Comparisons of their principles are shown in Fig.3. 

1. Random Immunization: The simplest immunization strategy proposed in [22], 
consists in the random introduction of immune nodes in the networks, in order 
to get a uniform immunization density that has been verified a success in homo-
geneous networks. However, this strategy gives the same weight to very con-
nected nodes (with the largest infection potential) and to nodes with a very small 
connection (which are relatively safe), and thus is totally ineffective for scale-
free networks due to their extremely large connection fluctuations. 

2. Targeted Immunization: The authors in [6] propose the so-called “Targeted Im-
munization” schemes, which mean to immune the nodes with larger degree 
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Fig. 3. An example: Immune 2 of 9 nodes using the strategies of (a) Random Immunization, (b) 
Targeted Immunization, and (c) Acquaintance Immunization 

firstly. They prove that, the whole population must get vaccinated if one wants 
to effectively control the epidemic propagation by using random immunization 
strategy. While if the targeted immunization schemes are used, the critical im-
munization threshold will decay to: gc=e-1/m .  

3. Acquaintance Immunization: Cohen et al in [15] design an efficient immuniza-
tion strategy named “acquaintance immunization”, which can avoid accounting 
the nodes’ degrees. The proposed strategy contains two processes, first some 
nodes are randomly chosen, and then their random acquaintances are vaccinated. 
Since the nodes with larger degree have greater chance to be chosen than those 
small-degree ones, this strategy performs much better than random immuniza-
tion especially in scale-free networks. 

As is shown in Fig.3, all these immunization strategies, despite their many differences 
in efficiency and applicability, are focusing on local behaviors by immunization of 
nodes (with the same or different importance) and are static in nature (do not interact 
with infection process), without considering the role of traffic flow and familiarity 
between nodes, not to mention the cost to reach a desired immunization level. 

3   Economic Defense Model 

In this section we present our Economic Defense Model to extend the above analysis 
of epidemics and immunization from topological to weighted networks, by focusing 
on the concepts of efficiency and cost, and by taking the following factors into ac-
count without being limited by them: (a) Immunization strategies must concentrate on 
nodes that are statistically significant, (b) Statistically significant nodes are not neces-
sarily limited to ones that are highly connected (We will build mathematical models 
to identify the most significant nodes in power-law models), and (c) Other system 
parameters may also matter. 

The topological properties of a graph are fully encoded in its adjacency matrix A, 
whose elements aij are 1 if a link connects node i to node j, and 0 otherwise. The indi-
ces i, j run from 1 to N where N is the size of the network and we use the convention 
aii=0. Similarly, a weighted network is entirely described by introducing another ma-
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trix W whose entry wij (0 wij 1) gives the weight on the edge connecting the vertices i 
and j (and wij =0 if the nodes i and j are not connected). Throughout this paper we 
consider undirected graphs, with only the case of symmetric weights wij=wji. The 
degree of a node i is defined as the number ki of neighbors: ki= j(aij). 

To account for the importance of links in our model, the weight wij of a link can be 
identified with (a) the familiarity or acquaintance to mimic the evolution and rein-
forcements of interactions in the case of Acquaintance Immunization of [15], or (b) 
the network flow and traffic load to determine the betweenness links of a graph in the 
case of the model in [23]. To characterize the significance of nodes more precisely, 
we introduce the concept of vertex strength si, defined as [24]:  

( )
i ij

j V i

s w
∈

=  (7) 

where the sum runs over the set V(i) of neighbors of i. The strength of a node inte-
grates the information about its connectivity and the weights of its links, and can be 
considered as the natural generalization of the connectivity. In the case of Gnutella-
like overlay networks, si provides the actual traffic going through the vertex i and is 
an obvious measure of the processing capacity and importance of each node. 

To propagate immunization information to right nodes for curing, our solution is to 
make the selection probability Pi(ki, si, ) be dependant on the parameters of ki, si, and 

, following: 

( )( ) i iP i k s
α∝ ⋅  (8) 

where ki and si are the degree and vertex strength of node i respectively, 0< <1 is a 
tunable parameter as an enhancement on the selection of nodes with high connectivity 
and importance. By the formula (8), we couple the statistical significance of both 
nodes and links between them into our defense model, which is expected to bring the 
immunization of inhomogeneous real-world networks to a more practical phase. Ac-
cording to the results in [5, 26], we can deduce the epidemic prevalence threshold c, 
which depends on the fraction fv of vaccinated nodes following: 
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To examine whether a defense model or strategy is efficient and economical in 
propagating immunization information over the network, below we propose two lead-
ing concepts of immunization efficiency and cost, according to [27]. 

Immunization Efficiency: This variable, denoted by E, measures how efficiently 
immunization information (e.g., the defense messages issued by the Intrusion Re-
sponding Systems when activated by the Intrusion Detecting Systems, or the updating 
messages of virus definitions in the anti-virus software) can be proliferated over the 
network.  

1
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where the immunization efficiency E(G) is normalized to be in the interval [0, 1] due 
to 0 wij 1. The higher E(G) is, the more efficient is the defense strategy operating on 
the graph G. Moreover, if we apply this formula to the sub-graph of i’s neighbors, it 
will be a metric of local clustering coefficient of i, and can thus tell us how much the 
network is fault tolerant. 

Immunization Cost: No defense measures can improve the efficiency without result-
ing in some amount of immunization cost, which has been paid little attention to in 
the aforementioned studies. It is therefore crucial to consider weighted networks and 
to define a proper variable to quantity the immunization cost. In order to do so, we 
define the immunization cost (denoted by C) of the graph G as: 

( )
( )

( )
i j G ij ij

i j G ij

a
C G

γ ε
γ ε

≠ ∈

≠ ∈

=  (11) 

where  is the so-called cost evaluator function, which calculates the cost needed for a 
defense strategy to conduct an immunization task with the given efficiency. Different 
cost evaluators should be used for application- and structure-specific networks.  

With our defense model based on weighted graphs and focused on two leading de-
sign principles of the immunization efficiency and cost, we can then define the key 
notion of Economic Defense Model, which is an inhomogeneous-networks-oriented 
dynamic defense model having high immunization efficiency and low cost. 

4   Applications to Gnutella-Like Unstructured Overlays 

To justify the performance of our proposed model, in this section we apply it to the 
immunization of Gnutella-like overlays subject to deliberately intrusions. First, we 
develop a novel defense policy based on our defense model. The policy operates as 
follows: when intrusions are detected by IDS (Intrusion Detection System), the im-
munization mechanisms are activated, taking measures to inject the immunization 
messages into the infected nodes and to progressively spread them across the network 
hop by hop, with a selection probability calculated locally according to the Economic 
Defense Model. Beforehand, the intrusions are generated and diffused over the net-
work in the following fashion: Given a threatened network, an intrusion procedure is 
executed to identify critical nodes/links, which will then be removed in order to cause 
maximum network damage. Methods of identification can be based on (a) optimal 
path/hubs, or (b) traffic load of links. 

We investigate our Model (denoted by “Economic” in simulation results) by refer-
ring to two well-known models of Targeted Immunization (Targeted) and Acquaint-
ance Immunization (Acquaintance), and by focusing on the following two aspects: (1) 
performance of immunization model, and (2) its applicability to real-world networks. 

In Fig.4 we make extensive performance comparisons of these models and find 
that, our model results in higher efficiency (see Fig.4(a)) and lower cost (Fig.4(b)) 
compared with the other both models when fix at the same local clustering level. 
Besides, the approximately linear relation between the efficiency and the local clus-
tering coefficient means that the former can be used as a metric of the latter, which 
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Fig. 4. Comparisons in performance aspects of three immunization strategies by simulations on 
a Gnutella overlay network. (a) Immunization efficiency; (b) Immunization cost; (c) Epidemic 
prevalence level; and (d) Steps needed to diffuse immunization information over the network. 

verify the judgment in Section 3. From Fig.4 (c) and (d) we can see that, our model 
performs much better than the Targeted and Acquaintance models, with fewer nodes 
(Fig.4(c)) and steps (Fig.4(d)) needed to control the intrusions’ epidemic prevalence.  

Fig.5 (a) plots the immunization threshold as a function of power-law exponent of 
the Gnutella network, showing that our defense model is obviously more effective and 
thus is more suitable to the immunization applications of this kind of unstructured 
overlays. To examine whether our model meet the condition of power-law distribu-
tions, we plot probability distribution P(s) as a function of vertex strength s in Fig.5 
(b). The data fitting between P(s) and s demonstrates strong power-law relations, in 
all the variable levels of traffic factor . 
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Fig. 5. (a) Immunization threshold fc as a function of power-law exponent; (b) Probability 
distribution P(s) as a function of vertex strength s, in cases of different traffic factors  
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5   Conclusions and Future Work 

In this paper, we propose a novel immunization model, called Economic Defense 
Model, as a remedy of intrusion weaknesses in threatened unstructured overlays, in a 
topological perspective. Our model is built on existing well-known models, but ex-
tends them to a more general and practical case by taking into account weight-driven 
reinforcement mechanisms and statistical dynamics of nodes/links to characterize the 
immunization process of real-world networks, and by focusing on two leading con-
cepts of efficiency and cost. In particular, the model yields significant performance 
gains and small-world-like behavior that has been observed in several real-world 
systems. These merits have also been verified by extensive simulations on a realistic 
Gnutella network using a new economic defense strategy. However, so far, the fun-
damental problems have not been solved, such as, what is the ultimate factor impact-
ing the immunization process of unstructured overlays? This will be our future work. 
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Abstract. Firms hesitate to outsource their network security to out-
side security providers (called Managed Security Service Providers or
MSSPs) because an MSSP may shirk secretly to increase profits. In
economics this secret shirking behavior is commonly referred to as the
Moral Hazard problem. There is a counter argument that this moral
hazard problem is not as significant for the Internet security outsourcing
market because MSSPs work hard to build and maintain their reputa-
tions which are crucial to surviving competition. Both arguments make
sense and should be considered to write a successful contract. This pa-
per studies the characteristics of optimal contracts (payment to MSSPs)
for security outsourcing market by setting up an economic framework
that combines both effects. It is shown that an optimal contract should
be performance-based. The degree of performance dependence decreases
if the reputation effect becomes more significant. We also show that if
serving a large group of customers helps the provider to improve service
quality significantly (which is observed in the internet security outsourc-
ing market), an optimal contract should always be performance-based
even if a strong reputation effect exists.

1 Introduction

It is predicted that the security outsourcing market, where firms contract with
outside information security vendors to meet their organizational demands, will
grow at a compound rate of double digits from $4.1 billion in 2001 to $9.0 billion
in 2006. Experts predict that this growth rate will continue through 2008[10].
Two major reasons explain the quick expansion of security outsourcing. First,
it offers production cost advantages. For example, for security device (firewalls,
IDSs) management, a security engineer may cost $8,000 to $16,000 per month.
In order to provide 24*7 support, this figure needs to at least be tripled. For
the same functions, MSSPs charge between $600 and $4,000 per month. Coun-
terpane, one of the most successful MSSPs, charges only 4% and 10% of cost a
firm incurs to monitor network security. [19].

Second, security service providers have richer experiences, updated technology
and better trained expertise by specializing in this area and serving diverse

X. Deng and Y. Ye (Eds.): WINE 2005, LNCS 3828, pp. 947–958, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



948 W. Ding, W. Yurcik, and X. Yin

clients. A large client base also contributes to the improvement of the service
quality because a service provider that monitors more networks is more likely to
correlate attacks, identify new attacking patterns, and warn customers of events
beyond their perimeters. In this sense, the security service provider also serves
as an efficient information-sharing mechanism on security issues if he has a big
customer base, and customers enjoy positive information spilled over from other
customers.

Despite these benefits, a big doubt about the quality of security services still
remains because of the well known ‘moral hazard’ problem. That is, the service
providers can shirk secretly to increase their profits. A survey by Jeffrey Kaplan
published in Business Communication Review (2003) [15] reports that 40.6% of
the firms surveyed have such concerns. A counter argument is that the moral
hazard problem is not as significant for security outsourcing market because
MSSPs have to work hard to build and keep a good reputation which is crucial
to survive the competition. Buyers will not contract network security to outside
providers that cannot offer high quality service consistently. Both arguments are
reasonable and should be considered to write a successful contract.

The moral hazard problem has been studied extensively in economics. Holm-
strom(1979) [14] studies this problem in a one-period formulation and proposed
that optimal contract under moral hazard is performance-based. Lambert(1983)
[18] studies a moral hazard problem in a finitely-repeated model and shows that
optimal payment depends on performance history. Spear and Srivastava(1987)
[22] present similar results in analyzing an infinitely repeated model.

One main result in research on reputation is that reputation effect can mit-
igate the moral hazard problem. More complicated effects have been observed
for different businesses. Banerjee and Duflo(2000) [7] study Indian software de-
velopment and propose that reputation may explain why a larger proportion of
software firms which have been established more years get payback from cost
overruns, where the cost overrun may have been caused by software firms’ moral
hazard behavior. Gomes(2000) [11] shows that in the stock market, reputation
effect is significant whenever the moral hazard problem is significant. It also
shows that if a firm can finance through ways other than the stock market, its
ability to build reputation is unrelated with growth opportunities. Dejong et
al.(1985) [9] discover that in a laboratory market, reputation helps alleviate the
moral hazard problem, but at the same time, there is evidence that reputable
agents use opportunities to falsely advertise attempting to deceive the principals.

In the IT outsourcing literature, moral hazard has long been recognized as
a major risk of an outsourcing project and incentive-compatible contracts are
proposed to solve this problem [8], [6]. Aubert et al. [1] identify contractual
difficulties [16] and diminished quality of services [2] as a major undesirable
consequences of IT outsourcing. Aubert also suggests that diminished quality of
services may be correlated with size of the provider.

This paper studies characteristics of optimal contracts (in form of payments
to MSSPs) for security outsourcing market by setting up an economic framework
that combines moral hazard and reputation effects, where reputation of a provider
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is reflected by how many customers it has. It is shown that an optimal contract
should be performance-based. The degree of performance dependence decreases
if the reputation effect becomes more significant. We also show that if serving a
large group of customers helps the provider to improve service quality significantly
(which is observed in the Internet security outsourcing market), an optimal con-
tract should be performance-based even if a strong reputation effect exists.

The rest of this paper is organized as follows: In Sections 2, we survey and
define managed security services. Section 3 contains a baseline moral hazard
model. In Section 4 we present our model by adding reputation effect to moral
hazard model for security outsourcing. We end with conclusions in Section 5. The
Appendix contains summary tables for managed security services and service
providers.

2 A Survey of Managed Security Services

With the increasing frequency and impact of cyber attacks as well as new govern-
ment regulations (HIPAA[13], Sarbanes-Oxley[21], Gram-Leach-Bliley[12], Cal-
ifornia Disclosure Laws[3]), more firms are seeking to outsource the function
of Internet security protection to expert providers. Thus MSSPs have emerged,
characterized by technical capabilities and responsiveness to meet buyers diver-
sified needs.

Managed security services can be categorized into 5 groups: (1) assessment,
(2) monitoring, (3) threat and incidence control, (4) identity management and
(5) consulting. The assessment sub-category includes services that evaluate a
firm’s security processes by penetration test on a regular basis. Security mon-
itoring contains services such as managed firewall services, managed intrusion
detection systems (IDS), managed intrusion prevention systems (IPS) and data
analysis. Threat intelligence addresses how to measure and manage threats be-
fore they cause harm. Threats are detected by finding correlation among the
network behavior across the Internet that the provider monitors. Early warning
can be given even before attacks have reached firms’ security perimeter. Once
an incidence is discovered, incidence control service will be in action following
pre-specified procedures to minimize impacts on firms. Figure 2 in the Appendix
provides a list of security services.

The list of managed security services is expanding as demand for new security
technology emerges. MSSPs may concentrate on just one or any combination
of these services based on their technology strength and background. Different
packages of services have been developed to meet diversified needs from global
enterprizes to small businesses.

Based on our survey, managed security services possess the following at-
tributes: tailored security solution design, expert security consulting support,
24 × 7 security monitoring, real-time security analysis, and real-time security
incident response.

Figure 3 in the Appendix is a summary of major managed security services
providers with the corresponding services they offer.
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3 Baseline Model

It has been well documented that for the principal-agent problem, where a princi-
pal hires an agent but cannot observe agent’s effort level, principal’s payment to
the agent should depend on realized performance. In other words, a performance-
based contract is recommended. This contingent plan is expected to give agent
hard working incentives by dumping some risks on him.

Following Spear and Srivastava(1987) [22], the standard model dealing with
agent’s moral hazard problem over infinite horizon, can be written in a recursive
form as the following,

K(v) = max
p(y),w(y),a

∫
{y − p(y) + ρK(w(y))}f(y|a)dy

st
∫
{u(p(y)) + ρw(y)}f(y|a)dy − φ(a) ≥ v (PK) (1)

a ∈ arg max
∫
{u(p(y)) + ρw(y)}f(y|a)dy − φ(a) (IC)

where the variables are defined as:

– y, output of current period
– p(y), payment to the agent
– v, the agent’s revenue stream discounted to current period
– w(y), the agent’s revenue from next period on
– u(·), the agent’s utility function
– a, the agent’s effort level
– φ(a), cost that the agent incurs by working at effort level a
– f(y|a), probability distribution of output given the agent’s effort level is a

By using the recursive formulation, this model utilizes the idea of dynamic pro-
gramming: optimize one period at a time assuming optimal behavior in following
periods. Thus, the objective function consists of two parts: y − p(y) is the prin-
cipal’s payoff in the current period and K(w(y)) represents the principal’s best
payoff from next period on. With the discounting factor ρ, y− p(y) + ρK(w(y))
represents principal’s discounted profit. Since output y is random, expected pay-
off is calculated by taking the integration w.r.t y.

The first constraint is usually called the promise keeping(PK) constraint. It
restricts principal’s choice set of p(y) and w(y) to those that provide decent payoff
to the agent. The second constraint is called the incentive compatibility(IC)
constraint. This constraint incorporates moral hazard behavior of the agent into
this model. That is, for any given a contract p(y) and w(y), the agent always
chooses an effort level a that works best for its own good. Altogether, this model
shows how a principal maximizes his profit by choosing a current period payment
p(y) and a future payoff w(y) to the agent in presence of agents’ moral hazard
behavior. An optimal contract derived from this model is expected to provide
suppliers incentives to work hard.
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The following assumption (MLRP: Monotone Likelihood Ratio Property) is
made in [22]. Assume that the distribution function of output y satisfies ∀y2 >

y1, the likelihood ratio f(y2|a)
f(y1|a) is monotone increasing in effort level a. This

assumption is equivalent to d
dy [ fa(y,a)

f(y,a) ] ≥ 0.

The MLRP assumption means ∀a2 > a1, y2 > y1, we have f(y2|a2)
f(y1|a2)

≥ f(y2|a1)
f(y1|a1)

.
In other words, at a higher effort level a2, a higher output y2 is more likely to be
realized than a lower output y1. Spear and Srivastava(1987) [22] shows that when
the MLRP condition holds, optimal solutions p(y) and w(y) are performance-
based. Good performance is rewarded from both high payment this period and
increased higher payoff in the following periods.

4 Moral Hazard Model for Internet Security Outsourcing

In the context of security outsourcing, the security buyer is the principal and
the security service provider is the agent. The baseline model can be applied to
study the moral hazard problem in security outsourcing scenario with one modi-
fication: a larger customer base helps improve service quality. From the survey of
managed security services in section 2, we see that most managed services have
this feature. In our model, this effect is introduced through f(y|a,N). That is,
besides depending on the effort level a, the distribution function of service per-
formance y also depends on number of customers of the service provider, N . The
effect of reputation is added to the baseline model through N ′ = G(y), which
means the provider’s number of customers next period is dependent on current
performance y. Then the model for internet security outsourcing is written as:

K(v,N) = max
p(y),w(y),a

∫
{y − p(y) + ρK(w(y), N ′)}f(y|a,N)dy

st N ·
∫
{(u(p(y)) + ρw(y))}f(y|a,N)dy − φ(a,N)

+(N ′ −N) ·
∫

ρw(y)f(y|a,N)dy ≥ v (PK)

a ∈ arg max{N ·
∫
{u(p(y)) + ρw(y)}f(y|a,N)dy − φ(a,N)

+(N ′ −N) ·
∫

ρw(y)f(y|a,N)}dy (IC)

N ′ = G(y) (2)

In the baseline model, it is assumed that the number of customers does not
change from period to period. So it suffices to calculate provider’s benefit from
just one buyer. When number of customers is different for each period, we have
to calculate total benefit the provider gets from all its customers. Therefore,
the first term in (PK) and that in (IC) are multiplied by customer size N . The
second terms in conditions (PK) and (IC) represent service provider’s change in
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revenue due to change in number of customers. If N ′ > N , the provider gets
additional benefit due to increase in demand.

The effect of N on service quality is added through f(y|a,N). We assume a
larger customer base help the provider to increase expected service quality, i.e,

Assumption 1. At same effort level a, expected output is monotone in N , i.e,
for N1 < N2,

∫
yf(y|a,N1) <

∫
yf(y|a,N2).

φ(a,N) denotes the cost of serving one out of N customers by working at effort
a. It captures the provider’s economy of scale, i.e., φ(a,N2) < φ(a,N1) for N1 <
N2. Change in number of customers due to performance is introduced through
function G(·) which is assumed to be continuous and differentiable w.r.t y.

We can simplify the optimization problem (2) by cancelling terms out and
dividing all terms in the (PK) and (IC) equation by N :

K(v,N) = max
p(y),w(y),a

∫
{y − p(y) + ρK(w(y), N ′)}f(y|a,N)dy

st
∫
{u(p(y)) +

N ′

N
ρw(y)}f(y|a,N)dy − φ(a,N) ≥ v (PK)

a ∈ argmax
∫
{u(p(y)) +

N ′

N
ρw(y)}f(y|a,N)dy − φ(a,N) (IC)(3)

N ′ = G(y)

Rogerson(1985) [20] proved that under regularity conditions, it suffices to use
first order condition of (IC) instead of (IC) itself. Therefore, we substitute (IC)
by its first order condition . Also, we substitute N ′ in the objective function by
G(y). Then the maximization problem is written as:

K(v,N) = max
p(y),w(y),a

∫
{y − p(y) + ρK(w(y), G(y))}f(y|a,N)dy

st
∫
{u(p(y)) +

G(y)
N

ρw(y)}f(y|a,N)dy − φ(a,N) ≥ v (PK) (4)∫
[u(p(y)) +

G(y)
N

ρw(y)]fa(y|a,N)dy − φa(a,N) = 0 (FOC)

We put λ as the Lagrangian multiplier on the (PK) constraint and μ as
the Lagrangian multiplier on the first order condition of (IC) constraint. Then
conditions for the optimal solution are derived by taking first order derivative
w.r.t the choice variables p(y) and w(y):

{p(y)} −1 + λu′(p(y)) + μu′(p(y))
fa(y|a,N)
f(y|a,N)

= 0 (5)

{w(y)} ρK ′(w(y), G(y)) +
G(y)
N

ρλ +
G(y)
N

ρμ
fa(y|a,N)
f(y|a,N)

= 0 (6)

First order conditions (5) and (6) implies:

1
u′(p(y))

= λ + μ
fa(y|a,N)
f(y|a,N)

(7)
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−Kw(w(y), G(y)) =
G(y)
N

(λ + μ
fa(y|a,N)
f(y|a,N)

) (8)

Assumption 2. MLRP-N . For y2 > y1 the likelihood ratio f(y2|a,N)
f(y1|a,N) is mono-

tone increasing in effort level a for all firm sizes N , i.e., d
dy [ fa(y|a,N)

f(y|a,N) ] ≥ 0.

This assumption is a natural extension of Spear and Srivasava(1987) [22] to the
scenario where customer size is included in the model explicitly.

Lemma 1. Under MLRP-N , p(y) is monotonically increasing in performance,
i.e, p′(y) > 0

Proof. Because the provider’s utility function u(·) is concave in p(y), Lemma 1
follows directly from first order derivative of equation (7) w.r.t y.

This result shows that format of optimal current payment p(y) under the security
outsourcing scenario conforms with standard results in moral hazard literature
Holmstrom(1997) [14], Lambert(1983) [18] and Spear and Srivastava(1987) [22].
In the next step we show that format of optimal continuation payment w(y) is a
lot more complicated. We need to define two opposite conditions. First of all, we
assume that the functional form of the provider’s benefit function K(·) does not
change over time. In particular, partial derivatives of K(·) w.r.t its arguments
do not change, i.e., KvN(v,N) = KwG(w(y), G(y)). Also, let subscripts denotes
partial derivatives.

Definition 1. Non-decreasing Marginal Impact Condition(NDMIC).
Reduction in buyer’s benefit due to increasing in w(y) is smaller if the provider
has more customers. That is, KvN (v,N) = KwG(w(y), G(y)) ≥ 0.

Since v is the total payment to the provider, it can be decomposed into cur-
rent payment p(y) and future payment w(y). In the maximization problem (4),
if v increases, it implies p(y) and w(y) also increase so that the (PK) condi-
tion is not violated. Therefore buyer’s benefit K(v,N) = max

∫ {y − p(y) +
ρK(w(y), N)}f(y|a,N) will decrease. Otherwise, the buyer can increase p(y)
and w(y) and both the buyer and the provider get better off. NDMIC says that
the impact on buyer’s benefit K(w(y), G(y)) by increasing w(y) is smaller if the
provider’s number of customers increases.

Similarly, we have a definition for Decreasing Marginal Impact Condition,
which exactly opposite of NDMIC.

Definition 2. Decreasing Marginal Impact Condition(DMIC). Reduc-
tion in buyer’s benefit due to increasing in w(y) is bigger if the provider has
more customers. That is, KvN (v,N) = KwG(w(y), G(y)) ≤ 0

In this paragraph, we give some intuition how the distribution function
f(y|a,N) determines which of these two conditions holds. It suffices to ana-
lyze how Kv(v,N) changes with N . How much K(·) decreases w.r.t v depends
on two factors. Factor (1) is the 1

N coefficient in the (PK) condition of the
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maximization problem. Factor (2) is the distribution function f(y|a,N) in the
maximization problem. For effect of (1), if 1

N1
< 1

N2
, to satisfy the (PK) con-

dition, larger increase in either p(y) or w(y) or both is required if the provider
has N1 customers. Then decrement in buyer’s payoff K(·) due to increment in
v is bigger, i.e., Kv(v,N1) < Kv(v,N2) < 0. In other words, being a small frac-
tion of a big service provider, it is harder(more costly) to exert influence on the
provider. For effect of (2), by Assumption 1, a provider with more customers
N1 will get larger expected output(

∫
(u(p(y))− ρw(y))f(y|a,N1)dy). Therefore,

for same increase in total payment v, less increase p(y) and w(y) is required to
keep the (PK) condition because of effect of f(y|a,N). Therefore, K(·) deceases
less if the provider has more customers. In other words, the buyer benefits from
technology of scale of a provider with many customers. Combining effects from
factor (1) and factor (2), how Kv(·) changes with N is ambiguous, i.e., the second
derivative KvN (·) can be either positive or negative. If factor (1) is dominant,
DMIC holds. If factor (2) is dominant, NDMIC holds.

Graphically, NDMIC and DMIC are shown in Figure 1.

K(v,N1) 

K(v,N2) 

K(v,N1) 

K(v,N2) 

K(v,N) 

v

K(v,N) 

v 
NDMIC DMIC 

Fig. 1. NDMIC and DMIC for N2 > N1

Lemma 2. When NDMIC is satisfied, w(y) is strictly monotone increasing in
y, i.e. w′(y) > 0.

Proof. Take derivative of equation (8) w.r.t y,

LHS : −Kww(w(y), G(y))w′(y)−KwG(w(y), G(y)) ·G′(y)

RHS :
d

dy
{G(y)

N
(λ + μ

fa(y|a,N)
f(y|a,N)

)} > 0 (9)

Assumption 2 together with G′(y) > 0 implies RHS > 0. K(·) function is strictly
concave in w(y), which means Kww < 0 [22]. Rearranging terms and applying
NDMIC yields the result.

Lemma 2 shows that when NDMIC is satisfied, even there is significant reputa-
tion effect, continuation payment to the provider w(y) should be performance-
based. This is because if NDMIC is satisfied, the K(·) function is less concave in v.
Therefore, cost to add more variation in v (thus p(y) andw(y)) is lower. This more
performance-based payment urges the service provider to work harder, which will
in turn increase next period’s number of customers G(y). This result shows that
reputation effect does not eliminate necessity of performance-based contracts.
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Lemma 3. When DMIC is satisfied, the larger the reputation effect is, the
smaller the variance of w(y) will be.

Proof. Since K(w(y), G(y)) is strictly concave in w(y), by Jensen’s inequality, a
payment schedule with same mean as w(y) but smaller variance would increase
K(·) strictly. In addition, DMIC means K(w(y), G(y)) is more concave in w(y)
when G(·) increases. Therefore, the buyer have additional incentive to smooth
w(y) when G(·) increases. On the other hand, a bigger variation in w(y) gives
the provider larger incentive to work hard. Then the buyer’s problem is to find
a payment schedule w(y) with smallest variance yet has enough variation so
that the service provider has to work hard. This job is easier in markets with
reputation effect where additional variation in provider’s payoff is added through
the G(y) function. Let ŷ denote the borderline performance so that G(ŷ) =
N . Then if y1 > (ŷ) and y2 < (ŷ), we have G(y1) > N and G(y2) < N .
From the maximization problem (4), since the provider’s next period’s payoff
equals to G(y)

N w(y), we have G(y2)
N w(y2) < w(y2) < w(y1) < G(y1)

N w(y1), which
means more variation is added to payment to the provider. Also, the bigger the
reputation effect is, the more the variation added. Let wo(y) denotes payment to
the provider if there is no reputation effect. Then the buyer can propose w(y) =

N
G(y)wo(y), which has smaller variance compared with wo(y). Under the payment
w(y), the buyer gets higher K(·) since w(y) has smaller variance compared with
wo(y). Also, provider’s benefit G(y)

N w(y) does not change therefore the provider
will work as hard and get same expected payment as if there is no reputation
effect. Therefore, when the provider faces reputation effect, optimal solution
w(y) should have smaller variance compared with wo(y). Intuitively, this Lemma
means that reputation helps to make the contract incentive compatible so that
less variation in the payment is needed.

5 Conclusions

By modelling reputation effect under the moral hazard context, we show that the
optimal contract should be performance-based.When effect of provider’s customer
base is not significant, the optimal contract changes less with performance when
the reputation effect is more important for the provider. This conclusion conforms
with previous research that reputation effect mitigates moral hazard problem.

We also show that if serving a large group of customers improves service
quality significantly, the optimal contract should be performance-based even
when a strong reputation effect exists.
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Appendix

Services Description
Application security/code review Scan web application code for vulnerabilities and insecure coding techniques
Security policy compliance Perform regularly scheduled audits to ensure continued compliance and identify

nonconformance with a company’s established information security policy and
government or industry-specific regulations(e.g. Sarbanes-Oxley and HIPAA)

Vuln. assessment and
management

Perform penetration test on systems for known vulnerabilities

Certificates Assessing firms' compliance with government, industry, partner and customer
requirements, and issue proof of compliance

Risk management Help customers to make decisions to accept exposure or to reduce vulnerabilities
by either mitigating the risks or applying cost effective controls.

Managed firewall services 24*7 monitoring of all traffic through firewall, for service outage
Managed VPN services Similar as managed firewall services, usually is a firewall add-on
Email anti-spam/antivirus Scan content(email messages and attachments, SMTP, HTTP, FTP, file transfers

for potential malicious code or junk mails

Managed IDS 24*7 monitoring of all network traffic, detect and analyze anomalies for true attacks
Managed IPS 24*7monitoring, proactively blocks threats rather than detect them after the fact
Security monitoring Similar as IDS, can draw data from a wider variety of sources, and provide more

in-depth analysis

Threat intelligence Based on provider’s research on real world events, offers a series of features
including early warning of emerging threats, threat severity measurement,
immediate notification and consultation

Incidence response and
forensics

Provide responses to security bleaches base on five cornerstones of effective
incidence management and response: detection, assessment, forensics,
containment, and recovery

Authentication Verifies and confirms identity of individuals who are accessing sensitive
information, or conducting high value B2B transactions on an extranet

Identity management Administer user authentication, access rights, access restrictions, account profiles,
passwords and other similar attributes

Consulting The practice of helping firms to improve security level through professional
analysis

Fig. 2. List of security services
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AT&T/www.att.com(USA) v v v v v v

Aspect/www.aspectsecurity.com/home.html(USA) v v v

Avaya/www.avaya.com(USA) v v v v v v

Aventail/www.aventail.com(USA) v v

Cisco Systems/www.cisco.com(USA) v v v v v v v v

Computer Associates/www.ca.com(USA) v v v

Computer Science Corporation/www.csc.com(USA) v v v v v v

Counterpane/www.counterpane.com(USA) v v v v v v v

Cybertrust/www.cybertrust.com(USA) v v v v v v v v v

Dreaming Tree Tech. Inc//www.firewalls.com(USA) v v v v

EDS/www.eds.com(USA) v v v

Entrust/www.entrust.com(USA) v v v v

Farm9/farm9.com(USA) v v v v v

FiberLink/www.fiberlink.com(USA) v v v

FrontBridge/www.frontbridge.com(USA) v v

GeoTrust/www.geotrust.com(USA) v v

Guardian Digital/www.guardiandigital.com(USA) v v

IBM/www.ibm.com(USA) v v v v v v v

Internet Security Services/www.iss.net(USA) v v v v v v v

LURHQ/www.lurhq.com(USA) v v v v v v v

McAfee/http://www.mcafee.com/us(USA) v v v v v

MCI/www.mci.com(USA) v v v v v v

MessageLabs/www.massagelabs.com(USA) v

Netsec/www.netsec.net(USA) v v v v v v v v

Netifice/www.netifice.com/default.html(USA) v v v v v

NT objectives/www.ntobjectives.com(USA) v v

NUVO/www.nuvo.com(Canada) v v v v

Positive Networks/www.positivenetworks.com(USA) v v v v

Postini/www.postini.com(USA) v v

Qualys/www.qualys.com(USA) v v

RedSiren/www.redsiren.com(USA) v v v v v v v v

RSA security/www.rsasecurity.com(USA) v v

Solutionary/www.solutionary.com(USA) v v v v v v

Sonicwall/www.sonicwall.com(USA) v v v v

SurfControl/www.surfcontrol.com(USA) v v

Symantec/www.symantec.com(USA) v v v v v v v v v

Tata Group/www.tata.com(Inida) v v v

TriGeo/www.trigeo.com(USA) v

TruSecure/www.trusecure.com(USA) v v v v v v v v

Tenable network security/www.tenablesecurity.com(USA) v v v

Ubizen/www.ubizen.com(USA) v v v v v v v v

Vericept/www.vericept.com(USA) v

Verisign/www.verisign.com(USA) v v v v v v v v v v v v

VigilantMinds/www.vigilantminds.com(USA) v v v v v v v v v v

1. MCI offers management only services, good for firms with existing devices

2. Internet Security Services offers money back satisfaction guarrantee

3. Dreaming Tree Technology Inc offers 30 days satisfaction or money back guarantee

4. symantec bought Riptech in 2002 and Brightmail in 2004

5. verisign acquired Guardent

6. Aventail sold its managed SSL to Netifice

7. Cybertrust is the result of a merger of Betrusted and TruSecure, , and is the majority owner of Ubizen

Fig. 3. Managed security services providers summary
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Abstract. Virtual organization (VO) is an important abstraction for de-
signing large-scale distributed applications involving extensive resource-
sharing. Existing works on VO mostly assumes that the VO already exists
or is created by mechanisms outside of their system model. The VO con-
struction is challenging and critical due to its dynamic and distributed
nature. This paper presents a VO Construction Model and an implemen-
tation algorithm which is based on a threshold approach and is secure
and robust in that events such as member admission, member revocation,
VO splitting and merging etc. can be handled without centralized admin-
istration. Also authentication and communications among VO members
are efficient and without tedious key exchanges and management usually
needed in VO built upon the Grid Security Infrastructure (GSI).

Keywords: Virtual organization, grid computing system, system secu-
rity, threshold approach.

1 Introduction

In recent years, the Grid Computing System (GCS) has emerged as a special
form of distributed computing and is distinguished from conventional distributed
computing systems by its focus on dynamic and larger-scale resource sharing over
a wide geographical distribution [1]. GCS may be viewed as a sophisticated dis-
tributed computing system with high-level abstractions and services to facilitate
large-scale sharing of resources in a dynamic manner. Resource sharing in GCS
is built on the Virtual Organization (VO) model [1] with objectives to facilitate
resource sharing and problem solving dynamically across organizations.

The concept of VO was first introduced in [2]. In general, VO is set up to
respond quickly to the increasing complexities of the business environment and
the associated pressures that place on traditional enterprises. From a system’s
point of view, VO is an architectural tool for designing distributed systems that
aims to provide a flexible abstraction for implementing distributed systems with
complex inter-process relationships [3, 4, 5] as well as the provision of flexibility
and scalability with complex inter-process relationship [6]. On the other hand,
the notion of VO has enabled GCS to support a wide variety of distributed com-
mercial applications. For example, e-commerce applications in the healthcare

X. Deng and Y. Ye (Eds.): WINE 2005, LNCS 3828, pp. 959–968, 2005.
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industry typically require large-scale sharing of resources (medical records, lab-
oratory test results and expensive equipments) by participating organizations.
Being task-driven is a key characteristic of VO which is frequently restructured,
sustained to run efficiently and responsively, and dissolved again to give way for
the creation of the next collaborative opportunity. In practical situations, VO is
a temporary cooperation of independent members to share resources. Numerous
external and internal relationships must be handled across time and space in the
management of VO.

Due to the dynamic nature of VOs and the complex relationships among
VO participants, coordination and control mechanisms in traditional distributed
computing are ineffective in managing VOs. The operation and functioning of a
VO involves, firstly, the enrolment of participants and their resources and, sec-
ondly, the establishment of relationship among participants and resources. Thus
the implementation and management of VO require that these two operations
be carefully controlled and in accordance with the security policies of the VO.
However, the tasks of specifying and enforcing the policies are challenging in
that each participating organization may nominate a large number of users to
access the shared resources and, for accountability and liability reasons typical
in business applications, a VO construction model that is able to handle the
admission and revocation of members, the merging, splitting and termination of
VOs in a dynamic and secure manner is required.

At present, the Open Grid Services Architecture (OGSA) [7] provides a variety
of VO service structures by integrating a collection of resources with heteroge-
neous and often dynamic characteristics. Since VO is usually deployed over open
networks, security services and mechanisms are obviously very important. How-
ever, the bulk of its prior works have been in the context of authentication and
communication. The proposed Grid Security Infrastructure (GSI) [8] mainly em-
phasizes identity authentication (based on public key) and encrypted messaging
(based on SSL).

While security services provided in OGSA are certainly important, it lacks a
secure VO construction model that is designed to manage dynamic VO events
such as admitting and revoking members, merging and splitting of VOs, etc.
Besides, there is no efficient authentication mechanism that is able to determine
whether a party is an authorized member of a VO. The existing authentica-
tion mechanism in GSI is based on a simple public key infrastructure which is
more suitable for point-to-point collaboration, but may not be efficient in meet-
ing the needs of secure VO in which the collaboration may be one-to-many,
many-to-many or many-to-one. Without an efficient and secure scheme for VO
construction, VO can only either operate in a completely open manner (i.e. have
no admission control) or admit member on some ad hoc basis. For example, ex-
isting literatures on GCS tend to assume that the VO already existed or are to be
established by mechanisms outside of the VO model. It is therefore an important
area to devise security mechanisms that address the concerns and requirements
of VO and cater for the flexibility and control on sharing relationships needed
to establish VO. The GSI has proposed a framework for the secure operations of
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VO which emphasizes in identity authentication and secure messaging. It does
not provide a secure mechanism for the control of events such as VO creation,
admitting new members, revoking existing members, splitting, merging and VO
termination which will happen throughout the life cycle of the VO.

This paper analyzes the characteristics of VO events and the requirements of
VO construction. It introduces a new method to construct a secure and robust
VO that aims to meet these requirements. In this paper, we adopt the Grid
Computing System (GCS) as a basic model for organizing VO. The rest of the
paper is organized as follows. In Section 2, the proposed system model for secure
VO construction will be discussed. Section 3 describes the construction of VO
based on a threshold approach. Section 4 concludes the discussion of this paper.

2 A System Model for VO Construction

Unlike prior work on VO which almost invariably assumed that the VO already
existed and mainly focus on its operation and functioning, we aim to devise a
practical and efficient mechanism to facilitate the construction and evolution of
VOs. In this connection, we first define a system model which makes realistic as-
sumption about VOs in a typical operating environment. Specifically, our model
assumes that:

1. All members in a VO are true peers with a flat structure.
2. All members have identical rights and responsibilities without centralized

administration privilege.
3. Members may or may not have prior working relationship and may not trust

each other.
4. The cooperation is driven by events.

Our model also assumes that VO is established dynamically in response to the
occurrence of events. This is something different from the existing VO model
where resource management is centralized. This decentralized VO model will
enable the resulting VO to have much flexibility in terms of resources manage-
ment and security control. However, practical consideration will impose more
challenges to the construction mechanism of VO.

In this model, the VO members themselves are responsible for admitting new
members or revoking an existing one. However, it would not be efficient if every
member in the VO has to participate in every event especially when the number
of members in the VO is large. In this case, construction is typically based on
some form of limited consensus among current members which is equivalent to
attaining a threshold (or minimum number) of current members who agree to
admit a prospective new member or revoke an existing member. Based on this
assumption, the VO model will possesses the following characteristics:

1. The resulting VO is a temporary collaborative community in response to a
specific business need or urgent event and will be dissolved when the need or
event ceases to exist. It will go through a life cycle with four distinct phases,
namely, creation, operation, evolution and termination [4].
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2. VO members can join and leave at any time. A single VO can split into
multiple VOs based on members’ interest. On the other hand, multiple VOs
can merge into a single VO if common tasks appear. Finally, a VO will
terminate once the specific mission is over.

3. VOs are distributed with no single VO memebr in charge of the VO con-
struction events. The IT infrastructure is built upon insecure distributed
environment.

4. Members in a VO will remain autonomous and independent. Each member
will maintain its own share of responsibility and control of the the VO.

With the aforementioned characteristics in mind, we will impose the following
requirements in the VO construction model:

1. Each VO will be assigned a unique identifier which will be updated dynam-
ically according to events in the VO life cycle. Each member of the VO can
compute the identifier independently according to some pre-defined criteria.
Membership to a VO is determined by the possession of a valid identifier.

2. Admission of new VO member is authorized by a group of existing members
based on a limited consensus principle. New member is not able to access
information of the VO prior to its admission.

3. Any member may be revoked from the VO either voluntarily or by a group of
members in the VO based on a limited consensus principle. Revoked member
will not be able to access information in the VO after revocation.

4. A single VO can be split into multiple VOs. Each new VO will create its
own secure environment and unique identifier.

5. Multiple VOs can be merged into a new single VO with a new VO identifier.
6. VO members are able to authenticate and communicate with each other in

an efficient and secure manner.

In order to satisfy all the requirements as stated for the construction of VO, we
propose a VO construction model that is based on a threshold approach in order
to handle all the events in the VO life cycle. In the threshold approach, there are
two choices of the threshold, namely fixed threshold and dynamic threshold. A
fixed threshold is essentially a t-out-of-n model where the threshold t is fixed and
the number of members n may varies throughout the VO life cycle. For dynamic
threshold, t shrinks or grows according to the value n. Since threshold updating
is an expensive operation, it would not be practical to update the threshold for
every construction event. Instead, within the life cycle, a VO will maintain a
value called lim. Let nold be the VO size before the occurrence of an event and
ncur be the VO size when the event happen. A new threshold update is triggered
only when |ncur − nold| > lim.

Now, we can define the VO construction model using the tuple T = 〈V, L,C〉
where

V represents the set of members {m1, . . . ,mn}
L represents the states of the VO life cycle {creation, operation, evolution,

termination}
C represents the construction events {VO creation,member admission,

member revocation,VO split,VO merge,VO termination}.
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3 VO Construction Algorithm

Our VO construction algorithm is based on the secure group communication
framework proposed by [9] which makes use of a threshold approach to per-
form event operations without a trusted central administrator. The Group Key
Distribution Scheme (GKDS) proposed possesses a characteristic in that the se-
cret sharing and membership management in the system is dynamic in nature
compare with traditional key distribution scheme where the secret sharing and
storage is basically static. We propose to modify the GKDS algorithm such that
it is more suitable for the implementation of a VO construction model. The
modifications are summarized as follow:

1. The layered membership relationship in GKDS is simplified such that every
member in the proposed VO model possesses the same amount of secret
information and become true peer to each other.

2. There are only three events in the GKDS, namely group initialization, mem-
ber admission and member revocation. The proposed algorithm will include
also VO splitting and merging.

3. In GKDS, there is a security vulnerability which demands the number of
member revoked each time does not exceed the threshold t. This is to prevent
the shared secret being revealed by revoked members if the number exceeds
t. However, the algorithm does not take care of the case when the cumula-
tive number of revoked members across several revocations exceed t. In this
case, the cumulative revoked members are able to reveal the shared secret
if they are able to communicate with each other. To avoid this to happen,
the proposed algorithm will first check the number of cumulative revoked
members since the first revocation. If the number exceed t, the shared secret
will be updated by the current remaining members to avoid the secret being
revealed by revoked members.

4. The GKDS functions are extended to implement a secure authentication and
communication environment for the VO.

The following subsections describe the proposed algorithm for the operations of
the various events in the VO life cycle.

3.1 VO Creation

Let V = {m1, . . . ,mn} be the initial set of members who would like to form a VO.
These n members will authenticate each other using authentication techniques
such as PKI-based certification and there is a secure communication channel
between each pair of users in V before the VO is created. An initial threshold
value t ≤ n is chosen and agreed by all members. Also, two large prime p and
q is generated such that q|(p− 1) and a generator g of the multiplicative group
GF (p) is chosen. Members in V jointly compute a secret symmetric polynomial
through the following steps:

1. For each 1 ≤ r ≤ n, mr construct a random symmetric polynomial of degree
at most t
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Gr(x, y) =
t∑

j=0

t∑
k=0

a
(r)
j,kx

jykmod q

where a
(r)
j,k ∈ GF (q), 0 ≤ j ≤ t, 0 ≤ k ≤ t are random and a

(r)
j,k = a

(r)
k,j for all

j, k.
2. mr sends Gr(x, s) to ms for all 1 ≤ s ≤ n through the pair-wise communi-

cation channels.
3. For each 1 ≤ r ≤ n, mr, after receiving the secret information from other

members in Step 1, computes,

Fr(x) =
n∑

i=1

Gi(x, r).

Note that Fr(x) = F (x, r), where F (x, y) =
∑n

i=1 Gi(x, y) is a symmetric
polynomial of degree at most t.

3.2 VO Identifier Computation

After the VO creation process, every member possesses ite own secret polyno-
mial. For the VO identifier computation process, assume member m1 is nomi-
nated as the initiator. Let M = {i|mi ∈ V }. m1 performs the follow steps:

1. m1 randomly generates an integer r ∈ GF (q) and compute G = grmod p.
2. m1 randomly chooses a t-subset I of nonzero elements from GF (q) such that

and I ∩M = ∅.
3. m1 computes Gj = GF1(j)mod p for all j ∈ I, and broadcasts the message

S = {G,Gj ||j|j ∈ I} to all members in the VO.
4. Each member mi ∈ V , including m1, uses its own secret polynomial Fi(x)

and S to compute the VO identifier K independently where

K = (GFi(1))L(I∪i,j) ×
∏

G
L(I∪i,j)
j = GF1(0) = grF1(0)mod p

where L(V, u) =
∏

v∈V,v �=u
v

v−umod q.

Whenever there is an event (such as new member admission, etc.), the VO
identifier K and the member’s secret polynomial need to be updated. To perform
an update, each member compute a new secret polynomial given by F ∗

i (x) =
K+Fi(x). With this new polynomial, each member in the VO is able to compute
the new K according to step 4.

3.3 Member Admission

Although in our proposed VO construction model, members can be admitted
or revoked at any time. However, for the sake of efficient performance, requests
for admission and revocation within a certain time interval are aggregated and
processed in one batch. New VO member admission is authorized by a group
of at least t + 1 existing VO members. Suppose at a certain time interval, a
set R of t + 1 existing members agree to admit a set of new members N . Let
Rid = {i|mi ∈ R}. The admission is performed by the following steps:
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1. Each existing member update its secret polynomial and the identifier K.
2. Each new member in N is assigned a unique identifier j randomly chosen

from GF (q) such that Nid ∩M = +, where Nid = {j|mj ∈ N}.
3. Each member mi ∈ R computes Fmi(j) for all j ∈ Nid and distributes
{Fmi(j)||i} to new member mj over a secure channel.

4. Each new member mj ∈ N computes Fi(j) the t + 1 values received from
the t + 1 existing members in R based on the Lagrange interpolation

Fj(x) = F (x, j) =
∑

i∈Rid

Fi(j)
∏

k∈Rid,k �=i

x− k

i− k
mod q.

Every member (including the new members) is now possessing its own secret
polynomial and is able to update the VO identifier accordingly.

3.4 Member Revocation

The model allows any member to leave the VO voluntarily or be revoked by a
group of members. Whenever there is member revocation, an existing member
mR (not in the revocation list) will be nominated as the executing officer. Let O
denotes the set of members who will leave the VO in the present time interval
and let OT denotes the set of members who have left the VO starting from the
moment the first member left the VO. Members who have been revoked are, in
essence, do not possess the VO identifier anymore and are not able to participate
in any VO collaboration activity. Hence, the VO identifier should be updated as
soon as any member being revoked from the VO. The following steps describe
how members are revoked from the VO:

1. Update OT = O
⋃

OT .
2. If |OT | ≥ t + 1, let OT = O and ask all remaining members to update their

secret polynomial and K.
3. If |OT | < t + 1, set O = OT .
4. A member mR is nominated as the executing officer. Let M = {i|mi ∈

V }, Oid = {i|mi ∈ O}.
5. mR randomly generates an integer r ∈ GF (q) and compute G = grmod p.
6. mR randomly chooses a subset I of nonzero elements from GF (q) where
|I| = t− |O|, and and I

⋂
M = ∅.

7. mR computes Gj = GFmR
(j)mod p for all j ∈ I

⋃
Oid.

8. mR broadcasts the message S = {G,R,Gj ||j|j ∈ I
⋃

Oid}.
9. Each member mi ∈ V/O, including mR, uses its own secret polynomial Fi(x)

and message S to update K given by

K = (GFi(R))L(Oid∪I∪i,j) ×
∏

j∈Oid∪I

G
L(Oid∪I∪i,j)
j = GFR(0) = grFR(0)mod p.

It is noted that even though members who have been revoked will still re-
ceived the broadcasted message S. In order to prevent the revoked members
to obtain the updated identifier K, S must consist at most t pieces of secret
information from the revoked members. Hence, at any one time interval, the
maximum number of members to be revoked cannot exceed t.
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3.5 VO Splitting and Merging

There are occasions when a VO is required to split into several new VOs. It may
due to conflicts of interest among members or because of technical problems
such as network faults or congestion. The splitting of a VO into new VOs can be
treated as the revocation of groups of members from the existing VO and these
revoked groups of members create new VOs themselves. Hence, the splitting of
the VO can be handled in the following steps:

1. Groups of members who would like to form new VOs are revoked from the
existing VO according to the member revocation procedures.

2. Remaining members will update the VO identifier accordingly.
3. Groups of members revoked from the existing VO will create new VOs fol-

lowing the VO creation steps.

Similarly, VOs can be merged based on needs such as common interest or network
restructuring, etc. In the merging process, a particular VO in the group of VOs
to be merged is chosen as a base VO. Then members from other VOs can be
admitted into the base VO according to the VO member admission procedures.
After all members in the other VOs have been admitted into the base VO, the
merging process is completed and a new VO is formed.

3.6 VO Termination

Termination is the last event in a VO life cycle. It happens when all the col-
laborative tasks are accomplished and there is no need to further maintain the
relationships. Termination of VO is done by revoking all the VO members (prob-
ably in batches across several time intervals).

3.7 Secure Communication Environment in VO

Collaborations between VO members require a secure communication environ-
ment. Communication mode within the VO is not necessarily one-to-one. It may
be one-to-many or many-to-many depending on needs. The GSI provides authen-
tication and secure communication services based on PKI, X.509 certificates and
SSL. It is viable if only one-to-one communications are required. For communi-
cations that are in the one-to-many or many-to-many modes, the maintenance
of certificates and public keys is tedious and may not even possible if the VO
membership changes dynamically. The VO construction model proposed also
provides an infrastructure for secure communication among VO members. It is
built upon the symmetric characteristic of the polynomial F (x, y) and the com-
mon VO identifier and does not require exchange of certificates and public keys
between members.

Since each VO member share the same identified K and it is updated whenever
there is membership changes in the VO, hence it is possible to make use of K as
the encryption and decryption key for secure communication between VO mem-
bers. For authentication and secure communication between any two particular
members, the polynomial F (x, y) is used. Suppose member mx and my would
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like to authenticate and communicate with one another. Since F (x, y) = F (y, x)
which is a piece of secret shared between mx and my only, it can be treated
as a private key for authentication and communication. If mx uses F (x, y) to
encrypt message and send it to my, only my is able to decrypt the message
using F (y, x).

4 Conclusion

With the advances in grid computing systems (GCS), resources sharing and
task-driven collaboration between different parties and organizations is gain-
ing popularity and has become an important trend in today’s e-business en-
vironment [10, 11, 12]. The notion of VO has enabled GCS to support a wide
variety of applications especially suitable for organizing and implementing dis-
tributed commercial applications. At present, most VOs construction adopt the
Open Grid Services Architecture (OGSA) which provides a set of services for
the administration of the VO activities. Since most VOs are built upon open
networks such as the Internet, security has become a critical issue. The Grid
Security Infrastructure (GSI), which is widely adopted by most grid applica-
tions, provides a number of security services based on public key infrastruc-
ture, X.509 certificates, and the Secure Socket Layer (SSL) communication pro-
tocol. With the increase in complexity in today’s e-business applications, the
complexity of the VOs formed to serve these e-business applications are also
becoming more and more complex with members join and leave in a highly
dynamic manner. In this respect, VOs that rely on GSI for the provision of se-
curity services may encounter difficulties in the maintenance of public keys and
certificates.

In this paper, we have proposed a VO construction model which aims to rem-
edy the problems faced by VOs built upon PKI-based security framework. In
the model, events in the VO life cycle such as member admission and revoca-
tion, etc. are handled by a decentralized mechanism making use of a threshold
approach. Through the computation of symmetric polynomials, each member in
the VO will share a common secret, known as the VO identifier and a secret of
its own, known as the secret polynomial which allow the VO to operate events
such as member admission and revocation without a centralized administration.
Also, authentication and secure communications can be carried out among VO
members without the hassle of certificate and key exchanges. The updating of
these “secrets” can be done through a series of polynomial computations in a
highly efficient manner compare with certificate and key maintenance in the PKI
setting.
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Abstract. Consider a network vulnerable to viral infection. The sys-
tem security software can guarantee safety only to a limited part of the
network. We model this practical network scenario as a non-cooperative
multi-player game on a graph, with two kinds of players, a set of at-
tackers and a protector player, representing the viruses and the system
security software, respectively. Each attacker player chooses a node of
the graph (or a set of them, via a probability distribution) to infect. The
protector player chooses independently, in a basic case of the problem, a
simple path or an edge of the graph (or a set of them, via a probability
distribution) and cleans this part of the network from attackers. Each at-
tacker wishes to maximize the probability of escaping its cleaning by the
protector. In contrast, the protector aims at maximizing the expected
number of cleaned attackers. We call the two games obtained from the
two basic cases considered, as the Path and the Edge model, respectively.

We are interested in the associated Nash equilibria on them, where
no network entity can unilaterally improve its local objective. We obtain
the following results:

– The problem of existence of a pure Nash equilibrium is NP-complete
for the Path model. This opposed to that, no instance of the Edge
model possesses a pure Nash equilibrium, proved in [4].

– We compute, in polynomial time, mixed Nash equilibria on cor-
responding graph instances. These graph families include, regular
graphs, graphs that can be decomposed, in polynomially time, into
vertex disjoint r-regular subgraphs, graphs with perfect matchings
and trees.

– We utilize the notion of social cost [3] for measuring system per-
formance on such scenario; here is defined to be the utility of the
protector. We prove that the corresponding Price of Anarchy in any
mixed Nash equilibria of the game is upper and lower bounded by a
linear function of the number of vertices of the graph.
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1 Introduction

Motivation. This work considers a problem of Network Security, related to the
protection of a system from harmful procedures (e.g. viruses, worms). Consider
an information network where the nodes of the network are insecure and vul-
nerable to infection such as, viruses, Trojan horses, the attackers. A protector,
i.e. system security software, is available in the system but it can guarantees
security only to a limited part of the network, such as a simple path or a single
link of it, chosen via a probability distribution. Each harmful entity targets a
location (i.e. a node) of the network via a probability distribution; the node is
damaged unless it is cleaned by the system security software. Apparently, the
harmful entities and the system security software have conflicting objectives.
The security software seeks to protect the network as much as possible, while
the harmful entities wish to avoid being caught by the software so that they be
able to damage the network. Thus, the system security software seeks to maxi-
mize the expected number of viruses it catches, while each harmful entity seeks
to maximize the probability it escapes from the security software.

Naturally, we model this scenario as a non-cooperative multi-player strategic
game played on a graph with two kinds of players: the vertex players representing
the harmful entities, and the edge or the path player representing each one of
the above two cases for the system security software considered; where it chooses
a simple path or a single edge, respectively. The corresponding games are called
the Path and the Edge model, respectively. In both cases, the Individual Cost
of each player is the quantity to be maximized by the corresponding entity. We
are interested in the Nash equilibria [7, 8] associated with these games, where
no player can unilaterally improve its Individual Cost by switching to a more
advantageous probability distribution.

Summary of Results. Our results are summarized as follows:

– We prove that the problem of existence of pure Nash equilibria in the Path
model is NP-complete (Theorem 1). This opposes to that, the simpler case
of this model, i.e. that the Edge model posses no pure Nash equilibrium [4].

– [4] provides a graph-theoretic characterization of mixed Nash Equilibria for
the Edge model. Unfortunately, this characterization only implies an expo-
nential time algorithm for the general case. Here, we utilize the character-
ization in order to compute, in polynomial time, mixed Nash equilibria for
specific graph instances of the game. In particular, we combine the character-
ization with a suitable exploration of some graph-theoretic properties of each
graph family considered to obtain polynomial time mixed Nash equilibria.
These graph families include, regular graphs, graphs that can be partitioned
into vertex disjoint regular subgraphs, graphs with perfect matchings and
trees (Theorem 3, Proposition 2, Theorems 4 and 5, respectively).

– We measure the system performance with respect to the problem considered
utilizing the notion of the social cost [3]. Here, it is defined to be the number
of attackers catch by the protector. We compute upper and lower bounds
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of the social cost in any mixed Nash equilibria of the Edge model. Using
these bounds, we show that the corresponding Price of Anarchy is upper
and lower bounded by a linear function of the number of vertices of the
graph (Theorem 6).

Due to space limits, some proofs are omitted; we include them in the full version
of the paper [5].

Related Work and Significance. This work is a step further in the development
of the new born area of Algorithmic Game Theory. It is also one of the only few
works to model network security problems as a strategic game. Such a research
line is that of Interdependent Security games, e.g. [2]. However, we remark that
none of these works, with an exception of [2], study Nash equilibria on the
games considered. This work is also one of the only few works that study games
exploiting heavily Graph-Theoretic tools. In [2], the authors study a security
problem and establish connections with variants of the Graph Partition problem.
In [1], the authors study a two-players game on a graph, establish connections
with the k-server problem. In a recent work of ours [4], we consider the simpler
of the two games considered here, the Edge model. We provide a non-existence
result for pure Nash equilibria of the model and a polynomial time algorithm for
mixed Nash equilibria for bipartite graphs. Finally, our results contribute toward
answering the general question of Papadimitriou [10] about the complexity of
Nash equilibria for our special game.

2 Framework

Throughout, we consider an undirected graph G(V,E), with |V (G)| = n and
|E(G)| = m. Given a set of vertices X ⊆ V , the graph G\X is obtained by
removing from G all vertices of X and their incident edges. For any vertex
v ∈ V (G), denote Δ(v) the degree of vertex v in G. Denote Δ(G) the maximum
degree of the graph G. A simple path, P , of G is a path of G with no repeated
vertices, i.e. P = {v1, · · · , vi · · · vk}, where 1 ≤ i ≤ k ≤ n, vi ∈ V , (vi, vi+1) ∈
E(G) and each vi ∈ V appears at most once in P . Denote P(G) the set of all
possible simple paths in G. For a tree graph T denote root ∈ V , the root of the
tree and leaves(T ) the leaves of the tree T . For any v ∈ V (T ), denote parent(v),
the parent of v in the tree and children(v) its children in the tree T . For any
A ⊆ V , let parents(A) := {u ∈ V : u = father(v), v ∈ A}.

2.1 Protector-Attacker Models

Definition 1. An information network is represented as an undirected graph
G(V,E). The vertices represent the network hosts and the edges represent the
communication links. For M = {P,E}, we define a non-cooperative game ΠM =
〈N , {Si}i∈N , {IC}i∈N 〉 as follows:

– The set of players is N = Nvp ∪ Np, where Nvp is a finite set of vertex
players vpi, i ≥ 1, p = {pp, ep} and Np is a singleton set of a player p which
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is either (i) a path player and p = pp or (ii) an edge player and p = ep,
in the case where M = P or M = E, respectively.

– The strategy set Si of each player vpi, i ∈ Nvp, is V ; the strategy set Sp of
the player p is either (i) the set of paths of G, P(G) or (i) E, when M = P or
M = E, respectively. Thus, the strategy set S of the game is

(
×

i ∈ Nvp
Si

)
×Sp

and equals to |V ||Nvp| × |P(G)| or |V ||Nvp| × |E|, when M = P or M = E,
respectively.

– Take any strategy profile s = 〈s1, . . . , s|Nvp|, sp〉 ∈ S, called a configuration.
• The Individual Cost of vertex player vpi is a function ICi : S → {0, 1}

such that ICi(s) =
{

0, si ∈ sp

1, si �∈ sp
; intuitively, vpi receives 1 if it is not

caught by the player p, and 0 otherwise.
• The Individual Cost of the player p is a function ICp : S → N such that

ICp(s) = |{si : si ∈ sp}|.

We call the games obtained as the Path or the Edge model, for the case where
M = P or M = E, respectively.

The configuration s is a pure Nash equilibrium [7, 8] (abbreviated as pure NE) if
for each player i ∈ N , it minimizes ICi over all configurations t that differ from s
only with respect to the strategy of player i. We consider mixed strategies for the
Edge model. In the rest of the paper, unless explicitly mentioned, when referring
to mixed strategies, these apply on the Edge model. A mixed strategy for a vertex
player (resp., edge player) is a probability distribution over vertices (resp., over
edges) of G. A mixed strategy profile s is a collection of mixed strategies, one for
each player. Denote Ps(ep, e) the probability that edge player ep chooses edge
e ∈ E(G) in s; denote Ps(vpi, v) the probability that player vpi chooses vertex
v ∈ V in s. Denote Ps(vp, v) =

∑
i∈Nvp

Ps(vpi, v) the probability that vertex
v is chosen by some vertex player in s. The support of a player i ∈ N in the
configuration s, denoted Ds(i), is the set of pure strategies in its strategy set to
which i assigns strictly positive probability in s. Denote Ds(vp) =

⋃
i∈Nvp

Ds(i).
Let also ENeighs(v) = {(u, v) ∈ E : (u, v) ∈ Ds(ep)}. Given a mixed strategy
profile s, we denote (s−x, [y]) a configuration obtained by s, where all but player
x play as in s and player x plays the pure strategy y.

A mixed strategic profile s induces an Expected Individual Cost ICi for each
player i ∈ N , which is the expectation, according to s, of its corresponding Indi-
vidual Cost (defined previously for pure strategy profiles). The mixed strategy
profile, denoted as s∗, is a mixed Nash equilibrium [7, 8] (abbreviated as mixed
NE) if for each player i ∈ N , it maximizes ICi over all configurations t that
differ from s only with respect to the mixed strategy of player i. Denote BRs(x)
the set of best response (pure) strategies of player x in a mixed strategy profile
s, that is, ICx(s−x, y) ≥ ICx(s−x, y

′), ∀ y ∈ BRs(x) and y′ �∈ BRs(x), y′ ∈ Sx,
where Sx is the strategy set of player x (see also [9–chapter 3]). A fully mixed
strategy profile is one in which each player plays with positive probability all
strategies of its strategy set.
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For the rest of this section, fix a mixed strategy profile s. For each ver-
tex v ∈ V , denote Hit(v) the event that the edge player hits vertex v. So,
Ps(Hit(v)) =

∑
e∈ENeigh(v) Ps(ep, e). Define the minimum hitting probability

Ps as minv Ps(Hit(v)). For each vertex v ∈ V , denote ms(v) the expected num-
ber of vertex players choosing v (according to s). For each edge e = (u, v) ∈ E,
denote ms(e) the expected number of vertex players choosing either u or v;
so, ms(e) = ms(u) + ms(v). It is easy to see that for each vertex v ∈ V ,
ms(v) =

∑
i∈Nvp

Ps(vpi, v). Define the maximum expected number of vertex
players choosing e in s as maxe ms(e). We proceed to calculate the Expected
Individual Costs for any vertex player vpi ∈ Nvp and for the edge player.

ICi(s) =
∑

v∈V (G)

Ps(vpi, v) · (1 − Ps(Hit(v)) (1)

ICep(s)=
∑

e=(u,v)∈E(G)

Ps(ep, e) ·ms(e) =
∑

e=(u,v)∈E(G)

Ps(ep, e) · (
∑

i∈Nvp

Ps(vpi, u) + Ps(vi, v)) (2)

Social Cost and Price of Anarchy. We utilize the notion of social cost [3] for
evaluating the system performance.

Definition 2. For model M, M = {P,E}, we define the social cost of configu-
ration s on instance ΠM(G), SC(ΠM, s), to be the sum of vertex players of ΠM

arrested in s. That is, SC(ΠM, s) = ICp(s) (p = {pp, vp}, when M = P and
M = E, respectively). The system wishes to maximize the social cost.

Definition 3. For model M, M = {P,E}, the price of anarchy, r(M) is

r(M) = max
ΠM(G),s∗

maxs∈S SC(ΠM(G), s)
SC(ΠM(G), s∗)

.

2.2 Background from Graph Theory

Throughout this work, we consider the (undirected) graph G = G(V,E).

Definition 4. A graph G is polynomially computable r-factor graph if its ver-
tices can be partitioned, in polynomial time, into a sequence Gr1 · · ·Grk

of k r-
regular disjoint subgraphs, for an integer k, 1 ≤ k ≤ n. That is,

⋃
1≤i≤k V (Gri) =

V (G), V (Gri)
⋂

V (Grj ) = ∅ and ΔGri
(v) = r, ∀ ≤ i, j ≤ k ≤ n, ∀v ∈ V . De-

note G′
r = {Gr1

⋃ · · ·⋃Grk
} the graph obtained by the sequence.

A graph G is r-regular if Δ(v) = r, ∀v ∈ V . A hamiltonian path of a graph G
is a simple path containing all vertices of G. A set M ⊆ E is a matching of G
if no two edges in M share a vertex. A vertex cover of G is a set V ′ ⊆ V such
that for every edge (u, v) ∈ E either u ∈ V ′ or v ∈ V ′. An edge cover of G is
a set E′ ⊆ E such that for every vertex v ∈ V , there is an edge (v, u) ∈ E′.
A matching M of G that is also an edge cover of the graph is called perfect
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matching. Say that an edge (u, v) ∈ E (resp., a vertex v ∈ V ) is covered by the
vertex cover V ′ (resp., the edge cover E′) if either u ∈ V ′ or v ∈ V ′ (resp., if
there is an edge (u, v) ∈ E′). A set IS ⊆ V is an independent set of G if for all
vertices u, v ∈ IS, (u, v) /∈ E.

A two-factor graph is a polynomially computable r-factor graph with r = 2.
It can be easily seen that there exist exponential many such graph instances.
Moreover, these graphs can be recognized in polynomial time and decomposed
into a sequence C1, . . . , Ck, k ≤ n, in polynomial time via Tutte’s reduction
[11]. Thus, the class of polynomially computable r-factor graphs contains an
exponential number of graph instances. The problem of finding a maximum
matching of any graph can be solved in polynomial time [6].

3 Nash Equilibria in the Path Model

We characterize pure Nash Equilibria of the Path model.

Theorem 1. For any graph G, ΠP(G) has a pure NE if and only if G contains
a hamiltonian path.

Proof. Assume that G contains a hamiltonian path. Then, consider any configu-
ration s of ΠP(G) in which the path player pp selects such a path. Observe that
path’s player selection includes all vertices of G, that the player is satisfied in s.
Moreover, any player vpi, i ∈ Nvp cannot increase its individual cost since, for
all v ∈ V (G), v is caught by pp and, consequently, ICi(s−i, [v]) = 0. Thus, s is a
pure NE for ΠP(G).

For the contrary, assume that ΠP(G), contains a pure NE, s∗, but the graph G
does not contain a hamiltonian path. Then, the strategy of the path player, s∗pp,
is not a hamiltonian path of G. Thus, there must exist a set of vertices U ⊆ V
such that, for any u ∈ U , u �∈ s∗pp. Since s∗ is a NE, for all players vpi, i ∈ Nvp,
it must be that s∗i ∈ U . Therefore, there is no vertex player located on path s∗pp

which implies that pp is not satisfied in s∗; it could increase its individual cost
by selecting any path containing at least one vertex player. Thus s∗ is not a NE,
which gives a contradiction. ��

Corollary 1. The problem of deciding whether there exists a pure NE for any
ΠP(G) is NP-complete.

4 Nash Equilibria in the Edge Model

We proceed to study Nash equilibria in the Edge model. In [4–Theorem 1] it was
proved that if G contains more than one edges, then ΠE(G) has no pure Nash
Equilibrium. For mixed NE, it was proved that:

Theorem 2 (Characterization of Mixed NE). [4] A mixed strategy profile
s is a Nash equilibrium for any Π(G) if and only if:
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1. Ds(ep) is an edge cover of G and Ds(vp) is a vertex cover of the graph
obtained by Ds(ep).

2. (a) Ps(Hit(v)) = Ps(Hit(u)) = minv Ps(Hit(v)), ∀ u, v ∈ Ds(vp) and (b)∑
e∈Ds(ep) Ps(ep, e) = 1.

3. (a) ms(e1) = ms(e2) = maxe ms(e), ∀ e1 = (u1, v1), e2 = (u2, v2) ∈ Ds(ep)
and (b)

∑
v∈V (Ds(ep)) ms(v) = ν.

Here, we provide a estimation on the payoffs of the vertex players in any Nash
equilibrium.

Lemma 1. For any ΠE(G), a mixed NE, s∗, satisfies ICi(s∗) = ICj(s∗) and
1− 2

|Ds∗ (vp)| ≤ ICi(s∗) ≤ 1− 1
|Ds∗ (vp)| , ∀i, j ∈ Nvp.

4.1 Mixed Nash Equilibria in Various Graphs

Regular, Polynomially Computable r-Factor and Two-Factor Graphs

Theorem 3. For any ΠE(G) for which G is an r-regular graph, a mixed NE can
be computed in constant time O(1).

Proof. Construct the following configuration sr on ΠE(G):

For any i ∈ Nvp, Psr (vpi, v) := 1
n , ∀v ∈ V (G) and then set, sr

j := sr
i ,

∀j �= i, j ∈ Nvp . Set Psr (ep, e) := 1
m , ∀e ∈ E.

(3)

Obviously, sr is a valid (fully) mixed strategy profile of ΠE(G). We prove that sr

is a mixed NE for ΠE(G). Recall that in any r-regular graph, m = r ·n/2. By eq.
(1) and the construction of sr, we get, for any v, u ∈ V (= Dsr (vpi)), i ∈ NV P

ICi(sr
−i, [v])=1− Ps(Hit(v)) = 1− |ENeigh(v)|

m
= 1− |ENeigh(u)|

m

= ICi(sr
−i, [u]) = 1− r

m
= 1− 2

n
. (4)

The above result combined with the fact that Dsr (vpi) = V = Si, concludes that
any vpi is satisfied in sr. Now consider the edge player; for any e = (u, v), e′ =
(u′, v′) ∈ E, by eq. (2) and the construction of sr, we get

ICep(sr
−ep, [e]) =

∑
i∈NV P

(Psr(vpi, v) + Psr (vpi, u)) =
∑

i∈NV P

(Psr(vpi, v
′) + Psr (vpi, u

′))

= ICep(sr
−ep, [e

′]) =
∑

i∈NV P

2 · 1
n

=
2ν
n

(5)

The above result combined with the fact that Dsr (ep) = E = Sep, concludes
that ep is also satisfied in sr and henceforth sr is a mixed NE of ΠE(G). It can
be easily seen that the time complexity of the assignment O(1). ��
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Corollary 2. For any ΠE(G) for which G is contains an r-regular factor sub-
graph, a mixed NE can be computed in polynomial time O(T (G)), where O(T (G))
is the time needed for the computation of Gr from G.

Proof. Compute an r-regular factor of G, Gr in polynomial time, denoted as
O(T (G)). Then apply the mixed strategy profile sr described in Theorem 3 on
the graph Gr. See [5] for a full proof. ��
Proposition 1. For any ΠE(G) for which G is a two-factor graph, a mixed NE
can be computed in polynomial time, O(T (G)), where O(T (G)) is the (polyno-
mial) time needed for the decomposition of G into vertex disjoint cycles.

Perfect Graphs

Theorem 4. For any ΠE(G) for which G has a perfect matching, a mixed NE
can be computed in polynomial time, O(

√
n ·m).

Proof. Compute a perfect matching M of G using a known such algorithm (e.g.
[6] and requiring time O(

√
n · m)). Construct the following configuration sp

on ΠE(G):

For any i ∈ Nvp, Psp(vpi, v) := 1
n , ∀v ∈ V (G) and set sp

j := sp
i ,

∀j �= i, j ∈ Nvp . Set Psp(ep, e) := 1
|M| , ∀e ∈ E.

(6)

Obviously, sp is a valid mixed strategy profile of ΠE. Note that |M | = n/2. We
first prove that any i ∈ Nvp is satisfied in sp. Note that each vertex of G is hit
by exactly one edge of Dsp(ep). Thus, by eq. (1), for any i ∈ Nvp, v, u ∈ V ,

ICi(s
p
−i, [v]) = 1− Psp(Hit(v)) = 1− Psp(Hit(u)) = ICi(s

p
−i, [u])

= 1− 1
|M | = 1− 2

|n|
The above result combined with the fact that Dsp(vpi) = V = Si concludes
that any vpi is satisfied in sp. Now, as it concerns the edge player, note that
ICep(s

p
−ep, [e]) depends only on the strategies of the vertex players in sp. Fur-

thermore, these strategies are the same as the strategies of the vertex players
on configuration sr of Theorem 3. Henceforth, using the same arguments as in
the theorem we conclude that the edge player is satisfied in sp. Since both kinds
of players are satisfied in sp, the profile is a mixed NE for ΠE. For the time
complexity of the assignment, see [5]. ��

Trees. In Figure 1 we present in pseudocode an algorithm, called Trees(ΠE(T )),
for computing mixed NE for trees graph instances. Note that in [4], a polynomial
time algorithm for finding NE in bipartite graphs is presented. Thus, the same
algorithm can apply for trees, since trees are bipartite graphs. However, that
algorithm computes a NE of ΠE(T ) in time O(n2.5/

√
logn), while the algorithm

presented here computes a NE in linear time O(n).



A Graph-Theoretic Network Security Game 977

Algorithm Trees(ΠE(T ))

1. Initialization: V C := ∅, EC := ∅, r := 1, Tr := T .
2. Repeat until Tr == ∅

(a) Find the leaves of the tree Tr, leaves(Tr).
(b) Set V C := V C ∪ leaves(Tr).
(c) For each v ∈ leaves(Tr) do:

If parentTr (v) �= ∅, then EC := EC ∪ {(v, parentTr (v)))},
else EC := EC ∪ {(v, u)}, for any u ∈ childrenT (v).

(d) Update tree: Tr+1 := Tr\leaves(Tr)\parents(leaves(Tr)). Set r := r + 1.
3. Define a configuration st with the following support:

For any i ∈ NV P , set Dst(vpi) := V C and Dst(ep) := EC. Then set Dst(vpj) :=
Dst(vpi), ∀ j �= i, j ∈ NV P .

4. Determine the probabilities distributions of players in st as follows:
ep : ∀ e ∈ Dst(ep), set Pst(ep, e) := 1/|EC|. Also, ∀ e′ ∈ E(T ), e′ /∈ Dst(ep), set
Pst(ep, e′) := 0.
For any vpi, i ∈ NV P : ∀ v ∈ Dst(vpi), set Pst(vpi, v) := 1

|V C| . Also, ∀ u /∈ Dst(vpi),
set Pst(vpi, u) := 0. Then set st

j = st
i , ∀ j �= i, j ∈ NV P .

Fig. 1. Algorithm Trees(ΠE(T ))

Lemma 2. Set V C, computed by Algorithm Trees(ΠE(T )), is an independent
set of T .

Lemma 3. Set EC is an edge cover of T and V C is a vertex cover of the graph
obtained by EC.

Lemma 4. For all v ∈ Dst(vp), mst(v) = ν
|Dst (vp)| . Also, for all v′ /∈ Dst(vp),

mst(v′) = 0.

Lemma 5. Each vertex of IS is incident to exactly one edge of EC.

Proof. By Lemma 3, for each v ∈ IS there exists at least one edge e ∈ EC
such that e = (v, u). Assume by contradiction that there exists another edge,
(v, u′) ∈ EC. But since by step 2 of the algorithm for each vertex added in IS
we add only one edge incident to it in EC, we get that it must be that u′ ∈ IS.
However, this contradicts to that IS is an independent set, proved in Lemma 2.

��
By Lemmas 3(EC is an edge cover of G) and 5, we can show that:

Lemma 6. For all v ∈ Dst(vp), Ps(Hit(v)) = 1
|Dst (ep)| . Also, for all v′ /∈

Dst(vp), Ps(Hit(v′)) ≥ 1
|Dst (ep)| .

Theorem 5. For any ΠE(T ), where T is a tree graph, algorithm Trees(ΠE(T ))
computes a mixed NE in polynomial time O(n).

Proof. Correctness: We prove the computed profile st satisfies all conditions of
Theorem 2, thus it is a mixed NE. 1.: By Lemma 3 . 2.: By Lemma 6. 3.(a): Note
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that, Dst(vp) is an independent set of G and also a vertex cover of Dst(vp), by
Lemmas 2, 3, respectively. Thus, by Lemma 4, for any e = (u, v) ∈ Dst(ep), we
have mst(e) = mst(v)+mst(u) = ν

|Dst (vp)|+0. 3.(b): Since V C is an independent
set of G, for any e = (u, v) ∈ E, e /∈ Dst(ep), mst(e) = mst(v) + mst(u) ≤

ν
|Dst (vp)| = mst(e′), where e′ ∈ EC.

Time Complexity: See [5]. ��

4.2 The Price of Anarchy

Lemma 7. For any ΠE(G) and an associated mixed NE s∗, the social cost
SC(ΠE(G), s∗) is upper and lower bounded as follows:

max
{

ν

|Ds∗(ep)| ,
ν

|V (Ds∗(vp))|
}
≤ SC(ΠE(G), s∗) ≤ Δ(Ds∗(ep)) · ν

|Ds∗(ep)| (7)

These bounds are tight.

Theorem 6. The Price of Anarchy for the Edge model is n
2 ≤ r(E) ≤ n.
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Abstract. Nash equilibria and dominant strategies are two of the major
approaches to deal with selfishness in an automated system (AS), where
each agent is a selfish entity.

In this paper, we consider the scenario when the receiver(s) and the
relay links are both selfish, which generalizes the previous scenario in
which either the relay links are selfish or the receivers are selfish. This
also advances all previous studying in routing by taking into account
the budget balance ratio. We prove that no mechanism can achieve bud-
get balance ratio greater than 1

n
when truthful revealing is a dominant

strategy for each of the relay links and receivers. Here, n is the number
of vertices in the network. In the meanwhile, we also present a mecha-
nism that achieves the budget balance ratio 1

n
and is truthful for both

the receivers and relay links, which closes the bounds. When we relax
the truthful revealing requirement to Nash Equilibrium for relay links,
we present a mechanism that achieves an asymptotically optimal budget
balance ratio.

1 Introduction

More and more research effort has been done to study the non-cooperative games
recently. Among various forms of games, the unicast/multicast routing game
[11, 4] and multicast cost sharing game [6, 2] have received a considerable amount
of attentions over the past few years due to its applications in the Internet.
However, both unicast/multicast routing game and multicast cost sharing game
are one folded: the unicast/multicast routing game does not treat the receivers
as selfish while the multicast cost sharing game does not treat the links as selfish.
In this paper, we study the scenario, which we called multicast system, in which
both the links and the receivers could be selfish.

In the first part, we study the α-stable multicast system that satisfies the
following main properties: (1) strategyproofness for both the links and receivers;
and (2) α-budget-balance. To illustrate our approaches, we first focus on the
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unicast system which is a special case of multicast system. We prove that if we
use the least cost path for unicast routing, then there does not exist an α-stable
unicast system such that α > 1

n , where n is the number of the nodes in the graph.
On the other side, we present an 1

n -stable unicast system, and further extend
this idea to construct an 1

r·n -stable multicast system where r is the number of
receivers in a multicast game.

In the second part, we relax the dominant strategy requirement to Nash Equi-
librium for the links and study the performance of the Nash Equilibria for a mul-
ticast system. Again, we first study the unicast scenario and propose a unicast
system that achieves 1

2 -budget-balance factor under any Nash Equilibrium. We
then extend this to the multicast game which results in a multicast system with
budget balance factor 1

2r under any Nash Equilibrium for the links.

2 Technical Preliminaries

2.1 Mechanism Design

A standard model for mechanism design is as follows. There are n agents 1, . . . , n.
Each agent i has some private information ti, called its type, only known to it-
self. The agent’ types define the type vector t = (t1, t2, . . . , tn). Each agent i has
a set of strategies Ai from which it can choose. For each strategy vector a =
(a1, . . . , an) where agent i plays strategy ai ∈ Ai, the mechanism M = (O,P)
computes an output o = O(a) and a payment vector P(a) = (P1(a), . . . ,Pn(a)).
A valuation function v(t, o) assigns a monetary amount to agent i for each pos-
sible output o and t. Let ui(t, o) denote the utility of agent i at the output o
and type vector t. Here, following a common assumption in the literature, we
assume the utility for agent i is quasi-linear, i.e., ui(t, o) = v(t, o) + Pi(a). Let
a|ib denote that every agent j, except i, plays strategy aj , and agent i plays the
strategy b. Let a−i denote the strategies played by all agents other than i.

A strategy vector a� is a Nash Equilibrium if it maximizes the utility of
each agent i when the strategies of all the other agents are fixed as a�

−i, i.e.,
ui(t,O(a�)) ≥ ui(t,O(a�

−i|ia′i)) for all i and all a′i �= a�
i . A strategy ai is called

a dominant strategy for agent i if it maximizes agent i’s utility for all possible
strategies of the other agents. If a is a dominant strategy vector for agents, then
a is also a Nash Equilibrium.

A direct-revelation mechanism is a mechanism in which the only actions avail-
able to each agent are to report its private type. A direct-revelation mechanism is
incentive compatible (IC) if reporting valuation truthfully is a dominant strategy.
A direct-revelation mechanism satisfies individual rationality (IR) if the agent’s
utility of participating in the output of the mechanism is at least its utility if it
did not participate the game at all. A direct-revelation mechanism is truthful or
strategyproof if it satisfies both IC and IR properties.

A binary demand game is a game G such that (1) the range of the output
method O is {0, 1}n; (2) the valuation of the agents are not correlated. Binary
demand game has been studied extensively [5, 1, 7, 4] and the type ti of agent i
could be expressed as the cost ci in many applications. Here, if agent i provides
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a certain service, then its cost ci ≥ 0; if agent i requires a certain service,
then its cost ci ≤ 0. It is generally known that [5, 1, 7, 4] if a mechanism M is
strategyproof, then O should satisfy a certain monotonicity property: for every
agent i, if it is selected when it has a cost ci, then it is still selected when it
has a cost c′i < ci. If Oi(c) = 0, we require that Pi(c) = 0, which is known
as normalization. If O is monotonic and the payment scheme is normalized,
then the only strategyproof mechanism based on O is to pay κi(c) to agent i
if it is selected and 0 otherwise, where κi(c) is the threshold cost of i being
selected.

2.2 Multicast Payment Sharing Mechanism

In this paper, we model a network by a link weighted graph G = (V,E, c), where
V is the set of all nodes and c is the cost vector of the set E of links. For a multi-
cast session, let Q denote the set of all receivers. In game theoretical networking
literatures, usually there are two models for the multicast cost/payment sharing.

Axiom Model (AM). All receivers must receive the service, or equivalently,
each receiver has an infinity valuation [3]. In this model, we are interested in a
sharing method ξ that computes how much each receiver should pay when the
receiver set is R and cost vector is c.

Valuation Model (VM). There is a set Q = {q1, q2, · · · , qr} of r possible
receivers. Each receiver qi ∈ Q has a valuation ηi for receiving the service.
Let η = (η1, η2, . . . , ηr) be the valuation vector and ηR be the valuation vector
of a subset R ⊆ Q of receivers. In this model, we are interested in a sharing
mechanism S consisting of a selection scheme σ(η, c) and a sharing method
ξ(η, c). Here σi(η, c) = 1 (or 0) denotes that receiver i receives (or does not
receive) the service, and ξi(η, c) computes how much the receiver qi should pay
for the multicast service. Let P(η, c) be the total payment for providing the
service to the receiver set. For the notational consistency, we denote the sharing
method and total payment under AM as ξ(η=∞

R , c) and P(η=∞
R , c), where η=∞

R

denotes a valuation vector where each individual valuation is infinity. The utility
of a receiver i is denoted as ui(η, c).

In the valuation model, a receiver who is willing to receive the service is
not guaranteed to receive the service. For notational simplicity, we abuse the
notations by letting σ(η, c) be the set of actual receivers decided by the selection
method σ. Under the Valuation Model, we need to find a sharing mechanism that
is fair according to the following criteria.
1. Budget Balance (BB): For the receiver set R = σ(η, c), P(η, c) =∑

qi∈Q ξi(η, c). If α·P(η, c) ≤∑
i∈R ξi(η, c) ≤ P(η, c), for some given param-

eter 0 < α ≤ 1, then S = (σ, ξ) is called α-budget-balance. If budget balance
is not achievable, then a sharing scheme S may need to be α-budget-balance.

2. No Positive Transfer (NPT): Any receiver qi’s sharing should not be
negative. In other words, we don’t pay the receiver to receive.

3. Free Leaving (FR): The potential receivers who do not receive the service
should not pay anything, i.e., if σi(η, c) = 0, then ξi(η, c) = 0.
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4. Consumer Sovereignty (CS): For any receiver qi, if ηi is sufficiently large,
then qi is guaranteed to be an actual receiver. In other words, fix any η−i,
there must exist a valuation x for qi such that ∀y ≥ x, σi((y, η−i), c) = 1.

5. Group-Strategyproof (GS): Assume that η is the valuation vector and
η′ �= η. If ui(η′, c) ≥ ui(η, c) for each qi ∈ η, then ui(η′, c) = ui(η, c).

A sharing mechanism S that is α-budget-balance and satisfies the remaining
criteria (i.e., NPT, FR, CS, GS) is α-fair. It is generally known that if a sharing
method ξ satisfies cross-monotonicity and NPT under Axiom Model, one can
explicitly construct a fair sharing mechanism S̃ = (σ̃, ξ̃) as shown in [6, 2].

2.3 Problem Statement

Assume there is a graph G = (V,E), where V = {v1, v2, . . . , vn} and E =
{e1, e2, . . . , em}. Let c be the cost vector of the links, i.e., c(ei) = ci and c =
(c1, c2, . . . , cm). Given a source s and a set of receiver Q, multicast first chooses
a receiver set R ⊆ Q, and then constructs a tree rooted at s that spans the
receivers set R. In this paper, we focus on the least cost path tree (LCPT),
which is the union of the least cost paths from the source to each receiver,
due to the reason that LCPT is most widely used in practice. Let LCPT(R, c)
be the LCPT when the cost vector is c and the actual receiver set is R. We
are interested in a multicast system Ψ = (M,S) consisting of a mechanism
M = (O,P) and a sharing scheme S = (σ, ξ). A multicast system Ψ = (M,S) is
α-stable if it satisfies that (1)M is strategyproof (2) S = (σ, ξ) is α-fair for some
α. For any Nash Equilibrium (NE) b̃ for links, if α · P(η, b̃) ≤∑

qi∈Q ξi(η, b̃) ≤
P(η, b̃), for some given parameter α ≤ 1, then S = (σ, ξ) is α-NE-budget-
balance. Comparing with definition of α-budget-balance, we replace the actual
cost vector c with any NE b̃ for the links. Similarly, we have the definition Nash
Equilibrium Consumer Sovereignty (NE-CS).

A sharing scheme S is NE-strategyproof if ηi − ξi(η, b̃) ≥ η′i − ξi(η|iη′i, b̃′) for
any receiver i, any valuation η′i = ηi, and any NE b̃ for the links under η and
any NE b̃′ for the links under η|iη′i. In other words, receiver qi can not increase
its utility by falsely declaring its valuation to affect the NE of the links under
any circumstance. S is α-NE-fair if it is NE-strategyproof and satisfies NE-CS,
NPT and FR. A multicast system Ψ = (M,S) is α-NE-stable if it satisfies that
(1) there exists a NE for the links; (2) S is α-NE-fair under any NE b̃. If there
is only one receiver, which we assume to be q1, then it is a unicast system, which
is a special case of multicast system.

Following we present some notations that are used in this paper.

Notations: The path with the lowest cost between two odes s and t is denoted
as LCP(s, t, c), and its cost is dented as |LCP(s, t, c)|. Given a simple path P
in the graph G with cost vector c, the sum of the cost of links on path P is
denoted as |P(c)|. For a simple path P = vi � vj , if LCP(s, t, c)

⋂
P = {vi, vj},

then P is called a bridge over LCP(s, t, c). This bridge P covers link ek if
ek ∈ LCP(vi, vj , c). Given a link ei ∈ LCP(s, t, c), the path with the minimum



Nash Equilibria and Dominant Strategies in Routing 983

cost that covers ei is denoted as Bmin(ei, c). We call the bridge Bmm(s, t, c) =
maxei∈LCP(s,t,c) Bmin(ei, c) the max-min cover of the path LCP(s, t, c).

A bridge set B is a bridge cover for LCP(s, t, c), if for every link ei ∈
LCP(s, t, c), there exists a bridge B ∈ B such that ei ∈ LCP(vs(B), vt(B), c).
The weight of a bridge cover B(s, t, c) is defined as |B(s, t, c)| =

∑
B∈B(s,t,c)∑

ei∈B ci. Notice that a link may be counted multiple times here. A bridge cover
B is a minimal bridge cover (MBC), if for each bridge B ∈ B, B − B is not a
bridge cover. A bridge cover is a least bridge cover (LB), denoted by LB(s, t, c),
if it has the smallest weight among all bridge covers that cover LCP(s, t, c).

3 Dominant Strategies and Multicast Systems

In this section, we study how to design a multicast system that is α-stable with
large α. We present some results on both the negative and positive sides.

3.1 α-Stable Unicast System

Unicast routing [9] may be one of the introductory problems that bring algorithm
mechanism design to the attention of the computer scientists. Fortunately, the
unicast routing problem is solved by using the celebrated VCG mechanism in the
seminal paper [9] by Nisan and Ronen. However, one important question that
has not been addressed in any previous literatures is who is going to pay the
payments to the agents. By assuming that the unicast routing is receiver-driving,
the very naive way is that the receiver should pay the payment.

We use PUVCG to denote the VCG payment for unicast under AM. The pay-
ment to a link ek ∈ LCP(s, q1, c) according to VCG mechanism is PUVCG

k (η=∞
1 , c)

= |LCP(s, q1, c|k∞)| − |LCP(s, q1, c|k0)|. The payment to link that is not on the
LCP is 0. Simply applying the sharing scheme S̃ obtains the unicast system
ΨV CG as follows: first computing P

UVCG(η=∞
1 ,d), q1 is charged P

UVCG(η=∞
1 ,d)

and receives the service if η1 ≥ P
UVCG(η=∞

1 ,d); q1 is charged 0 and does not
receive the service otherwise. Each link receives its VCG payment if q1 receives
the service and 0 otherwise. Regarding the unicast system ΨVCG, we have:

Theorem 1. For unicast system ΨVCG = (MVCG,SVCG), SVCG is fair. However,
MVCG is not strategyproof.

Proof. Obviously, SVCG is fair. We then show that MVCG is not strategyproof by
giving a counter example in Figure 1. Consider the graph in Figure 1 in which
ci = 1 for 1 ≤ i ≤ k, ck+1 = a ·k and the valuation for receiver q1 is a ·k+1. The
VCG payment to link ei is a · k − k + 1 for 1 ≤ i ≤ k and the total payment to
all links is k(a ·k−k+1). Thus, if every link ei reveals its true cost, the receiver
will reject the service. Consequently, every link receives payment 0 and has a
utility 0. Consider the scenario when link e1 reports its cost as a · k+ 1− ε for a
small positive ε. The total payment to all links is a · k + 1 when ε = 1

k−1 . Then,
receiver q1 accepts the service and pay a · k+ 1. Consequently, link e1 receives a
payment k + 1, and its utility is k. This violates the IC property. Thus, MVCG

is not strategyproof.
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e1 e2 ek−1 ek

ek+1

s t

Fig. 1. MVCG is not strategyproof: link e1 can lie to increase its utility

If we take both the links and the receiver q1 into account as agents, then the
unicast system is still a binary demand game. Thus, we have the following lemma
which is a simple application of the binary demand game [5, 1, 7, 4].

Lemma 1. If Ψ = (M,S) is a unicast system that is α-stable, then

1. There exists a function ζ(c) such that (a) σ1(η1, c) = 1 if and only if η1 ≥
ζ(c), (b) ξ1(η1, c) = ζ(c) when σ1(η1, c) = 1,

2. If cj < c′j < PUVCG
j (q1, c), then ζ(c) ≤ ζ(c|jc′j).

The proof of this lemma is omitted due to space limit. Based on Lemma 1, the
following theorem reveals a negative result of α-stable unicast system.

Theorem 2. If Ψ = (M,S) is an α-stable unicast system, then α ≤ 1
n .

Proof. We prove it by presenting an example graph in Figure 1. Consider the
cost vector c(1) = c|1(ak − k + 1 − ε). From Lemma 1, the sharing by q1 is
ξ1(η1, c) = ζ(c) and

ζ(c) ≤ ζ(c(1)) (1)

Recall that for any valuation η1 ≥ ζ(c(1)), σ1(η1, c(1)) = 1, i.e., the LCP be-
tween LCP(s, q1, c(1)) is selected. Since mechanism M is strategyproof, the pay-
ment to link ei is a threshold value [4] κi(η1, c

(1)
−i ) which does not depend on

ci. Now we prove by contradiction that κi(η1, c
(1)
−i ) ≤ PUVCG

i (η=∞
1 , c(1)). For the

sake of contradiction, assume that κi(η1, c
(1)
−i ) > PUVCG

i (η=∞
1 , c(1)). Recall that

PUVCG
i (η=∞

1 , c(1)) = |LCP(s, q1, c(1)|i∞)| − |LCP(s, q1, c(1)|i0)|. However, when
we set the cost of ei as ĉi = |LCP(s, q1, c(1)|i∞)| − |LCP(s, q1, c(1)|i0)|+ δ for a
sufficiently small positive value δ < κi(η1, c

(1)
−i )−PUVCG

i (η=∞
1 , c(1)), ei is still on

path LCP(s, q1, c(1)), which is a contradiction. Thus, for graph shown in Figure 1,
κi(η1, c

(1)
−i ) ≤ 1+ε for 2 ≤ i ≤ k and κ1(η1, c

(1)
−1) = a·k−k+1. Since Ψ is a binary

demand game, Pi(η1, c
(1)) = κi(η1, c

(1)
−i ). Thus, the total payment to all links is

P(η1, c(1)) =
∑

ei
Pi(η1, c(1)) ≤ a · k− k+ 1 + (k− 1) · (1 + ε) = a · k+ (k− 1) · ε.

Recall that S is α-budget-balance, then ζ(c(1)) ≤ P(η1, c(1)) ≤ a · k + (k− 1) · ε.
By combining Inequality (1) and the above inequality, we have ζ(c) ≤ ζ(c(1)) ≤
a · k + (k − 1) · ε. Similarly, let cost vector c(i) be c|i(a · k + 1− ε) for 1 ≤ i ≤ k.
Let χ be a large positive number such that χ ≥ max1≤i≤k ξ(c(i)). Consider the
cost vector c and receiver valuation χ, we argue that κi(χ, c−i) ≥ ak− k+ 1− ε
for any 1 ≤ i ≤ k. Considering any link ei, 1 ≤ i ≤ k, if it reports its cost
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as ak − k + 1 − ε, then the cost vector is c(i). From the way we choose the
valuation χ, the receiver q1 will receive the service. Thus, ei is also selected.
From IR, κi(χ, c−i) = Pj(χ, c) = Pj(χ, c(i)) ≥ ak − k + 1 − ε. Therefore,
P(χ, c) =

∑
ei
Pi(χ, c) ≥ k · (ak − k + 1− ε). This obtains that

α ≤ ζ(c)
P(χ, c)

≤ ak + (k − 1) · ε
k · (ak − k + 1− ε)

.

Let ε→ 0, a→∞ and k = n, then α ≤ 1
n . This finishes our proof.

Theorem 2 gives an upper bound for α for any α-stable unicast system Ψ. It
is not difficult to observe that even the receiver q1 is cooperative, Theorem 2
still holds. Following we present an 1

n -stable unicast system that is based on the
max-min cover of the LCP.

Algorithm 1. An 1
n -stable unicast system ΨDU = (MDU,SDU)

1: Compute LCP(s, q1,d), and set φ = ω(Bmm(s, t,d),d).
2: if η1 ≥ φ then
3: Each link ek ∈ LCP(s, q1,d) is selected and receives a payment PUVCG

k (η=∞
1 , c);

all other links are not selected and get a payment 0.
4: Receiver q1 is granted the service and charged φ.
5: else
6: All links are not selected and each link receives a payment 0.
7: Receiver is not granted the service and is charged 0.

Theorem 3. Unicast system ΨDU = (MDU,SDU) is 1
n -stable.

The proof is omitted here due to space limit. Theorem 3 closes the gap between
the upper and lower bound by presenting a tight bound 1

n for the budget balance
factor α for unicast.

3.2 Multicast System

In Section 3.1, we consider how to construct a unicast system Ψ = (M,S) such
that M is strategyproof and S is α-budget-balance with a large budge balance
factor α. In this section, we discuss how to construct a multicast system. Un-
der Axiom Model, Wang et al. [11] gave a strategyproof multicast mechanism
MLCPT = (OLCPT,PLCPT). For a link ek ∈ LCPT(R, c), they compute an inter-
mediate payment PUVCG

k (η=∞
i , c) = |LCP(s, qi, c|k∞)| − |LCP(s, qi, c|k0)| to link

ek based on each downstream receiver qi of ek on the LCPT tree. The final pay-
ment to a link ek ∈ LCPT(R, c) is PLCPT

i (η=∞
R , c) = maxqj∈R PUVCG

i (η=∞
j , c),

where η=∞
R is the valuation vector such that ηi = ∞ if qi ∈ R and 0 otherwise.

They also present a payment sharing scheme based on MLCPT that is reasonable
[10]. By generalizing the unicast system ΨDU, we present a multicast system ΨDM

(illustrated in Algorithm 2) based on the tree LCPT. Here, DM stands for the
multicast system with dominant strategy requirement for the links.
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Algorithm 2. Multicast system ΨDM = (MDM,SDM) based on tree LCPT

1: Compute path LCP(s, qj ,d) and set φj = ω(Bmm(s,qj ,d),d)
r

for every qj ∈ Q.
2: Set ODM

i (η,d) = 0 and PDM
i (η,d) = 0 for each link ei �∈ LCP(s, qj ,d).

3: for each receiver qj do
4: if ηj ≥ φj then
5: Receiver qj is granted the service and charged ξDM

j (η,d), set R = R ∪ qj .
6: else
7: Receiver qj is not granted the service and is charged 0.
8: Set ODM

i (η,d) = 1 and PDM
i (η,d) = PLCPT

i (η=∞
R ,d) for each link ei ∈ LCPT(R,d).

Theorem 4. The multicast system ΨDM = (MDM,SDM) is 1
r·n -stable, where r

is the number of receivers.

The proof of this theorem is omitted here. Recall that the unicast system is a
special case of multicast system. Thus, for any multicast system Ψ = (M,S) that
is α-stable, the budget balance factor is at most 1

n . In this section, we propose a
multicast system ΨDM that achieves a budge balance factor 1

r·n . It is of interests
to find some multicast system Ψ = (M,S) that achieves a larger budget balance
factor while M is strategyproof and S is α-fair. Our conjecture is that the upper
bound of α is also Θ( 1

rn ).

4 Nash Equilibrium and Multicast Systems

In light of the inefficiency of the multicast/unicast mechanism that is strate-
gyproof for both links and receivers, it is natural to relax the dominant strategy
to a weaker requirement – Nash Equilibrium. In this section, we study how to
design multicast/unicast system that is α-NE-stable with a small additive ε.

4.1 Unicast Auction in Axiom Model

In this section, we disregard the receiver valuation and show how to design a
mechanism that can induce some Nash Equilibria for links that can pay com-
parably smaller than the strategyproof mechanism does. Notice that, in [8],
Immorlica et al. showed that if we simply pay whatever the link reports, which
is known as the first price auction, there does not exist Nash Equilibrium. Due
to the non-existence of the Nash Equilibrium, they propose a modified first price
auction that can achieve ε-Nash Equilibrium with a small additive value. With
further modification of the auction rules, we obtain a unicast auction that in-
duces efficient Nash Equilibria. The high level idea of our unicast auction is as
follows. We require the agents to bid two bids instead of one: the first bid vector
b is used to find the LCP, the second bid vector b′ is used to determine the
payment. In the meanwhile, we also give a small ”bonus” to all links such that
each link ei gets the maximum bonus when it reports its true cost, i.e., bi = ci.

Algorithm 3 sends the data along LCP(s, q1,b) and broadcasts something to
the network with a probability ρ. Following theorem (its proof is omitted here)
reveals the existence and several properties of Nash Equilibria.
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Algorithm 3. FPA Mechanism MAUC = (OAUC,PAUC)
1: for each link ei ∈ G do
2: Set PAUC

i (η=∞
1 , b) = fi(s, q1,b), where fi(s, q1,b) = τ ·

bu · (n · bu − ej∈G−ei
bj) − h2

i
2 . Here, bu is the maximum cost any

link can declare.
3: Every link sends a unit size dummy packet and PAUC

i (η=∞
1 , b) for every link ei ∈ G

ρ = τ · (n · bu −
ei∈G

bi).

4: Compute the unique path LCP(s, q1,b′) by applying certain fixed tie-breaking rule
consistently.

5: for each link ei do
6: if ei ∈ LCP(s, q1, b′) then
7: Set OAUC

i (η=∞
1 ,b) = 1 and PAUC

i (η=∞
1 ,b) = b′

i.
8: else
9: Set PAUC

i (η=∞
1 ,b) = AUC

i (η=∞
1 ,b) − γ · (bi − b′

i)
2.

Theorem 5. There exists NE for FPA mechanism MAUC and for any NE b̃ =
〈b,b′〉 we have (1) b = c; (2) LCP(s, q1, c) = LCP(s, q1,b′); (3) For any ei ∈
LCP(s, q1, c), |LCP(s, q1,b′)| = |LCP(s, q1,b′|i∞)|.
Theorem 6. Assume that b̃ = 〈b,b′〉 is a NE of MAUC and ε is a fixed
positive value, then by properly setting the parameter τ , |LB(s, q1, c)| + ε >

P
AUC(η=∞

1 , b̃) ≥ |LB(s,q1,c)|
2 . Moreover, the inequalities are tight.

4.2 Unicast and Multicast System in Valuation Model

Based on the Auction Mechanism ΨAUC, we design a unicast system that is 1
2 -

NE-stable with small additive ε as follows: (1) Execute Line 1− 2 in Algorithm
3; (2) Compute LB(s, q1,b), and set φ = |LB(s,q1,b)|

2 ; (3) If φ ≤ η1 then set
σAU

1 (η1, b̃) = 1 and ξAU
1 (η1, b̃) = φ. Every relay link on LCP is selected and

receives an extra payment b′i. (4) Set PAU
i (η1, b̃) = PAU

i (η1, b̃)− γ · (b′i − bi)2 for
each link ei �∈ LCP(s, q1,b′).

Theorem 7. The unicast system ΨAU = (MAU,SAU) has Nash Equilibria for
links, and ΨAU is 1

2 -NE-stable with ε additive, for any given ε.

With the unicast system ΨAUC, we can simply extend the unicast system to a
multicast system by treating each receiver as a separate receiver and applying
the similar process as in the unicast system ΨAU. Notice that the bid vector
is b̃ = (b,b(1)′,b(2)′, . . . ,b(r)′). The details are omitted here due to the space
limit. For more details, please refer [12].

5 Conclusion

In this paper, we study the multicast system in networks consisting of selfish,
non-cooperative relay links and receivers. We first prove that no unicast system
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can achieve α-stable when α > 1
n . We then present a unicast system that is 1

n -
stable, which closes the bounds of the budget balance factor. We extend this idea
to a multicast system that is 1

rn -stable where r is the number of the receivers.
We also consider how to relax the strategyproofness requirement for the links
and propose the FPA mechanism in Axiom Model that provably reduces the
inevitable overpayment by achieving Nash equilibrium for the relay links. Based
on the FPA mechanism, we propose a unicast system and a multicast system
that are 1

2 -NE-stable with ε additive and 1
2r -NE-stable with ε respectively.
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Abstract. In this survey we present some recent advances in the lit-
erature of atomic (mainly network) congestion games. The algorithmic
questions that we are interested in have to do with the existence of pure
Nash equilibria, the efficiency of their construction when they exist, as
well as the gap of the best/worst (mixed in general) Nash equilibria from
the social optima in such games, typically called the Price of Anarchy
and the Price of Stability respectively.

1 Introduction

Consider a model where selfish individuals (henceforth called players) in a com-
munication network having varying service demands compete for some shared
resources. The quality of service provided by a resource decreases with its con-
gestion, ie, the amount of demands of the players willing to be served by it. Each
player may reveal his actual, unique choice of a subset of resources that satis-
fies his service demand, or he may reveal a probability distribution for choosing
(independently of other players’ choices) one of the possible (satisfactory for
him) subsets of resources. The players determine their actual behavior based on
other players’ behaviors, but they do not cooperate. We are interested in situ-
ations where the players have reached some kind of an equilibrium state. The
most popular notion of equilibrium in non-cooperative game theory is the Nash
equilibrium: a “stable point” among the players, from which no player is willing
to deviate unilaterally. In [18], the notion of the coordination ratio or price of
anarchy was introduced as a means for measuring the performance degradation
due to lack of players’ coordination when sharing common goods. A more recent
measure of performance is the price of stability [1], capturing the gap between
the best possible Nash equilibrium and the globally optimal solution. This mea-
sure is crucial for the network designer’s perspective, who would like to propose
(rather than let the players end up in) a Nash equilibrium (from which no player
would like to defect unilaterally) that is as close to the optimum as possible.

A realistic scenario for the above model is when unsplittable traffic demands
are routed selfishly in general networks with load-dependent edge delays. When
� This work is partially supported by the EU within 6th FP under contract 001907

(DELIS).
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the underlying network consists of two nodes and parallel links between them,
there has been an extensive study on the existence and computability of equilib-
ria, as well as on the price of anarchy. In this survey we study the recent advances
in the more general case of arbitrary congestion games. When the players have
identical traffic demands, the congestion game is indeed isomorphic to an exact
potential game ([24], see also Theorem 1 of this survey) and thus always pos-
sesses a pure Nash equilibrium, ie, an equilibrium where each player adopts a
pure strategy. We shall see that varying demands of the players crucially affect
the nature of these games, which are no longer isomorphic to exact potential
games. We also present some results in a variant of congestion games, where the
players’ payoffs are not resource-dependent (as is typically the case in congestion
games) but player–specific.

Roadmap. In Section 2 we formally define the congestion games and their vari-
ants considered in this survey. We also give some game-theoretic definitions. In
Section 3 we present most of the related work in the literature, before present-
ing in detail some of the most significant advances in the area. In Section 4 we
present some of the most important results concerning unweighted congestion
games and their connection to the potential games. In Section 5 we study some
complexity issues of unweighted congestion games. In Section 6 we present Milch-
taich’s extension of congestion games to allow player–specific payoffs, whereas in
Section 5.2 we study some existence and computability issues of PNE in weighted
congestion games. Finally, in Section 7 we study the price of anarchy of weighted
congestion games. We close this survey with some concluding remarks and un-
resolved questions.

2 The Model

Consider having a set of resources E in a system. For each e ∈ E, let de(·) be the
delay per player that requests his service, as a function of the total usage (ie, the
congestion) of this resource by all the players. Each such function is considered
to be non-decreasing in the total usage of the corresponding resource. Each
resource may be represented by a pair of points: an entry point to the resource
and an exit point from it. So, we represent each resource by an arc from its
entry point to its exit point and we associate with this arc the charging cost
(eg, the delay as a function of the load of this resource) that each player has to
pay if he is served by this resource. The entry/exit points of the resources need
not be unique; they may coincide in order to express the possibility of offering
a joint service to players, that consists of a sequence of resources. We denote by
V the set of all entry/exit points of the resources in the system. Any nonempty
collection of resources corresponding to a directed path in G ≡ (V,E) comprises
an action in the system.

Let N ≡ [n]1 be the set of players, each willing to adopt some action in the
system. ∀i ∈ N , let wi denote player i’s traffic demand (eg, the flow rate from
1 ∀k ∈ N, [k] ≡ {1, 2, . . . , k}.
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a source node to a destination node), while P i ≡ {ai
1, . . . , a

i
mi
} ⊆ 2E \ ∅ (for

some mi � 2) is the collection of actions, any of which would satisfy player
i (eg, alternative routes from a source to a destination node, if G represents a
communication network). The collection P i is called the action set of player i and
each of its elements contains at least one resource. Any n−tuple $ ∈ P ≡ ×n

i=1P i

is a pure strategies profile, or a configuration of the players. Any real vector
p = (p1,p2, . . . ,pn) s.t. ∀i ∈ N, pi ∈ Δ(P i) ≡ {z ∈ [0, 1]mi :

∑mi

k=1 zk = 1} is
a probability distribution over the set of allowable actions for player i, is called
a mixed strategies profile for the n players.

A congestion model
(
(P i)i∈N , (de)e∈E

)
typically deals with players of iden-

tical demands, and thus the resource delay functions depend only on the num-
ber of players adopting each action ([8, 24, 25]). In the more general case, ie,
a weighted congestion model is the tuple ((wi)i∈N , (P i)i∈N , (de)e∈E). That
is, we allow the players to have different (but fixed) demands for service (de-
noted by their weights) from the whole system, and thus affect the resource
delay functions in a different way, depending on their own weights. We denote
by Wtot ≡

∑
i∈N wi and wmax ≡ maxi∈N{wi}.

The weighted congestion game (WCG in short) Γ ≡(
N,E, (wi)i∈N , (P i)i∈N , (de)e∈E

)
associated with this model, is the game

in strategic form with the set of players N and players’ demands (wi)i∈N , the
set of shared resources E, the action sets (P i)i∈N and players’ cost functions
(λi

�i)i∈N,�i∈Pi defined as follows: For any configuration $ ∈ P and ∀e ∈ E,
let Λe($) = {i ∈ N : e ∈ $i} be the set of players wishing to exploit resource
e according to $ (called the view of resource e wrt configuration $). We also
denote by xe($) ≡ |Λe($)| the number of players using resource e wrt $,
whereas θe($) ≡ ∑

i∈Λe(�) wi is the load of e wrt to $. The cost λi($) of
player i for adopting strategy $i ∈ P i in a given configuration $ is equal
to the cumulative delay λ�i($) of all the resources comprising this action:

λi($) = λ�i($) =
∑

e∈�i

de(θe($)) . (1)

On the other hand, for a mixed strategies profile p, the (expected) cost of
player i for adopting strategy $i ∈ P i wrt p is

λi
�i(p) =

∑
�−i∈P−i

P (p−i, $−i) ·
∑
e∈�i

de

(
θe($−i ⊕$i)

)
(2)

where, $−i ∈ P−i ≡ ×j �=iPj is a configuration of all the players except for
i, p−i ∈ ×j �=iΔ(Pj) is the mixed strategies profile of all players except for i,
$−i ⊕ a is the new configuration with i definitely choosing the action a ∈ P i,
and P (p−i, $−i) ≡ ∏

j �=i p
j
�j is the occurrence probability of $−i according

to p−i.
A WCG in which all players have identical traffic demands is called un-

weighted congestion game (UCG). A WCG in which all players are in-
distinguishable (ie, they have the traffic demands and the same action set),
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is called symmetric. When each player’s action set P i consists of sets of re-
sources that comprise (simple) paths between a unique origin-destination pair
of nodes (si, ti) in (V,E), we refer to a (multi–commodity) network con-
gestion game (NCG). If additionally all origin-destination pairs of the players
coincide with a unique pair (s, t) we have a single–commodity NCG and
then all players share exactly the same action set. Observe that in general a
single–commodity NCG is not necessarily symmetric because the players may
have different demands and thus their cost functions will also differ.

Dealing with Selfish behavior. Fix an arbitrary (mixed in general) strategies
profile p for a WCG

(
N,E, (wi)i∈N , (P i)i∈N , (de)e∈E

)
. We say that p is a Nash

Equilibrium (NE) if and only if ∀i ∈ N, ∀α, β ∈ P i, pi
α > 0 ⇒ λi

α(p) �
λi

β(p) . A configuration $ ∈ P is a Pure Nash Equilibrium (PNE) if and
only if ∀i ∈ N, ∀α ∈ P i, λi($) = λ�i($) � λα($−i ⊕ α) = λi($−i ⊕ α) . The
social cost SC(p) in this WCG is SC(p) =

∑
�∈P P (p, $) ·maxi∈N{λ�i($)}

where P (p, $) ≡ ∏n
i=1 p

i
�i is the probability of configuration $ occurring, wrt

the mixed strategies profile p. The social optimum of this game is defined as
OPT = min�∈P {maxi∈N [λ�i($)]} . The price of anarchy (PoA in short) for
this game is then defined as R = maxp is a NE

{
SC(p)
OPT

}
.

Potential Games. Fix an arbitrary game in strategic form Γ =(
N, (P i)i∈N , (U i)i∈N

)
and some vector b ∈ R

n
>0. A function Φ : P →

R is called an ordinal potential for Γ , if ∀$ ∈ P , ∀i ∈ N, ∀α ∈
P i, sign

[
λi($)− λi($−i ⊕ α)

]
= sign

[
Φ($)− Φ($−i ⊕ α)

]
. It is a b-

potential for Γ , if ∀$ ∈ P , ∀i ∈ N, ∀α ∈ P i, λi($) − λi($−i ⊕ α) =
bi · [Φ($)− Φ($−i ⊕ α)]. It is an exact potential for Γ , if it is a 1−potential.

Configuration Paths and Discrete Dynamics Graph. For a WCG Γ =(
N,E, (wi)i∈N , (P i)i∈N , (de)e∈E

)
, a path in P is a sequence of configurations

γ = ($(0), $(1), . . . , $(k)) s.t. ∀j ∈ [k], $(j) = ($(j − 1))−i ⊕ πi, for some
i ∈ N and πi ∈ P i. γ is a closed path if $(0) = $(k). It is a simple path
if no configuration is contained in it more than once. γ is an improvement
path wrt Γ , if ∀j ∈ [k], λij ($(j)) < λij ($(j− 1)) where ij is the unique player
differing in his strategy between $(j) and $(j−1). That is, the unique defector
of the jth move in γ is actually willing to make this move because it improves his
own cost. The Nash Dynamics Graph of Γ is a directed graph whose vertices
are configurations and there is an arc from a configuration $ to a configuration
$−i ⊕ α for some α ∈ P i if and only if λi($) > λi($−i ⊕ α). The set of best
replies of a player i against a configuration $−i ∈ P−i is defined as BRi($−i) =
argmaxα∈Pi{λi($−i ⊕ α)}. Similarly, the set of best replies against a mixed
profile p−i is BRi(p−i) = arg maxα∈Pi{λi

α(p−i⊕α)}. A path γ is a best–reply
improvement path if each defector jumps to a best–reply pure strategy. The
Best Response Dynamics Graph is a directed graph whose vertices are
configurations and there is an arc from a configuration $ to a configuration
$−i ⊕ α for some α ∈ P i \ {$i} if and only if α ∈ BRi($−i) and $i /∈
BRi($−i). A (finite) strategic game Γ possesses the Finite Improvement
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Property (FIP) if any improvement path of Γ has finite length. Γ possesses
the Finite Best Reply Property (FBRP) if every best–reply improvement
path is of finite length.

Isomorphism of Strategic Games. Two strategic games Γ =(
N, (P i)i∈N , (U i)i∈N

)
and Γ̃ =

(
N, (P̃ i)i∈N , (Ũ i)i∈N

)
are isomorphic if there

exist bijections g : P !→ P̃ and g̃ : P̃ !→ P such that ∀$ ∈ P , ∀i ∈ N ,
U i($) = Ũ i(g($)) and ∀$̃ ∈ P̃ , ∀i ∈ N, Ũ i($̃) = U i(g̃($̃)).

Layered Networks. We consider a special family of networks whose be-
havior wrt the PoA, as we shall see, is asymptotically equivalent to that
of the parallel links model of [18] (which is actually a 1-layered network):

Fig. 1. A layered network

Let � � 1 be an integer. A directed net-
work G = (V,E) with a distinguished source–
destination pair (s, t), s, t ∈ V , is an �-
layered network if every (simple) directed
s− t path has length exactly � and each node
lies on a directed s − t path. In a layered
network there are no directed cycles and all
directed paths are simple. In the following,
we always use m = |E| to denote the number
of edges in an �-layered network G = (V,E).

3 Related Work

Existence and Tractability of PNE. It is already known that any
UCG(where the players have the same demands and thus, the same affection
on the resource delay functions) is guaranteed to have at least one PNE: ac-
tually, Rosenthal ([25]) proved that any potential game has at least one PNE
and it is easy to write any UCG as an exact potential game using Rosenthal’s
potential function2 (eg, [8–Theorem 1]). In [8] it is proved that a PNE for any
unweighted single–commodity NCG3 (no matter what resource delay functions
are considered, so long as they are non-decreasing with loads) can be constructed
in polynomial time, by computing the optimum of Rosenthal’s potential func-
tion, through a nice reduction to min-cost flow. On the other hand, it is shown
that even for a symmetric congestion game or a multi–commodity UCG, it is
PLS-complete to find a PNE (though it certainly exists).

The special case of single–commodity, parallel-edges NCG where the resources
are considered to behave as parallel machines, has been extensively studied in
recent literature. In [10] it was shown that for the case of players with varying
demands and uniformly related parallel machines, there is always a PNE which
can be constructed in polynomial time. It was also shown that it is NP-hard to

2 For more details on potential games, see [24].
3 Since [8] only considers unit-demand players, this is also a symmetric NCG.
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construct the best or the worst PNE. In [13] it was proved that the fully mixed
NE (FMNE), introduced and thoroughly studied in [22], is worse than any PNE,
and any NE is at most (6 + ε) times worse than the FMNE, for varying players
and identical parallel machines. In [21] it was shown that the FMNE is the worst
possible for the case of two related machines and tasks of the same size. In [20]
it was proved that the FMNE is the worst possible when the global objective is
the sum of squares of loads.

[9] studies the problem of constructing a PNE from any initial configuration,
of social cost at most equal to that of the initial configuration. This immediately
implies the existence of a PTAS for computing a PNE of minimum social cost:
first compute a configuration of social cost at most (1 + ε) times the social
optimum ([14]), and consequently transform it into a PNE of at most the same
social cost. In [7] it is also shown that even for the unrelated parallel machines
case a PNE always exists, and a potential-based argument proves a convergence
time (in case of integer demands) from arbitrary initial configuration to a PNE
in time O (

mWtot + 4Wtot/m+wmax
)
.

[23] studies the problem of weighted parallel-edges NCGs with player–specific
costs: each allowable action of a player consists of a single resource and each
player has his own private cost function for each resource. It is shown that: (1)
weighted (parallel-edges network) congestion games involving only two players,
or only two possible actions for all the players, or equal delay functions (and
thus, equal weights), always possess a PNE; (2) even a single–commodity, 3–
players, 3–actions, weighted (parallel-edges network) congestion game may not
possess a PNE (using 3-wise linear delay functions).

Price of Anarchy in Congestion Games. In the seminal paper [18] the
notion of coordination ratio, or price of anarchy, was introduced as a means
for measuring the performance degradation due to lack of players’ coordination
when sharing common resources. In this work it was proved that the PoA is 3/2
for two related parallel machines, while for m machines and players of varying
demands, R = Ω

(
log m

log log m

)
and R = O (√

m logm
)
. For m identical parallel

machines, [22] proved that R = Θ
(

log m
log log m

)
for the FMNE, while for the case

of m identical parallel machines and players of varying demands it was shown in
[17] that R = Θ

(
log m

log log m

)
. In [6] it was finally shown that R = Θ

(
log m

log log log m

)
for the general case of related machines and players of varying demands. [5]
presents a thorough study of the case of general, monotone delay functions on
parallel machines, with emphasis on delay functions from queuing theory. Unlike
the case of linear cost functions, they show that the PoA for non-linear delay
functions in general is far worse and often even unbounded.

In [26] the PoA in a multi–commodity NCG among infinitely many players,
each of negligible demand, is studied. The social cost in this case is expressed by
the total delay paid by the whole flow in the system. For linear resource delays,
the PoA is at most 4/3. For general, continuous, non-decreasing resource delay
functions, the total delay of any Nash flow is at most equal to the total delay of
an optimal flow for double flow demands. [27] proves that for this setting, it is
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actually the class of allowable latency functions and not the specific topology of
a network that determines the PoA.

4 Unweighted Congestion Games

In this section we present some fundamental results connecting the classes of
UCGs and (exact) potential games [24, 25]. Since we refer to players of identical
(say, unit) weights, the players’ cost functions are λi($) ≡ ∑

ε∈�i de(xe($)) ,
where, xe($) indicates the number of players willing to use resource e wrt con-
figuration $ ∈ P . The following theorem proves the strong connection of UCGs
with the exact potential games.

Theorem 1 ([24, 25]). Every UCG is an exact potential game.

The existence of a (not necessarily exact) potential for any game in strategic
form directly implies the existence of a PNE for this game. The existence of an
exact potential may help (as we shall see later) the efficient construction of a
PNE, but this is not true in general. More interestingly, Monderer and Shapley
proved that every (finite) potential game is isomorphic to an UCG.

Theorem 2 ([24]). Any finite (exact) potential game is isomorphic to an UCG.

The size of the UCG that we use to represent a potential game is at most
(|N |+1) times larger than the size of the potential game. Since an UCG is itself
an exact potential game, this implies an essential equivalence of exact potential
and UCGs.

5 Existence and Complexity of Constructing PNE

In the present section we deal with issues concerning the existence and com-
plexity of constructing PNE in WCGs. Our main references for this section
are [8, 11, 19]. We start with some complexity issues concerning the construc-
tion of PNE in UCGs (in which a PNE always exists) and consequently we
study existence and complexity issues in WCGs in general. Fix an arbitrary
WCG Γ =

(
N,E, (P i)i∈N , (wi)i∈N , (de)e∈E

)
where the wi’s denote the (posi-

tive) weights of the players.
A crucial class of problems containing the NCGs is PLS [16] (stands for Poly-

nomial Local Search). This is the subclass of total functions in NP that are guar-
anteed to have a solution because of the fact that “every finite directed acyclic
graph has a sink”. The problem of constructing a PNE for a WCG is in PLS, in
the following cases: (1) for any UCG, since it is an exact potential game (see The-
orem 1), and (2) for any weighted NCG with linear resource delays, which admits
(as we shall prove in Theorem 6) a b−potential with bi = 1

2wi
, ∀i ∈ N , and thus

finding PNE is equivalent to finding local optima for the optimization problem
with state space the action space of the game and objective the potential of the
game. On the other hand, this does not imply a polynomial-time algorithm for
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constructing a PNE, since (as we shall see more clearly in the weighted case) the
improvements in the potential can be very small and too many. Additionally,
although problems in PLS admit a PTAS, this does not imply also a PTAS for
finding ε-approximate PNE (approximation of the potential does not imply also
approximation of each player’s payoff).

5.1 Efficient Construction of PNE in UCGs

In this subsection we shall prove that for unweighted single–commodity NCGs a
PNE can be constructed in polynomial time. On the other hand, even for multi–
commodity NCGs it is PLS complete to construct a PNE. The main source of
this subsection is the work of Fabrikant, Papadimitriou and Talwar [8].

Theorem 3 ([8]). There is a polynomial time algorithm for finding a PNE in
any unweighted single–commodity NCG.

On the other hand, the following theorem proves that it is not that easy to
construct a PNE, even in an unweighted multi–commodity NCG.

Theorem 4 ([8]). It is PLS-complete to find a PNE in UCGs of the follow-
ing types: (i) General UCGs, (ii) symmetric UCGs, and (iii) multi–commodity
(unweighted) NCGs.

5.2 Existence and Construction of PNE in WCGs

In this Section we deal with the existence and tractability of PNE in weighted
network congestion games. First we show that it is not always the case that a
PNE exists, even for a weighted single–commodity NCG with only linear and
2-wise linear (ie, the maximum of two linear functions) resource delays. Recall
that, as discussed previously, any UCG has a PNE, for any kind of non-decreasing
delays, due to the existence of an exact potential for these games. This result
was independently proved by [11] and [19], based on similar constructions. In
this survey we present the version of [11] due to its clarity and simplicity.

Lemma 1 ([11]). There exist instances of weighted single–commodity NCGs
with resource delays being either linear or 2-wise linear functions of the loads,
for which there is no PNE.

Consequently we show that there may exist no exact potential function for a
weighted single–commodity NCG, even when the resource delays are identical
to their loads. The next argument shows that Theorem 1 does not hold anymore
even in this simplest case of WCGs.

Lemma 2 ([11]). There exist weighted single–commodity NCGs which are not
exact potential games, even when the resource delays are identical to their loads.

Our next step is to focus our interest on the �-layered networks with resource
delays identical to their loads. We shall prove that any weighted �-layered NCG
with these delays admits at least one PNE, which can be computed in pseudo-
polynomial time. Although we already know that even the case of weighted
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�-layered NCGs with delays equal to the loads cannot have any exact potential,
we will next show that Φ($) ≡ ∑

e∈E [θe($)]2 is a b-potential for such a game
and some positive n-vector b, assuring the existence of a PNE.

Theorem 5 ([11]). For any weighted �-layered NCG with resource delays equal
to their loads, at least one PNE exists and can be computed in pseudo-polynomial
time.

A recent improvement, based essentially on the same technique as above, gener-
alizes the last result to the case of arbitrary multi–commodity NCGs with linear
resource delays:

Theorem 6 ([12]). For any weighted multi–commodity NCG with linear re-
source delays, at least one PNE exists and can be computed in pseudo-polynomial
time.

6 Congestion Games with Player Specific Payoffs
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Fig. 2. A 3–players, 3–actions UCG
with a best–reply cycle

In [23] Milchtaich studies a variant of the
classical UCGs, where the resource delay
functions are not universal, but player–
specific. In particular, there is again a set
E of shared resources and a set N of
(unit–demand) players with their action sets
(Pi)i∈N , but rather than having a single de-
lay de : R�0 !→ R per resource e ∈ E, there
is actually a different utility function4 per
player i ∈ N and resource e ∈ E, U i

e : R�0 !→
R determining the payoff of player i for using
resource e, given a configuration $ ∈ P and
the load θe($) inducedby it on that resource.

On the other hand, Milchtaich makes two simplifying (yet crucial) assump-
tions: (1) Each player may choose only one resource from a pool E of resources
(shared to all the players) for his service (ie, this is modeled as the parallel-links
model of Koutsoupias and Papadimitriou [18]), and (2) the received payoff is
monotonically non-increasing with the number of players selecting it. Although
they do not always admit a potential, these games always possess a PNE.

In [23] Milchtaich proved that UCGs on parallel links with player–specific
payoffs, involving only two strategies, possess the Finite Improvement Property
(FIP). It is also rather straightforward that any 2–players UCG on parallel links
with player–specific payoffs possesses the Finite Best Reply improvement path
Property (FBRP). Milchtaich also gave an example of an UCG on three parallel
links with three players, for which there is a best–reply cycle, although there is a

4 In this case we refer to the utility of a player, that each player wishes to maximize
rather than minimize. Eg, this is the negative of a player’s private cost function on
a resource.
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PNE (see Figure 2). In this example, we only determine the necessary conditions
on the (player–specific) payoff functions of the players for the existence of the
best-response cycle (see figure). It is easily verified that this system of inequalities
is feasible, and that configurations (3, 1, 2) and (2, 3, 1) are PNE for the game.

Theorem 7 ([23]). Every UCG on parallel links with player–specific, non-
increasing payoffs of the resources, possesses a PNE.

The UCGs on parallel links and with player–specific payoffs are weakly acyclic
games, in the sense that from any initial configuration $(0) of the players, there
is at least one best–reply improvement path connecting it to a PNE. Of course,
this does not exclude the existence of best–reply cycles (see example of Figure 2).
But, it is easily shown that when the deviations of the players occur sequentially
and in each step the next deviator is chosen randomly (among the potential
deviators) to a randomly chosen best–reply resource, then this path will converge
almost surely to a PNE in finite time.

6.1 Players with Distinct Weights

Milchtaich proposed a generalization of his variant of congestion games, by
allowing the players to have distinct weights, denoted by a weight vector
w = (w1, w2, . . . , wn) ∈ R

n
>0. In that case, the (player–specific) payoff of

each player on a resource e ∈ E depends on the load θe($) ≡ ∑
i:e∈�i wi,

rather than the number of players willing to use it. For the case of WCGs
on parallel links with player specific payoffs, it is easy to verify (in a similar
fashion as for the unweighted case) that: (1) If there are only two available
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Fig. 3. A 3–players WCG
(from [23]) on three parallel
links with player–specific payoffs,
having no PNE. (a) The LEFT-
RIGHT strategies of the players.
(b) The best–reply cycle.

strategies then FIP holds; (2) if there are
only two players then FBRP holds; (3) for
the special case of resource specific payoffs,
FIP holds. On the other hand, there exists a
3–players, 3–actions game that possesses no
PNE. For example, see the instance shown
in Figure 3, where the three players have es-
sentially two strategies each (a “LEFT” and
a “RIGHT” strategy) to choose from, while
their third strategies give them strictly mini-
mal payoffs and can never be chosen by selfish
moves. The rationale of this game is that, in
principle, player 1 would like to avoid using
the same link as player 3, which in turn would
like to avoid using the same link as player 2,
which would finally want to avoid player 1.

The inequalities shown in Figure 3(b) demonstrate the necessary conditions
for the existence of a best–reply cycle among 6 configurations of the players. It
is easy to verify also that any other configuration has either at least one MIN
strategy for some player (and in that case this player wants to defect) or is one
of (2, 2, 1), (3, 3, 3). The only thing that remains to assure, is that (2, 3, 1) is
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strictly better for player 2 than (2, 2, 1) (ie, player 2 would like to avoid player
1) and that (3, 3, 1) is better for player 3 than (3, 3, 3) (ie, player 3 would like
to avoid player 2). The feasibility of the whole system of inequalities can be
trivially checked to hold, and thus this game cannot have any PNE since there
is no sink in its Dynamics graph.

7 The Price of Anarchy of WCGs

In this section we focus our interest on weighted �-layered NCGs where the
resource delays are identical to their loads. Our source for this section is
[11]. This case comprises a highly non-trivial generalization of the well–known
model of selfish routing of atomic (ie, indivisible) traffic demands via identi-
cal parallel channels [18]. The main reason why we focus on this specific cat-
egory of resource delays is that there exist instances of unweighted layered
NCGs that have unbounded PoA even if we only allow linear resource de-
lays. In [26–p. 256] an example is given where the PoA is indeed unbounded

Fig. 4. A single-source NCG with-
out a PNE ([26])

(see Figure 4). This example is eas-
ily converted into an �-layered net-
work. The resource delay functions
used are either constant, or M/M/1-like
(ie, of the form 1

c−x) delay functions.
However, we can be equally bad even with
linear resource delay functions: Observe the
following example depicted in Figure 5. Two
players, each having a unit of traffic demand from s to t, choose their selected
paths selfishly. The edge delays are shown above them in the usual way. We
assume that a� b� 1 � c. It is easy to see that the configuration (sCBt,sADt)
is a PNE of social cost 2 + b while the optimum configuration is (sABt,sCDt)
the (optimum) social cost of which is 2 + c. Thus, R = b+2

c+2 .

Fig. 5. An �-layered network with
linear resource delays and un-
bounded PoA [11]

In the following, we restrict our attention
to �-layered networks whose resource delays
are equal to their loads. The main tool is to
interpret a strategies profile as a flow in the
underlying network, and then upper bound
the blowup of the expected maximum load
due to statistical conflict of the players’ traffic
demands on edges of the network.

Theorem 8 ([11]). The PoA of any �-layered NCG with resource delays equal
to their loads, is at most 8 e

(
log m

log log m + 1
)
.

A recent development which is complementary to the last theorem is the follow-
ing which we state without a proof:

Theorem 9 ([12]). The PoA of any unweighted, single–commodity NCG with
resource delays (de(x) = ae · x, ae � 0)e∈E , is at most 24 e

(
log m

log log m + 1
)
.
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8 The Pure Price of Anarchy in Congestion Games

In this last section we overview some recent advances in the Pure Price of An-
archy (PPoA) of WCGs, that is, the worst-case ratio of the social cost of a PNE
over the social optimum of the game.

The case of linear resource delays has been extensively studied in the litera-
ture. The PPoA wrt the total latency objective has been proved that it is 3+

√
5

2 ,
even for weighted multi–commodity NCGs [3, 4]. This result is also extended
to the case of mixed equilibria. For the special case of identical players it has
been proved (independently by the papers [3, 4]) that the PPoA drops down to
5/2. When considering identical users and single–commodity NCGs, the PPoA
is again 5/2 wrt the maximum latency objective, but explodes to Θ(

√
n) for

multi–commodity NCGs ([4]). Earlier it was implicitly proved by [11] that the
PPoA of any WCG on a layered network with resource delays identical to the
congestion, is at most 3.

9 Conclusions

In this survey we have presented some of the most significant advances concern-
ing the atomic (mainly network) congestion games literature. We have focused
on issues dealing with existence of PNE, construction of an arbitrary PNE when
such equilibria exist, as well as the PoA for many broad subclasses of NCGs.

We highlighted the significance of allowing distinguishable players (ie, players
with different action sets, or with different traffic demands, or both) and es-
tablished some kind of “equivalence” between games with unit-demand players
on arbitrary networks with delays equal to the loads and games with players of
varying demands on layered networks.

Still, there remain many unresolved questions. The most important question
is a complete characterization of the subclasses of games having PNE and ad-
mitting polynomial time algorithms for constructing them, in the case of general
networks.

Additionally, a rather recent trend deals with the network-design perspective
of congestion games. For these games [1, 2, 15] the measure of performance is the
price of stability, ie, the ratio of the best NE over the social optimum of the
game, trying to capture the notion of the gap between solutions proposed by
the network designer to the players and the social optimum of the game (which
may be an unstable state for the players). This seems to be a rather intriguing
and very interesting (complementary to the one presented here) approach of
congestion games, in which there are still many open questions.
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Abstract. Real-time multimedia applications on the Internet such as video and 
audio streaming, video conferencing, and online collaborations are expected to 
become increasingly popular. In order to guarantee effective support of these 
applications, we must be able to provide Quality of Service (QoS) guarantees 
such as network bandwidth and end-to-end delay, by incorporating session 
routing and resource reservation in admission control. In this work, we present 
the Utility Model, which provides an optimal allocation of resources for 
admission control while meeting the QoS requirements of admitted users’ 
sessions. We describe previous heuristics to solve the Utility Model. These 
heuristics, though, are not suitable for larger networks due to their computation 
complexity, resulting in real-time decision-making and scalability issues. We 
are proposing a new concept to solve the Utility Model problem using a 
modified version of the Multicommodity Flow algorithm. This heuristic has 
improved computational complexity, and hence is capable of solving the Utility 
Model problem in lower overall execution time. This implies that admission 
control, which requires real-time solution of the Model, can be extended to 
larger networks. 

1   Introduction 

Over the last decade, there has been a dramatic increase in Internet traffic, and this 
growth is expected to continue. Network applications such as multimedia need 
efficient traffic management. However, the carriage of such real-time, bandwidth-
demanding flows implies specific performance standards or Quality of Service (QoS) 
requirements; high bandwidth and low latency being chief among them [8]. For 
instance, to route multimedia traffic such as interactive video over the Internet, one 
requires a path with high bandwidth and low latency. Therefore, finding the most 
suitable path for an application is of primary importance in the admission control 
process. 

In addition to these challenges, an Internet Service Provider or ISP must react 
quickly to the rapidly changing patterns of usage within a network [2], in order to 
minimize costs, while at the same time being able to honor QoS guarantees made to 
the customers. An ISP should not overbook its resources, which may result in QoS 
degradation. Also, an ISP should not purchase excessive amounts of these resources 
from the facilities-based carrier who owns them, in order to maintain a cost-effective 
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operation. A rigorous model for admission control and resource allocation is therefore 
imperative for an ISP to stay competitive in today’s marketplace. 

Section 2 introduces the Utility Model, which is a mathematical formulation for the 
mapping of users’ Service Level Agreement (SLA) requests to the system’s resources 
required. Based on Dijkstra’s K-shortest path algorithm, previous heuristics proposed 
to solve the Utility Model problem are described. These heuristics, though, do not 
work well for large networks due to their computation complexity. This is our 
motivation to propose a new heuristic, based on the Multicommodity Flow problem as 
described in Section 3, to improve computation efficiency and scalability. Performance 
analysis and comparison to previous heuristics are presented in Section 4. 

2   The Utility Model 

The Utility Model performs optimal allocation of resources of a server or network, 
while meeting the QoS requirements of users’ sessions [9]. This is achieved by 
handling the decision-making process of selecting suitable SLAs for admission 
effectively and efficiently. A session is an entity that requires resources at the 
granularity level the Model operates. Each session has a number of possible QoS 
levels. For each QoS level, there is an associated utility, which is usually a bid price. 
The model allows the optimization of the total utility summed over all admitted 
sessions. 

An SLA is a contract between an ISP and a customer. It is simply an agreement to 
provide a certain level of service, for a certain time, and at a given price.  Customers 
submit proposed SLAs to network admission controllers to gain access. The carrier or 
ISP, on the other hand, wants to do admission control: to admit a subset of the SLAs 
on offer, each at the QoS level which would maximize total revenue, while fully 
respecting all terms and conditions (QOS guarantees)1 of both newly-accepted and 
previously-accepted SLAs.  

These concepts are summarized in Figure 1, where each customer session, i, 
specifies one or more generic QoS levels, Gold, Silver or Bronze. Each level is then 
mapped to a session utility (price), and a set of session resources (bandwidth and 
latency). These QoS-utility and QoS-resource mappings have been well documented 
in the literature and will not be discussed here. Assuming such mappings exist and are 
available, the goal then is to decide which section and at which level to admit so as to 
maximize the total utility gained without violating the resource constraints. 

It should be noted that the Utility Model maps neatly to a simple model of a 
packet-switched network. In this case, the problem is to decide whether a new or 
changed traffic flow should be admitted, and if so, which path it should use. The 
problem may readily be split into two distinct sub-problems: (i) Deciding which level 
to admit from each SLA so that the total Utility (revenue) is maximized; (a null level, 
which requires zero resources and offers zero utility, is the default, hence, the 
selection of the null level of QoS represents denial of admission for the SLA); and (ii) 
Given the resource constraints (for simplicity, only bandwidth and latency of each 

                                                           
1 In fact, given finite carrier resources and potentially unbounded service requests, the carrier or 

ISP must do admission control, if any credible attempt to guarantee QoS is to be made. 
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link in the network are considered here), finding a feasible path for the specified level 
of SLA in the network. 

The two sub-problems are inter-related. In order to reserve resources–link 
bandwidths–for a session, we have to know which links' bandwidths are available. 
That is, admission of a session must be done with respect to a particular path through 
the network, a path on which the necessary unallocated bandwidth is available on 
each link. 

 

session utility ui(Qi)

session utility function 

system utility 

resource mapping

system resource constraints

maximize U =  ui(Qi)    r (Qi) ≤ R 

session resources r (Qi)

gold

session i 

bronze  silver

Quality Qi

 

Fig. 1. Relations among qualities, utilities and resources 

Previous methods of solving the Utility Model have mapped it to a Multi-choice 
Multi-dimension 0-1 Knapsack Problem (MMKP) [9].  Each SLA (with its multiple 
levels of QoS) is mapped onto a pile of stones. .,....,, 321 nSSSS  Each stone of the 

pile has multi-dimensional volume )(),......(),( 21 SvSvSv n . In this case, each pile 

of stones represents a session Sn. and each individual stone represents that session at a 
particular level of QoS (bronze, silver or gold stones). Each dimension of a stone’s 
volume represents the session’s requirement for one of the network’s resources, in 
this case the bandwidth required by the session on a particular link of the network. 
The weight of each stone represents the utility offered for the session at that QoS 
level. It is desired to select one QoS level S’m from each session (one stone from each 
pile of stones), such that the total weight (revenue or utility) of the knapsack is 
maximized, 

)'( mSVMAX  

while ensuring that none of the resources are overused, i.e., the total resource 
consumption is less than the total resource constraint Rn. 

< nmn RSv )'(  
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Figure 2 illustrates this mapping of the Utility Model to the MMKP. 

 
 

Pick at most one item from each stack in order to maximize U = u, 

subject to resource constraints: p ≤ 39,  q ≤ 35 

Fig. 2. Multi-choice Multi-dimensional 0-1 Knapsack Problem (MMKP) 

2.1   Previous Heuristic Solutions of the Utility Model 

In this section, two previously methods to solve the Utility Model are described: 
Khan’s heuristic (HEU) and Watson’s heuristic [9]. Both are based on mapping the 
model onto an MMKP. These heuristics begin by using Dijkstra’s K-shortest path 
algorithm [6] to find a list of candidate paths of the network for an SLA. That is, 
before an SLA is admitted at a particular level of QoS, Dijkstra’s algorithm is applied 
to find a list of paths from the source to the destination node. 

Dijkstra's K-shortest path is a well-known algorithm for finding the shortest paths 
in graphs, from a given vertex x to all (n-1) other vertices. Starting from a source node 
x, the algorithm iterates and identifies a newly discovered node v for which the 
shortest path from x to v is known. A set of nodes S is maintained for the currenlty 
known shortest paths from v, and this set grows by one vertex in each iteration. In 
each iteration, the edge (u,v) is identified, where Su ∈ and SVv −∈ such that :  

)','()',(),(),( min
)','(

vuweightuxdistvuweightuxdist
Evu

+=+
∈

 

This edge (u,v) is added to a shortest path tree, which root is node x and describes 
all the shortest paths from x. By the last iteration, we have a list of shortest paths from 
the source node to the destination node. The execution time complexity for Dijkstra’s 
algorithm is O(kmn), where k is the number of paths needed to be found from each 
source/destination pair, m is the number of edges, and n is the number of nodes in the 
graph; because the algorithm goes through each node and edge once during its 
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traversal. However, with some simple data restructuring we can reduce the execution 
time to a bound of O(kn2). 

After the path finding process, the admission process decides which QoS level of 
each SLA to admit–including the null level for rejection of that SLA–based on the list 
of feasible paths found for each SLA.   

2.1.1   Khan’s Heuristic HEU 
For Khan’s HEU, the process assumes an empty system with no previously-admitted 
sessions. It first orders the QoS levels for each candidate session according to 
revenue, then selects the least profitable of the feasible QoS levels for each session as 
its initial solution. That is, for each of the SLAs (pile of stones in the MMKP), the 
least profitable level is selected initially as the starting level. 

HEU then considers possible upgrades for each session. An upgrade is a move to a 
higher level of QoS, and hence to greater utility earned. HEU determines how much 
revenue can be gained from the upgrade. For each of the upgrades of an SLA, the list 
of candidate paths for that SLA has to be examined to determine if there are feasible 
paths to route the upgrade. If there is such a path, the upgrade is feasible; otherwise it 
is infeasible. This continual loop then considers possible upgrades for each session. 
The heuristic terminates when no more feasible upgrades can be made. In summary, 
Khan’s HEU starts by picking the least profitable QoS level of each SLA and 
iteratively tries to improve the revenue earned by upgrading the SLAs to higher levels. 

2.1.2   Watson’s Heuristic Algorithm 
To adapt the Utility Model to a packet switching network, Watson [15] introduced 
another faster but less effective (i.e., the solutions found are less optimal) heuristic for 
solving the Utility Model. Watson’s heuristic combines the admission, path finding, 
routing, and upgrading processes. Similar to Khan’s, in order to admit a session (S, D) 
from source to destination as requested by an SLA, Dijsktra’s algorithm is applied to 
find possible routings for (S, D). After this path discovery process, Watson’s heuristic 
then attempts to find a feasible path available to (S, D) for initial admission. If such a 
path exists, (S, D) is routed along it, as a starting point with subsequent upgrade 
attempts to gain more utility.  

In the event that an SLA(S, D) wishes to increase its bandwidth by some amount 
(upgrading for an SLA). The current routing for (S, D) is checked to see whether it 
has enough surplus capacity2 to accommodate the increased flow. If this is the case, 
then the current routing does not need to be changed. The heuristic simply increases 
the bandwidth allocation of flow (S, D) and decreases the free bandwidth of all links 
along the path to reflect the increased allocation to (S, D). Otherwise, it simply 
reroutes flow (S, D) to another nearby path. 

It is worthwhile to mention that the computational complexity of both Khan's HEU 
and Watson’s heuristic effectively limit the Model’s applicability to small networks. 
The execution time of these methods for larger networks generally exceeds the 
maximum acceptable for real-time admission control. 

                                                           
2 That is, if the most utilized edge amongst all the edges in the path still has enough surplus 

bandwidth to accommodate the bandwidth upgrade demand. 
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3   Solving the Utility Model Using a Multicommodity Flow 
Algorithm 

Our new concept is based on mapping parts of the Utility Model onto an Unsplittable 
Flow problem [10]. This heuristic provides faster execution time than using Dijkstra's 
K-shortest path algorithm for the path finding process. In addition, for the admission 
process, important information for each SLA, such as a list of edge utilizations and 
edge capacities, is maintained thus further reducing the admission control time. 

In order to solve the Unsplittable Flow problem, it is necessary to start with the 
regular Multicommodity Flow problem. The Multicommodity Flow problem [11] 
involves simultaneous shipment of multiple commodities through a network such that 
the total amount of flow on each edge is within the capacity of the edge. The objective 
is to maximize the amount of flow each commodity can be sent given limited edge 
capacities. 

Formally, consider an undirected graph ),( EVG with a positive capacity 

),( wvu for each edge ., Ewv ∈  Consider also a set of commodities numbered 1 

through k, where commodity i is specified by a source-sink pair Vts ii ∈,  and a 

positive demand id from is to it . For commodity i, an amount proportional (as a 

percentage) to its demand id is shipped from is to it . A Multicommodity Flow f 

consists of k single commodity flows, one for each commodity.   
  A Concurrent Flow achieves demand satisfaction [11] if it ships an amount of 

each commodity equal to its demand from its source to its sink. It obeys the capacity 
constraints if no flow ),( wvf on an edge Ewv ∈),(  exceeds the capacity 

),( wvu of the edge. A feasible Concurrent Flow [11] achieves demand satisfaction 

while obeying the capacity constraints. Thus, the Multicommodity Flow problem with 
demand constraint from each commodity is called the Concurrent Flow problem.  

A variant of the Concurrent Flow problem is the Unsplittable Flow problem [10]. 
The Unsplittable Flow problem differs from the regular Concurrent Flow problem by 
dedicating a single path to each commodity flow, instead of splitting the demand and 
distributing it over two or more paths. For the Unsplittable Flow problem, each 
commodity’s demand is restricted to travel entirely on one single path. 

Figure 3 illustrates the difference between a solution for the Unsplittable Flow 
problem and a solution for the Concurrent Flow problem. Considering the graph with 
a single commodity from node 1 to node 5 with a demand of 4 units, to reach a 
solution for the Concurrent Flow problem, each demand is split and sent through 
more than one path. Observe that there are three possible paths from node 1 to node 5. 
The demand of 4 units gets separated and shipped through 3 paths: 
 

• Path 1, 2, 5. 
• Path 1, 3, 5. 
• Path 1, 4, 5. 
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Each path gets a portion of the demand. In this case, for example, if path 1, 4, 5  
can carry 2 units of bandwidth, path 1, 3, 5 can carry 1 unit and path 1, 2, 5 can carry 
1 unit, we can route the 4 units of the total demand successfully through 3 different 
paths. 

 

Fig. 3. An Illustration of the Concurrent Flow and Unsplittable Flow Problems 

However, in an Unsplittable Flow problem, the demand sent by the commodity is 
restricted to one path. The solution is determined by the edge capacities and the 
available surplus for each edge (how much free bandwidth is left for each edge). In 
this example, the optimal solution is path 1, 4, 5 because the lowest edge capacity in 
path 1, 4, 5 is 3 units, which is the greatest of the three path choices. The solution path 
is highlighted. 

Combining the concept of the Unsplittable Flow problem and the Concurrent Flow 
problem, a new heuristic for the Utility Model is developed. Observe that each 
commodity i from the Unsplittable Flow problem can represent one QoS level for one 
SLA in the Utility Model. Figure 4 illustrates this idea. For example, if SLA 1 (with 3 
levels: bronze, silver, gold) starts from node 1 and ends at node 5, it can be mapped 

onto a Multicommodity Flow problem with a set of 3 commodities, all having is = 1, 

it = 5, but with three different values of demand ( id ). 

This formulation has a drawback that three commodities have to be considered at 
the same time just to handle a single SLA. Since all levels within an SLA have the 
same source-destination pair, we can map only one of the levels of an SLA onto a 
commodity, and attempt upgrades or downgrades by simply changing the demand of 
that commodity. For example, for SLA1 in Figure 4 and the network in Figure 3, only 
the Gold level is treated as a commodity.  The problem can then be solved by using 
the Unsplittable Flow algorithm and by attempting to downgrade to a lower level. In 
this case, path 1, 4, 5 can accommodate 3 units of bandwidth being routed through its 
path. Therefore, the service level for SLA1 is downgraded from the initially picked 
Gold level to a Silver level (with 3 units of bandwidth demand). 
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Fig. 4. Mapping a Customer SLA onto Several Commodities 

4   Implementation and Performance Testing 

Raghavan and Thompson [12] documented the first solution for the general 
Multicommodity Flow problem in 1987. Since then, many researchers have given 
solutions for different variations of the Multicommodity Flow and Unsplittable Flow 
problems. The algorithm we employed to solve the Multicommodity Flow problem is 
devised by Leighton et al. [11]. It is the fastest known combinatorial solution for 
Multicommodity Flow. This algorithm has a faster theoretical execution time than 
some of the best linear programming algorithms: the algorithm finds an ε-optimal 
solution in )log)(log( 22 nkkO −+ ε  running time, where k is the number of SLAs 

being routed, ε is the degree of accuracy we want to reach (the error parameter), and n 
is the number of nodes in the graph (Recall that Dijkstra’s K-shortest path algorithm’s 
complexity is O(kn2).) Thus, by using Leighton et al.'s algorithm, the execution time 
of the path finding step is reduced. The difference is especially apparent in our 
simulation of networks with more than 30 nodes. 

Table 1 shows the results of experiments by running both Dijkstra’s K-shortest 
path algorithm and the Unsplittable Flow algorithm. Both were tested on networks of 
different sizes: from a 50-node, 100-edge network, to a 500-node, 2075-edge network, 
and for each network, batches of 20, 50 and 70 user SLAs were submitted. 

From Table 1, it can be seen that for a 50-node network, the Unsplittable Flow 
algorithm, has a slight edge over Dijkstra’s algorithm. However, as the number of 
network nodes and edges increases, the advantage of using the Unsplittable Flow 
algorithm is clearly evident. With a network of 500 nodes, the Unsplittable Flow 
algorithm has a 57.4% improvement over Dijkstra’s algorithm. These results 
represent a substantial improvement for path finding in bigger networks. We have 
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Table 1. Execution Time Comparison Between Algorithms 

(node, edges, 
SLAs) 

Dijkstra’s  
Algorithm 

Unsplittable 
Flow 

Percentage 
Improvement 

Experiment 1 
(50, 100, 20) 
(50, 100, 50) 
(50, 100, 70) 

 
20 ms 
30ms 
40ms 

 
20 ms 
29ms 
35ms 

 
0% 

3.3% 
12.5% 

Experiment 2 
(200, 748, 20) 
(200, 748, 50) 
(200, 748, 70) 

 
387ms 

1034ms 
2890ms 

 
248ms 
589ms 

1571ms 

 
35.9% 
43.0% 
45.6% 

Experiment 3 
(500, 2075, 20) 
(500, 2075, 50) 
(500, 2075, 70) 

 
3042ms 
8024ms 

10420ms 

 
1484ms 
4710ms 
4435ms 

 
51.2% 
41.3% 
57.4% 

 
also performed some preliminary optimality tests by comparing solutions obtained 
using our heuristics to the optimal solutions using the Branch and Bound search. Our 
heuristics give an optimality ranging from 80% to 100%. 

5   Conclusion and Future Work 

The Utility Model, a mathematical formulation of network resource allocation and 
admission control for SLAs, is presented. Previous heuristics to solve the problem 
based on the mapping of the Model to an MMKP are described. In order to improve 
execution efficiency and scalability, a new idea to solve the Utility Model is 
proposed. Based on the Multicommodity Flow formulation, the new heuristic 
performs better than previous heuristics in many aspects. Our simulation and tests of 
the new heuristic were done using randomly generated network data. We intend to 
incorporate practical engineering concepts of real networks into our heuristic, and 
perform proper simulation based on several real network backbones. 
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Abstract. In proposing an open problem, Codenotti et al. [3, 5] conjec-
tured that the welfare adjustment scheme can approximate the general
market equilibrium by iteratively using an oracle for the Fisher’s model.
In this work, we analyze the scheme for a large class of market models.
We show that the iterative step is in fact a Lipschitz continuous function
and the residue approximation of its fixed point is a good approximation
of the market equilibrium price.

1 Introduction

In this paper, we study the computation of general market equilibria. Informally,
the problem considers a market model where economic agents, with initial en-
dowments of goods, trade in the market. Each agent tries to maximize its utility
function under the budget constraint. The market is at equilibrium if the supply
of goods equals the demands of traders.

Arrow and Debreu [1] first established the existence of an equilibrium for
market models with mild assumptions. Their proof is based on the fixed point
theorem. Historically, the fixed point algorithms have been developed hand in
hand with algorithms for computing general equilibrium prices. Although those
algorithms are not polynomial bounded in running time, they started the study
of the computation of market equilibria.

With a recent work studying the computational complexity of market equilib-
ria [7], there has been a surge of research works of this problem in the computer
science community. Up till now, various approaches are developed to solve the
problem for different settings in polynomial time. The most successful approaches
include [11, 10, 14, 8, 6, 4]. Codenotti, Pemmaraju and Varadarajan have a com-
prehensive survey [5] for this topic.

On the other hand, the fixed point problem is in general very difficult com-
putationally, as shown by Hirsch, Papadimitriou and Vavasis [9], and Chen and
Deng [2]. This is in sharp contrast of the recent development in polynomial time
algorithms or polynomial time approximation algorithms for the general equi-
librium problem. Therefore, there is a possibility that the fixed point problems
� Supported by Natural Science Foundation of China (No.60135010,60321002) and the

Chinese National Key Foundation Research and Development Plan (2004CB318108).

X. Deng and Y. Ye (Eds.): WINE 2005, LNCS 3828, pp. 1013–1022, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



1014 L.-S. Huang

derived from equilibrium computation problems have nice properties that would
allow them not to be subject to the worst case analysis derived for the general
fixed point problem.

Our study explores such a possibility that the fixed point problems derived in
the context of general equilibrium may indeed be easy. We analyze the welfare
adjustment scheme that may be first proposed by Jain et al [11] and later studied
by Ye [14] and Codenotti et al [3]. The scheme adjusts the traders’ welfare in a
series of Fisher’s models. The adjustment naturally induces a correspondence Φ
from the space of prices to itself, and any of its fixed points is a price equilibrium.
(Note that the scheme here is different from the one that was studied in the
economists’ society, e.g. [13, 12], although they share the same name.) We prove
that Φ is a Lipschitz continuous function under certain conditions. Hence, the
simplex algorithm [2] can be applied to approximate the fixed points of Φ in the
residue sense. We prove that a good residue approximation of the fixed points is
also a good approximation of the price equilibrium.

The paper is organized as follows: In Section 2, we will introduce the defini-
tions in exchange market models, the welfare adjustment scheme and the induced
correspondence Φ. In Section 3, we introduce some assumptions for the market
model which are sufficient for Φ to be a differentiable function. We then prove the
Lipschitz continuity of Φ. In Section 4, we show the equivalence between the ap-
proximation of the fixed point and the approximation of the market equilibrium.
We provide our concluding remarks in the last section.

2 Model of Market Equilibrium

We consider the equilibrium problem in an exchange market which consists of
n divisible goods and m traders. The traders come to the market with initial
endowment of goods. The initial endowment of trader i is denoted by a vector
wi ∈ R

n
+, whose j-th entry is the amount of good j held by trader i. In the paper,

we assume that the total amount of each good is 1, i.e.,
m∑

i=1
wij = 1, (1 ≤ j ≤ n).

The behavior of each trader is determined by his preference to the bundles
of goods and his budget constraint. There are two ways to describe the traders’
preference, via traders’ utility functions or via traders’ demand functions. We
will adopt both of them in the paper.

2.1 Equilibria Defined by Utility Functions

Assume each trader has a utility function R
n
+ !→ R+ to present his utility for a

bundle of goods. Usually, we require that the utility function u : R
n
+ !→ R+ is

concave, nondecreasing and u(0) = 0. In the market, each trader acts as both a
buyer and a seller to maximize its utility. At a price p ∈ R

n
+, trader i is is solving

the optimization problem:

maxui(xi) s.t. 〈p, xi〉 ≤ 〈p, wi〉 , xij ≥ 0
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Definition 1. An equilibrium in Arrow-Debreu model of exchange economy is
a price vector p̄ ∈ R

n
+ and bundles of goods

{
x̄i ∈ R

n
+, i = 1, ..,m

}
, such that

x̄i ∈ argmax {ui(xi)|xi ≥ 0, 〈xi, p̄〉 ≤ 〈wi, p̄〉} , 1 ≤ i ≤ m
m∑

i=1
x̄ij ≤ 1, 1 ≤ j ≤ n

A special case of exchange market is the Fisher’s model. In the model, the
initial endowments of traders are proportional, i.e. wi = eiw for a fixed vector
w ∈ R

n
+. It is equivalent to say that the traders come to the market with initial

endowments of money and the goods are held by the market. The traders buy
goods from the market to maximize their utility under their budget constraints.
Assume trader i’s money is wi ∈ R+, then it is solving the optimization problem:

maxui(xi) s.t. 〈p, xi〉 ≤ wi, xij ≥ 0

We can define the equilibrium for the Fisher’s model:

Definition 2. An equilibrium in the Fisher’s model is a price vector p̄ ∈ R
n
+

and bundles of goods
{
x̄i ∈ R

n
+, i = 1..n

}
, such that

x̄i ∈ argmax {ui(xi)|xi ≥ 0, 〈xi, p̄〉 ≤ wi} , 1 ≤ i ≤ m
m∑

i=1
x̄ij ≤ 1, 1 ≤ j ≤ n

n∑
j=1

pj =
m∑

i=1
〈p, x̄i〉

Usually, computing the equilibrium in the Fisher’s model is much easier than
the general model.

In general, we can only approximate the equilibrium since the equilibrium
point may not be a rational vector. Thus it is necessary to define the approximate
equilibrium:

Definition 3. An ε-approximate equilibrium in Arrow-Debreu model is a price
vector p̄ ∈ R

n
+ and bundles of goods

{
x̄i ∈ R

n
+, i = 1, ...,m

}
, such that

ui(x̄i) ≥ 1
1 + ε

max {ui(xi)|xi ≥ 0, 〈xi, p̄〉 ≤ 〈wi, p̄〉} , ∀i (1)

〈x̄i, p̄〉 ≤ (1 + ε) 〈wi, p̄〉 , ∀i (2)
m

i=1

x̄ij ≤ 1 + ε, ∀j (3)

2.2 Equilibria Defined by Demand Functions

In some models, it is more convenient to use demand functions to characterize
the traders’ preference on goods. Trader i’s demand function is a map di :
R+ × R

n
+ !→ R

n
+, where di(wi, p) ∈ R

n
+ presents trader i’s demand of goods

under the price p with budget wi ∈ R+. The aggregated demand function is
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defined by D(w, p) =
m∑

i=1
di(wi, p) and the aggregated excess demand function is

defined by Z(w, p) = D(w, p) − 1.
We can define the equilibrium price in the Fisher’s model by excess demand

functions:

Definition 4. In Fisher’s market model, a price p is equilibrium price for the
market if and only if Z(w, p) ≤ 0 and 〈p, Z(w, p)〉 = 0.

The following proposition shows the connection between demand functions
and utility functions.

Proposition 1. If the utility function u : R
n
+ !→ R+ is strictly concave, we can

define demand function d : R+ × R
n
+ !→ R

n
+ for them as follows:

di(wi, p) = argmax
{
ui(xi) | 〈xi, p〉 ≤ wi, xi ∈ R

n
+
}

If u is nondecreasing, strictly concave and twice differentiable, the induced
demand function d is a differentiable function.

If the demand functions are induced by utility functions, Definition 2 and
Definition 4 are equivalent.

2.3 Welfare Adjustment Scheme

For a price vector p ∈ R
n
+ and an exchange market M , we define a Fisher’s

market model Mp as follows: the goods and traders’ utility functions (or demand
functions) in Mp are same to M ; the initial endowment of money of trader i in
Mp is given by 〈wi, p〉, where wi is the initial endowment of goods of trader i
in M .

Assume we have an oracle which can compute the equilibrium in the Fisher’s
model. Initially, we pick a arbitrary price p0 from R

n
+\ {0} and get the Fisher’s

market Mp0 . The oracle of Fisher’s model can compute an equilibrium price p1
for Mp0 . Then we move to the next Fisher’s market Mp1 and the oracle can
compute Mp1 ’s equilibrium price p2, and so on. Iteratively repeat the process,
we may expect that the price sequence {pk, | k = 1, 2, ....} will converge to a fixed
point p∗. By Def. 1 and Def. 2, the fixed point p∗ is just the equilibrium price of
the general model M . This iterative scheme is called welfare adjustment scheme
in literature.

Because the Fisher equilibrium problem is usually easier to solve than the
Arrow-Debreu equilibrium, the welfare adjustment scheme has been utilized in
the computation of Arrow-Debreu equilibrium in practice. Unfortunately, the
iteration may fall in a cycle in some special cases [14].

Although the iteration scheme may not converge in general, it do provide a
connection between the Fisher’s model and the general model. Now we formalize
the iterative step by a correspondence Φ : R

n
+ !→ 2R

n
+ defined as follows:

Φ(p) =
{
y ∈ R

n
+ | p is an equilibrium price of Mp

}
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From now on, Φ is called the welfare adjustment function of market M . In
general, it is a correspondence, i.e., a set-valued function. The correspondence Φ
is hard to analyze, even in linear models (e.g., see the discussions in Ye [14]). In
Section 3, we will introduce some assumptions to the market model to guarantee
the uniqueness of the equilibrium price. Hence, Φ becomes a vector-valued func-
tion in that case. We will adopt Φ for a set-valued welfare adjustment function
and adopt φ when it is vector-valued.

Example 1. We consider a market with m traders and n goods. Assume trader i’s
initial endowment is wi ∈ R

n
+ and his utility function is a Cobb-Douglas function:

ui(xi) =
n∏

j=1
x

αij

ij , where αij ≥ 0 and
n∑

j=1
αij = 1. We can prove that in this

model, φ is a linear function defined as:

φi(p) =
n∑

j=1

m∑
k=1

αkiwjkpj

Moreover, φ is a column-stochastic matrix. Hence the sequence
{pk|k = 1, 2, ...} defined by pi+1 = φ(pi) will exponentially converge to the
unique fixed point.

3 Welfare Adjustment Function in a Large Class of
Market Model

In this section, we describe the market with users’ demand functions. With some
reasonable assumptions to demands functions, the welfare adjustment function
is vector-valued and differentiable. Furthermore, we show that the function is
Lipschitz continuous with Lipschitz constant

√
n.

3.1 Assumptions on Demand Functions

Consider a pure exchange market consists of n divisible goods and m traders.
The initial endowment is denoted by an m× n matrix W , whose i-th row Wi is
the endowment of trader i. Since the amount of each good has been normalized
to 1, W is a column-stochastic matrix. Assume the traders’ demand functions
are {

di : R+ × R
n
+ !→ R

n
+ | i = 1, ...,m

}
Introduce the following assumptions for demand functions:

Assumption 1. The demand functions are continuously differentiable.
Assumption 2. The demand functions are homogenous of degree zero, i.e.

di(wi, p) = di(λwi, λp), ∀λ > 0

Assumption 3. (Strong Monotone)

∂di,j

∂wi
≥ 0, lim

pj→0+
di,j(wi, p) = +∞, ∀j



1018 L.-S. Huang

Assumption 4. (Walras’ law) 〈di(wi, p), p〉 = wi.
Assumption 5. (Differential form of Gross Substitutability)

∂di,j

∂pj
≤ 0,

∂di,j

∂pk
> 0, ∀j and ∀k �= j

Example 2. CES function has the form ui(xi) = (
n∑

j=1
αijx

ρ
ij)

1
ρ , (ρ < 1). The

demand function induced by CES utility function is:

di,j(w, p) =
α

1
1−ρ

ij p
−1
1−ρ

j
n∑

k=1
α

1
1−ρ

ik p
−ρ
1−ρ

k

w

It is easy to verify that the demand function is a differentiable function on
R++ × R

n
++ and satisfy Assumption 1-5 when 0 < ρ < 1. �

Following the notation in Section 2.3, given a price p ∈ R
n
+, there is a Fisher’s

market model Mp, in which the budget of trader i is wi = 〈Wi, p〉. The follow-
ing proposition states the existence and uniqueness of equilibrium price in the
Fisher’s model:

Proposition 2. If traders’ demand functions satisfy Assumption 1 to Assump-
tion 5, the equilibrium price p̄ in the Fisher’s model exists and is the unique root
of the equation Z(w, p) = 0, where w is the traders’ budget and Z(w, p) is the
aggregated excess demand function.

3.2 Welfare Adjustment Functions in the Market

By the Assumption 1-5, the welfare adjustment function φ is a vector-valued
function defined of R

n
++, satisfying that Z(Wp, φ(p)) = 0. In this subsection, we

will prove the Lipschitz continuity of φ. For the sake of space, all the proofs are
moved to the full version of this paper.

A matrix M = (Mij) is called column-diagonal-dominated if

Mii ≥ 0, Mij < 0(i �= j),
n∑

i=1

Mij ≥ 0, ∀i, j

Lemma 1. If M = (Mij) is column-diagonal-dominated, we have
(1) det(M) > 0;
(2) 0 ≤ x = M−1b if b ≥ 0.

Lemma 2. If the demand functions {di} satisfy Assumption 1-5, the aggregated
demand function D(w, p) : R

m
+ × R

n
++ !→ R

n
+ has no critical point. Therefore,

D−1(1) =
{
(w, p) ∈ R

m
+ × R

n
++ | D(w, p) = 1

}
is a C1 m-dimensional manifold.

For any (w0, p0) ∈ D−1(1), there exists an open neighborhood U of w0 and a C1

function F : U !→ R
n
+ such that F (w0) = p0 and D(w,F (w)) = 0 on U .
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We list some properties of F :

Lemma 3. ∂Fi

∂wj
≥ 0 for all i, j.

Lemma 4.
m∑

j=1

∂Fj

∂wi
= 1 for all 1 ≤ i ≤ n.

Locally, φ(p) = F (Wp). Let Δ+
n denote the interior point of the simplex:

Δ+
n =

{
p | p ∈ R

n
++, 〈p, 1〉 = 1

}
Lemma 5. If traders’ demand functions satisfy Assumption 1-5, the welfare
adjustment function φ is a map from Δ+

n to itself, or equivalently

〈φ(p), 1〉 = 〈p, 1〉 = 1, φj(p) > 0, ∀j

With this observation, we can prove the main theorem of this section:

Theorem 1. If the traders’ demand functions satisfy Assumption 1-5, the wel-
fare adjustment function φ is differentiable and its Jacobian matrix is a column-
stochastic matrix.

Now we can prove the Lipschitz continuity of φ. The 2-norm of a matrix A is
defined by

‖A‖2 � sup {‖Ax‖2/‖x‖2, x �= 0}
Lemma 6. D is an n-dimensional convex manifold embedded in R

n. The map
F : D !→ D is differentiable in int(D), the interior of D. JF is the Jacobian
matrix of F . If ‖JF (x)‖2 ≤ M for all x ∈ int(D), F is Lipschitz continuous
function with Lipschitz constant M .

Notice that a column-stochastic matrix’s 2-norm never exceeds
√
n, we have

the following corollary by Theorem 1 and Lemma 6.

Corollary 1. If the traders’ demand functions satisfy Assumption 1-5, the wel-
fare adjustment function φ is a Lipschitz continuous function with Lipschitz
constant

√
n.

4 Approximate the Equilibria

Now it is necessary to consider the relation between the approximation of market
equilibrium and the approximation of fixed points of φ. We have defined the
ε-approximate equilibrium in Section 2. The approximation of fix points of a
function F can be defined in two ways. An ε-residual approximation of fixed
points of a function F is a point p ∈ R

n such that ‖F (p)−p‖ ≤ ε. An ε-absolute
approximation of a fixed point p∗ is a point p ∈ R

n such that ‖p− p∗‖ ≤ ε. The
worst computational complexity of an ε-absolute approximation of fixed point is
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infinite. Fortunately, we will prove in this section that a residual approximation
of fixed points is good enough to approximate the market equilibrium price.

Let Δn denote the (n− 1)-simplex embedded in R
n:

Δn =

{
x ∈ R

n
+|

n∑
i=1

xi = 1, xi ≥ 0

}
Consider an exchange economy M . From the definition of equilibrium, if p̄ is

an equilibrium price, so is λp̄ for any λ > 0. Therefore we may assume that the
equilibrium price p̄ falls in the simplex Δn.

Now the problem of computing the equilibrium price has been reduced to
finding a fixed point p∗ of the welfare adjustment function φ, which is proved to
be Lipschitz continuous. We adopt the simplicial algorithm in Chen and Deng [2]
to compute the fixed point of φ. For a Lipschitz continuous function, their algo-
rithm can compute an ε-residual approximation of the fixed point in O((1

ε )n−1)
function evaluations.

In order to prove a good residual approximation of the fixed point is also a
good approximation of the market equilibrium, the ratio between the greatest
price and the smallest price is required be bounded above. The requirement can
be achieved in various ways. For example, we can transform the market M to
M ′ by adding a special trader (m + 1) [6]. Let 0 < δ < 1 be a parameter.
Trader (m+1)’s initial endowment is ( δ

n , ...,
δ
n ) and utility function is the Cobb-

Douglas function:

um+1(xm+1) =
n∏

j=1

x
αm+1,j

m+1,j

Let Δδ
n denote the region

{
p ∈ Δn|pi ≥ δ

2n , ∀i
}

and φ denote the welfare
adjustment function for the market M ′. We can prove the following lemma.

Lemma 7. For any p ∈ Δn, φ(p) ∈ Δδ
n.

Thus the function φ is a well-defined map from Δδ
n to itself. Moreover, φ is

Lipschitz continuous and has a fixed point in Δδ
n. Therefore M ′ has an equilib-

rium price in Δδ
n. Codenotti et al. [6] prove that an ε-approximate equilibrium

for M ′ is an ε(1 + δ) equilibrium for M . Now for the transformed market M ′,
we can prove the following lemma:

Lemma 8. If p is an cε-residual approximation of the fixed point of φ, i.e.,
‖φ(p)− p‖ ≤ cε, then p is an ε-approximate equilibrium of the market M ′. Here

c =
δ

2n1.5 min
1≤i≤m+1

⎧⎨⎩
n∑

j=1

wij

⎫⎬⎭
Proof. For any p ∈ Δδ

n satisfying ‖φ(p) − p‖ ≤ ε, let p̄ denote φ(p). By the
construction of φ, there exists an allocation {x̄i, i = 1, 2, ..., n} such that

x̄i = argmax {ui(xi)| 〈xi, p̄〉 ≤ 〈wi, p〉}
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Let ν = min
1≤i≤m+1

{
m∑

j=1
wij

}
. We will prove that (p̄, x̄i) is an ε-approx equilib-

rium for M ′.

| 〈wi, p〉 − 〈wi, p̄〉 | = | 〈wi, p− p̄〉 | ≤ ‖wi‖‖p− p̄‖
≤ √n

δνε

2n1.5 =
δνε

2n
≤ εmin {〈wi, p〉 , 〈wi, p̄〉}

This implies 1
1+ε 〈wi, p̄〉 ≤ 〈wi, p〉 ≤ (1+ε) 〈wi, p̄〉. Therefore 〈x̄, p̄〉 ≤ 〈wi, p〉 ≤

(1 + ε) 〈wi, p̄〉. The condition (2) has been proved.
Let x̂i = argmax {ui(xi)| 〈xi, p̄〉 ≤ 〈wi, p̄〉}. Since ui is non-decreasing, we can

assume that:

x̄i = argmax {ui(xi)| 〈xi, p̄〉 = 〈wi, p〉}
x̂i = argmax {ui(xi)| 〈xi, p̄〉 = 〈wi, p̄〉}

If 〈wi, p̄〉 ≤ 〈wi, p〉, we have proved the condition (1) since ui(x̂i) ≤ ui(x̄i).
Otherwise, we have

ui(x̂i) ≤ 〈wi, p̄〉
〈wi, p〉ui(

〈wi, p〉
〈wi, p̄〉 x̂i) ≤ (1 + ε)ui(x̄i)

The first inequality follows by the concavity of ui and ui(0) = 0.
The condition (3) is trivial. �

Let δ = ε < min
{
{0.5} ∪

{∑
j wij |i = 1, ...,m

}}
, we reach the final theorem

by Lemma 8:

Theorem 2. The simplicial algorithm can compute an ε-approximate equilib-
rium of the general market model M in O((1

ε )n−1) iterations.

5 Conclusion

In this paper, we studied the welfare adjustment scheme, which can approximate
the general equilibrium price by iteratively computing the Fisher’s equilibrium
price. We prove that the iterative step is indeed a Lipschitz continuous func-
tion whose fixed points correspond to equilibrium prices, under some reasonable
conditions. The fixed point can be approximated in the residual sense with a
simplicial algorithm. We show that a residual approximation of fixed point is
good enough to approximate the equilibrium. Therefore, the general equilibrium
problems can be reduced to the Fisher’s equilibrium problem, for a large class
of utility functions.

A critical problem is whether there is a polynomial time algorithm to approx-
imate the fixed point of φ. In general, the answer is no. But perhaps the nice
structure of the function can help us to find a better algorithm than simplicial
method.
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It could be interesting to extend the scheme to more market models. Any
positive result will improve our knowledge to both equilibrium theory and fixed
point theory.
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Abstract. We are interested in the complexity of finding Nash equi-
libria with one uniformly mixed strategy (that is, equilibria in which at
least one of the players plays a uniform probability distribution over some
set of pure strategies). We show that, even in imitation bimatrix games,
where one player has a positive payoff if he plays the same pure strat-
egy as the opponent, deciding the existence of such an equilibrium is an
NP-complete problem. We derive this result from the NP-completeness
of graph-theoretical problems strictly related to this class of equilibria.

Classification: computational complexity, game theory, graph theory.

1 Introduction

Recently many lines of research tightened the connection between Theoretical
Computer Science and Game Theory: tools from the latter provided to be useful
to study economic aspects of the Internet such as TCP/IP congestion [7], self-
ish routing [13] and algorithmic mechanism design [10]. NASH is the problem
of computing Nash equilibria in non-cooperative games [11]. The complexity of
NASH is considered one of the most important open problem in Complexity The-
ory [12] and, despite various attempts, is still unknown. Even in the two player
case, the best algorithm known has an exponential worst-case running time [14].
Furthermore, when one requires equilibria with simple additional properties, the
problem immediately becomes NP-hard [3, 6].

Motivated by these negative results, recent studies considered the problem
of computing classes of simpler equilibria, such as pure equilibria [4] and uni-
formly mixed equilibria [1], that are Nash equilibria in which all the strategies
played with nonzero probability by a player are played with the same probabil-
ity. Uniformly mixed equilibria can be viewed, in a sense, as falling between pure
and mixed Nash equilibria; playing a uniformly mixed strategy is probably the
simplest way of mixing pure strategies.
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In this paper we present new NP-completeness results on uniformly mixed
equilibria which hold even for a constrained class of games we call generalized
imitation bimatrix games, that extends naturally the class of the imitation simple
bimatrix games [2, 8, 1]. Obviously, these hardness result continue to hold in the
case of general games. Specifically, we show that it is NP-complete to decide if a
given generalized imitation bimatrix game has a Nash equilibrium with at least
one player having an uniform strategy.

We found a strong relation between this problem and the problem of decid-
ing the existence of a regular induced subgraph, with a certain property, in a
given graph, and we give NP-completeness results for some variations of this last
problem. In particular, we prove that it is NP-complete to decide if, in a given
graph G, there exists such an induced regular subgraph in a vertex cover V ′ for
G, where V ′ is given in the input.

Furthermore, the technique we use to prove our results, based on the one
presented in [1], relates a generalized imitation bimatrix game to a graph with a
given structure, and the complexity properties of the game derive from the ones
of the graph. This technique could be useful to prove new results based on the
structural properties of the graph.

The structure of this paper is as follows. In Section 2, we give the necessary
definitions and notation. In Section 3 we detail the relation between uniformly
mixed equilibria and a particular class of subgraphs, then in Section 4 we present
the hardness results for the graph-theoretical problems. In Section 5, we explain
how the game-theoretical results follow from the graph-theoretical ones. Finally,
in Section 6 we address conclusions and open problems.

2 Definitions and Notation

In this section we explain the basic game-theoretical and graph-theoretical no-
tions that we will use and we introduce our notation.

A bimatrix game is specified by two n× n matrices A and B, where n is the
number of pure strategies; we will identify the set of pure strategies with the
ordered set N = {1, 2, . . . , n}. The first player is called the row player and the
second player is called the column player. If the row player plays strategy i and
the column player strategy j, the payoff will be Aij for the first player and Bij

for the second player.
A mixed strategy is a probability distribution over pure strategies, that is, a

vector x ∈ R
n such that

∑
i xi = 1 and for every i ∈ N , xi ≥ 0. The support

supp(x) of a mixed strategy x is the set of pure strategies i such that xi > 0.
When the row player plays mixed strategy x and the column player plays mixed
strategy y, their expected payoffs will be, respectively, xtAy and xtBy (xt is the
transpose of vector x). A mixed strategy x will be called uniformly mixed, or
uniform, if, for every i ∈ supp(x), xi = 1/|supp(x)|.

A Nash equilibrium [9] of the game (A,B) is a pair of mixed strategies (x, y)
such that for all mixed strategies x and y, xtAy ≥ xtAy and xtBy ≥ xtBy.
A Nash equilibrium strategy for a player is a mixed strategy that is played in
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some Nash equilibrium by that player. A uniformly mixed Nash equilibrium is
an equilibrium in which both players play uniformly mixed strategies.

We will consider, in particular, generalized imitation bimatrix games. A bi-
matrix game is an imitation game if the set of pure strategies available to the
players is the same and one of the players, called the imitator, has a positive
payoff if he plays the same pure strategy as the opponent and payoff 0 other-
wise, so that in a Nash equilibrium (x, y) it holds that supp(x) ⊆ supp(y). We
will assume the row player to be the imitator. Thus, in a generalized imitation
bimatrix game, the matrix A is a diagonal matrix, with positive values on the
diagonal, and we will indicate it with D = diag(d1, d2, . . . dn).

What follows is the notation we adopt for matrices: given a n×n matrix A and
two increasing sequences of integers, α = (α1, α2, . . . αh) and β = (β1, β2, . . . βk),
where 1 ≤ k, h ≤ n , we will denote by A[α|β] = A[α1, α2, . . . αh |β1, β2, . . . βk]
the h × k submatrix of A whose (i, j) entry is Aαi,βj , where i = 1, 2, . . . , h and
j = 1, 2, . . . , k. If α = β then we abbreviate A[α|α] to A[α].

We now describe our graph-theoretical notation. Given a simple (no loops)
undirected graph G = (V,E), we will use G(S) to denote the subgraph induced
by the vertices in the subset S ⊆ V . As a shorthand for S ∪ {v} (where v ∈ V ),
we will write S + v. We will use dG(S)(x) to denote the degree of node x ∈ S in
the subgraph of G induced by S.

3 Nash Equilibria with a Uniform Strategy and Related
Induced Subgraphs

In this section we present the relation we found between equilibria where one
strategy is uniformly mixed and a particular class of induced subgraphs.

Let G = (V,E) be an undirected graph. As in [1], we will say that a subset S
of vertices determines a dominant-regularity induced subgraph (DIS) if there is
a positive integer r such that

(i) G(S) is r-regular;
(ii) for every v ∈ V \ S, the degree of v in G(S + v) is at most r.

Figure 1 shows a graph G and three subgraphs: the subgraph S1 is not a DIS
because its nodes are dominated from node 5; subgraph S2 is not a DIS because
it is not regular. Subgraph S3 is a DIS.
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Fig. 1. Examples of subgraphs being or not being a DIS



1026 V. Bonifaci, U.D. Iorio, and L. Laura

Our contribution, about Nash equilibria, is mostly based on the following
lemma.

Lemma 1. Let (D,B) be a generalized imitation bimatrix game where B is the
adjacency matrix of some undirected graph G, i.e., a (0, 1)-symmetric matrix.
Then the uniform Nash equilibrium strategies of the row player in (D,B) are in
one-to-one correspondence with the dominant-regularity induced subgraphs of G,
in particular:

– given a DIS in G, we have a corresponding not-empty set of Nash equilibria
for which supp(x), the support of the row player’s uniform strategy, is the
set of vertices of the given DIS;

– given a Nash equilibrium where the row player has a uniform strategy, we
have a DIS in G induced by the set of pure strategies played by the row
player.

Proof. Let G(S) be a DIS with regularity r. Consider the unique uniformly
mixed strategy x having support S (that is, xi = 1/|S| if i ∈ S and xi = 0
otherwise). By definition of S, we have that |S|xtB is a vector giving the degrees
of every node v in the graph G(S+v). But since G(S) is a DIS, xtM is maximal
on coordinates i ∈ S; thus, if the row player plays x, the column player has
no incentive to deviate from x. So now, if the column player plays a mixed
strategy y, such that yi = 1/di if i ∈ S and yi < 1/di otherwise, then the
vector of incentives for the first player is maximal on the rows in the support S,
and hence (x, y) is a Nash equilibrium, for (D,B), where the row player has a
uniform strategy.

For the other direction, let (x, y) be a Nash equilibrium such that x is uni-
formly mixed. Since the game is an imitation game, it can be easily checked that
the support of x has to be included in the support of y. Let S = supp(x). Since
the column player has no incentive to deviate, because the two strategies are an
equilibrium, we have that for every l ∈ N and for every i in the support of y,
and in particular for every i ∈ S, (xtB)i ≥ (xtB)l. Now |S|(xtB)i =

∑
j∈S Bji

so it follows that ∑
j∈S

Bji ≥
∑
j∈S

Bjl

But this last quantity is exactly the degree of l in G(S+ l). Thus, translating the
maximality condition, all the nodes corresponding to strategies in S must have
the same degree and moreover this must be the greatest degree a node l can have
in G(S+l). This implies that the subgraph induced on S is a dominant-regularity
subgraph in G.

4 NP-Hardness Results in Graph Theory

In this section we formulate our results on the complexity of finding a DIS and
then we will use them, in the next section, to derive some game theory complexity
results. We will assume all the graphs to be simple undirected graphs with no
isolated nodes. Consider the following problem.
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Problem 1. Dominant-Regularity Induced Subgraph Included in a
Given Vertex Cover (Vci-Dis)

INSTANCE: A graph G = (V,E) and a subset V ′ ⊆ V which is an indepen-
dent set for G .

QUESTION: Is there a subset Ṽ ⊆ V − V ′ such that G(Ṽ ) is a dominant-
regularity induced subgraph, i.e.: i) G(Ṽ ) is a r-regular graph for some r and ii)
∀v ∈ V − Ṽ it holds that dG(Ṽ )(v) ≤ r?

We prove this problem NP-complete by a reduction from the decision problem
3SAT [5], defined below.

Problem 2. 3-Satisfiability (3SAT)
INSTANCE: A collection C = {c1, c2, . . . , cm} of clauses on a finite set X =

{x1, x2, . . . , xn} of variables such that |ci| = 3 for 1 ≤ i ≤ m.
QUESTION: Is there a truth assignment for X that satisfies all the clauses

in C?

We construct a graph, from a generic 3SAT instance, where we assume, wlog,
that no clause contains both a variable and its negation, and we use this graph
in all of the reductions below. In particular we map a generic given instance of
3SAT, i.e. a set of variables U , where |U | = n, and a set of clauses C, where
|C| = m, to a graph G(V,E) in the following way:

– we start from an empty set V ;
– for each variable xi ∈ U we add two nodes xi and xi to V and then we add

an additional node xn+1; we refer to this set of nodes as X ;
– for each clause cj ∈ C we add one node cj to V ; we briefly refer to this set

as C;
– we connect each node corresponding to a variable xi with each other node

in X except its opposite xi, and we connect xn+1 with all the other nodes;
– we connect each node cj to all the nodes in X except the three nodes that

correspond to the literals that form the clause cj itself.

Figure 2 shows (a sketch of) a graph corresponding to a generic 3SAT instance.
Now we prove that a) every satisfying assignment of the given 3SAT instance is
mapped to a DIS included in X and with a number of vertices equal to n + 1,
and b) every set Ṽ , such that G(Ṽ ) is a DIS must include, for each variable xi,
either xi or xi, but not both, plus the node xn+1; in particular |Ṽ | ≥ n + 1.

Proof. a) Consider a truth assignment for the given instance of 3SAT. Let us
denote by T the subset of X that corresponds to the literals having the value
true in this assignment. Note that |T | = n, since for each variable only one
between xi and xi has the value true. Let us consider Ṽ = T + xn+1, it is
easy to verify that the graph G(Ṽ ), induced on Ṽ is a DIS because: i) G(Ṽ )
is n-regular, and ii) ∀x ∈ X − T we have dG(Ṽ )(x) = n and ∀c ∈ C we have
n−2 ≤ dG(Ṽ +c)(c) ≤ n because at least one (at most three) of the literals of the
clause is true.

b) First of all notice that Ṽ must contain the node xn+1, which is connected
with all the other nodes, otherwise the condition ii) in the definition of a DIS
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c1 cj cm

x1 x1 x2 x2 x3 x3 xn xn xn+1

Fig. 2. Graph obtained from a generic 3SAT instance

would be violated. It follows that at most one, of the two nodes for each variable
xi, can be included in Ṽ . In fact if a variable xi had both of the nodes, xi and
xi, in Ṽ then dG(Ṽ )(xn+1) > dG(Ṽ )(xi), because xn+1 is connected with all the
nodes in Ṽ , while xi is not, so G(Ṽ ) would not be a DIS because not a regular
graph. We now prove that Ṽ must contain at least one of the two nodes for
each variable xi. Assume that a variable xj is such that xj /∈ Ṽ and xj /∈ Ṽ . If
there is a c in C ∩ Ṽ , then, by the definition of DIS it follows that the graph
G(Ṽ ) is dG(Ṽ )(c)-regular; but in this case at least one between xj and xj is
connected with c (because we assumed that no clause includes both a literal and
its opposite). Wlog let it be xj ; then

dG(Ṽ +xj)(xj) = 1 + |X ∩ Ṽ | > dG(Ṽ )(c)

violating the condition ii) inthe definition of a DIS. If C ∩ Ṽ = ∅ then the graph
G(Ṽ ) is dG(Ṽ )(xn+1)-regular but dG(Ṽ +xj)(xj) > dG(Ṽ )(xn+1) and there would
be a violation as before. So exactly one of the nodes xi and xi, for each variable
xi, must be included in Ṽ .

Now we are ready to prove the following results, for which each proof is based on
two parts corresponding to the two directions of a polynomial time transforma-
tion: we have a polynomial transformation when a starting problem instance has
positive answer if and only if the problem instance, resulting from the mapping,
has a positive answer too.
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Theorem 1. VCI-DIS is NP-complete.

Proof. Starting from a 3SAT instance I we construct the graph G, in the way
we described above, and we set V ′ = C obtaining an instance φ(I) of VCI-DIS.
Now we prove that φ is indeed a reduction:

(1) Follows immediately from point a).
(2) Let Ṽ be a solution of φ(I), from point b) we have that Ṽ includes exactly
one node for each variable xi, plus the node xn+1, and it includes only them,
since by the definition of VCI-DIS Ṽ ⊆ X , therefore G(Ṽ ) is n-regular. Now
for each node c ∈ C there exists at least one x ∈ Ṽ such that x and c are not
connected each with the other, otherwise dG(Ṽ +c)(c) = n + 1 and Ṽ would not
be a solution. This implies that each clause c, in the starting 3SAT instance,
contains at least one literal belonging to the set of literals corresponding to Ṽ .
Thus there is a satisfying assignment.

Theorem 2. If in VCI-DIS, given an integer k ≤ |V − V ′|, we ask for a subset
Ṽ satisfying one of the following additional conditions:

(i) |Ṽ | ≤ k;
(ii) |Ṽ | = k;
(iii) |Ṽ | ≥ k.

then the resulting problem is still NP-complete.

Proof. If we consider the instance constructed in Theorem 1 and, in addition,
we set k = n + 1 then we still have a polynomial transformation from 3SAT:

(1) Again from point a).
(2) The conditions on k do not add any constraints other than those implied by
Ṽ ⊆ V − V ′ together with point b), so the proof is the same as point (2) in
Theorem 1.

5 Game-Theoretical Results

Here we state our main results.

Theorem 3. It is NP-complete to decide, given a bimatrix game, whether there
is a Nash equilibrium such that at least one player has a uniformly mixed strategy.

Proof. This is a proof by restriction, we show that this problem contains the
NP-complete problem VCI-DIS. We now specify the additional restrictions to be
placed on the bimatrix games we consider, then it will be easy to realize that
the resulting restricted problem is equivalent to VCI-DIS.

We are interested in generalized imitation bimatrix games having the following
particular form:
(1) D = diag(1, 2, . . . n).
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(2) There exists an increasing sequence of integers α = (α1, α2, . . . αh) such that

B[α] =

⎛⎜⎜⎜⎝
0 n . . . 0
...

. . .
...

0 . . . 0 (h− 1)n
hn 0 . . . 0

⎞⎟⎟⎟⎠ .

B[α] is a superdiagonal matrix with values increasing on the rows by multiples
of n, and moreover, replacing B[α] with a zero matrix, the resulting matrix B′

must be an adjacency matrix with an associated graph G(V,E), i.e. a symmetric
(0, 1)-matrix with no 1 on the main diagonal and at least one 1 on each row.

Now we search for a Nash equilibrium where at least one player has a uniform
strategy x.

Assume that, in an equilibrium, x is played by the column player, then the
row player (the imitator) will play a subset of the pure strategies played by the
column player, which guarantee him the greatest expected utility. But, when x
is uniformly mixed, the strategy k = max(supp(x)) is the only best choice for
the imitator. Then the imitator plays only k, and we analyze the two possible
cases: if k ∈ α, say k = αi, then the only best choice for the column player is
αi+1; if k ∈ N − α (we remember that N = {1, 2, . . . , n} is the set of the pure
strategies) then Bkk = 0, while, on row k, there exists at least one entry equal
to 1 (no isolated nodes in G). In both cases the column player would not choose
k, contradicting the fact that k ∈ supp(x).

It follows that there are no Nash equilibria in which the column player has a
uniformly mixed strategy. So, let (x, y) be a Nash equilibrium with x uniform,
we now assume that |supp(x)∩α| > 0. Then we can take αk = max(supp(x)∩α)
and we note that

(xtB)l < 1 if l ∈ N − (supp(x) ∩ α)

i ≤ ni

|supp(x)| < (xtB)α(i+1) mod n
≤ ni

|supp(x)| + 1 ≤ i + 1 if αi ∈ supp(x) ∩ α

thus the greatest value in xtB is on the column α(k+1) mod n �= αk (we use the
modulo operator because if k = n then the maximal value is on the column α1).
There is, indeed, only a best choice for the column player and it is different from
the αk strategy he plays, contradicting the hypothesis on (x, y) which must be
a Nash Equilibrium, so we cannot assume |supp(x) ∩α| > 0. Therefore, in these
instances, the only Nash equilibria having at least one player with a uniform
strategy, are the ones in the form (x, y) with supp(x) ⊆ N − α. So, given an
instance in the form we said, we actually ask if there is a Nash equilibrium (x, y)
such that x is uniform and supp(x) ⊆ N − α; this restricted problem, using
lemma 1, becomes: given a graph G(V,E) and an independent set V ′ for G, is
there a DIS in G with no node in V ′. What we found is the VCI-DIS problem.

Theorem 4. It is NP-complete to decide, given a bimatrix game, and an inte-
ger k, whether there is a Nash equilibrium such that at least one player has a
uniformly mixed strategy with a support of size
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(i) at most k;
(ii) at least k;
(iii) equal to k.

Proof. We consider the instances of the restriction in the proof of the theorem
3 and, reasoning as in that proof, we actually ask for a Nash equilibrium (x, y)
such that x is uniform, supp(x) ⊆ N − α and, moreover, just one, of the three
additional conditions ((i),(ii),(iii)) must be satisfied at a time. This restricted
problem, using lemma 1, is translated into the version of VCI-DIS introduced in
Theorem 2.

6 Open Questions and Future Work

Despite the recent efforts, the complexity of the main problem, NASH, is still an
open question. In our work we presented a component design technique which
can be used to construct other, hard to solve, bimatrix games, in dependence on
the extent one believe NASH is NP-hard.

There is a number of open questions suggested by our work. If we focus on
instances with (0, 1)-matrices, deciding the existence of Nash equilibria with one
uniformly mixed strategy, is still an NP-complete problem?

Consider NASH restricted to the class of generalized imitation bimatrix games
we introduced: is it as hard as the general NASH? Or, rather, is there a polyno-
mial time reduction mapping NASH to this restriction?

Quasi polynomial time algorithms are known for the computation of approx-
imate Nash equilibrium, but is it easier to find approximate Nash equilibrium
for the class of games we presented?

If we take two nonnegative matrices, considering the graphs associated to
their non-zero patterns, are there any structural properties that imply Nash
equilibria, other than the one we said for DIS?
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Abstract. We consider the problem of routing a number of communi-
cation requests in WDM (wavelength division multiplexing) all-optical
networks from the standpoint of game theory. If we view each routing
request (pair of source-target nodes) as a player, then a strategy consists
of a path from the source to the target and a frequency (color). To reflect
the restriction that two requests must not use the same frequency on the
same edge, conflicting strategies are assigned a prohibitively high cost.

Under this formulation, we consider several natural cost functions
focusing on the existence of Nash equilibria and on the complexity of
recognizing and computing them.

1 Introduction

Optical networks use as physical means for transferring data lightwaves which are
transmitted through optical fibers. As current technology may handle lightwaves
with frequency several orders of magnitude higher than electrical signals, optical
networks may reach a peer-to-peer transfer rate far greater than any electrical
network. In standard optical networks however, data have to be converted from
the optical to electrical form when passing through an intermediate switch and
converted back to optical form for retransmission to the next station. This con-
version costs in time and reduces the transfer rate to tenths of GHz. In all-optical
networks however, the signal retains its optical form from the transmitting to
the receiving end, thus achieving transfer rate of the order of tenths of THz.

To better exploit the high bandwidth of all-optical networks, all-optical net-
work protocols are based on wavelength-division multiplexing, WDM, which in a
sense divides the available high bandwidth in several channels. Each channel uses
a different frequency (wavelength) thus allowing the simultaneous connection of
several source-destination pairs through the same fiber, provided that they use
different frequencies.

The efficient allocation of frequencies given a set of requests from pairs of
hosts wishing to communicate, poses several interesting theoretical problems. It
is common in this setting to view the network as a connected graph with its
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nodes being hosts or switches and its edges being the optical fibers that provide
the actual communication. The available frequencies (i.e. different channels) of
an edge are represented as different colors and by the above each edge has a
palette of different colors from which a pair of communicating hosts may choose.
Notice that, since we do not allow wavelength conversion, a path has to use the
same color for all its edges and of course if two paths use the same edge, then
they must use different colors.

The main problem therefore is the so called Routing and Path Coloring
problem in which we are given a set of pairs of hosts (nodes in the graph) wishing
to communicate and we are asked to provide for each pair a path and a color in
such a way that no two pairs whose paths share an edge are colored the same
and in addition the total number of colors used is minimized.

This problem has been shown to be NP-hard even for rings [7] but can be
solved in polynomial time for chains [17] and bounded degree trees [14]. A nat-
ural way to tackle its hardness is to look for approximation algorithms. A 2-
approximation algorithm is presented in [21].

Another natural problem is Maximum Routing and Path Coloring
(MaxRPC). Given a graph G, a set of requests R (pairs of nodes) and a number
of colors w we try to find an assignment of paths to a subset of requests A ⊆ R
and a coloring of these paths with different colors for overlapping paths, such
that |A| is maximal. The above problem is NP-hard even for rings (there is a
straightforward reduction from Routing and Path Coloring). Efficient ap-
proximation algorithms for various topologies are given in [15, 2]. Other related
work includes multi-fiber models [16, 12], models that use wavelength conversion
[22] and also on-line algorithms for the same problems [2, 3].

Another approach that has been recently followed to study network problems
is the game-theoretic one. Several researchers have study the behavior of net-
works in general, focusing especially in congestion problems using the powerful
tools of game theory. We briefly mention here the results in [9, 18, 10].

In this paper we study all-optical WDM routing under a game theoretic ap-
proach. In our setting we view each pair of communicating nodes as a player in
a non-cooperative game. The player’s strategies are the different (path, color)
pairs from which she may choose, first to route her communication (the path)
and second, to assign a wavelength to it (the color).

Naturally, a game setup requires some cost function which represents the cost
of a player in a state where each player has chosen some specific strategy. A
state in which a player feels comfortable with her strategy, i.e. her cost does
not decrease if she decides to follow another strategy, is called an equilibrium.
J.F. Nash, in his classical paper [13], showed that every game has a mixed
equilibrium but not necessarily a pure one. An important question therefore in
a game setting is whether it has a pure equilibrium.

Here we consider several different natural cost functions in WDM all-optical
networks as in [4, 5] and study for each one of them the following questions:

– Are there any pure Nash equilibria?
– Can we decide in P-time if a strategy profile is an equilibrium?
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– Can we compute an equilibrium in polynomial time?
– If we consider a computed equilibrium as a local optimum, can we find a

solution (equilibrium) of better value?

Notice that we do not yet have a general efficient algorithm for finding Nash
equilibria (and, a fortiori, pure Nash equilibria). This has become a famous open
problem in computational complexity theory. The reader may see [9, 19, 20] for
recent results on this issue.

Giving efficient algorithms for the above questions means that in an all-optical
network under some specific routing conditions, a communicating pair has effi-
cient algorithms to decide if it is better off defecting from the current solution,
or if better global solutions exist etc. Likewise, negative answers to the above
problems mean that no practical algorithms for these questions exist.

Our results show that under different cost functions the complexity of recog-
nizing a Nash equilibrium varies from NP-complete to polynomial time. Actually,
we were led in redefining the cost function, in an attempt to lower the computa-
tional complexity of answering some of the above questions. Surprisingly enough,
the new costs functions are also natural and lead to re-posing some of the much
studied optimization problems in WDM all-optical networks.

The rest of the paper is organized as follows: In the next section we give some
preliminaries and formally define the setting of the problems. In Section 3, which
is divided in four subsections we study the above questions for four different
cost functions. Finally, in Section 4 we summarize our results and state some
open problems.

2 Preliminaries

A network is, for our purposes, a graph G = (V,E). A routing request is simply
a pair of nodes (s, t) with s, t ∈ V . We are given a set of M routing requests
(si, ti), i = 1, . . . ,M . We are also given colors which we represent as integers in
the interval C = [1..k], where k is the maximum number of available colors. A
solution to the requests is a set of M paths of G, pi, i = 1, . . . ,M and a set of
M colors χi, i = 1, . . . ,M with path pi having as endpoints the nodes si and ti.
If pi ∩ pj �= ∅ for i �= j then χi �= χj . This last requirement models the already
stated assumption that if any two requests are routed through edge-intersecting
paths, then they must use different wavelengths (colors).

A game with n ≥ 2 players is defined by a finite set of strategies Si, i = 1, . . . , n
and n payoff functions ui, i = 1, . . . , n one for each player, mapping S1× . . .×Sn

to the integers. The elements of S1 × . . . × Sn are called states. A state s =
(s1, . . . , sn) is called pure Nash equilibrium if for every i, ui(s1, . . . , si, . . . , sn) ≥
ui(s1, . . . , s

′
i, . . . , sn) for any s′i ∈ Si. A game may not have pure Nash equilib-

ria, but Nash in [13] proved that there always exist mixed Nash equilibria (we
consider as strategy any possible distribution on Si).

We now view an all optical network G with M requests as a (non-cooperative)
game in the following way.
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– Players : The M requests (si, ti), i = 1, . . . ,M .
– Strategies : Pairs σi = (pi, χi) where pi is a path from si to ti and χi is a

color (wavelength). We represent colors as integers in the interval [1..k].
– Cost : For each player i = 1, . . . ,M a cost function gi(σ1, . . . , σM ).

In this paper we study the above questions under different cost functions. In
all cost functions we are considering conflicting strategies are assigned a pro-
hibitively high cost. Moreover, in all cases it is implicit that bandwidth is the
main resource that needs to be carefully managed. This is reflected in the num-
ber of colors used (this is actually our first cost function that charges a path
according to the number of conflicts with other colors), the color number used
on a path (note that this is a different measure than the previous one and is
equivalent to charging a path according to the frequency it uses, the higher the
frequency the greater the cost ), the most saturated link (in terms of the different
paths that use it) and the highest color number on a link (this charges links, not
paths that use high frequency).

3 Addressing the Questions

In this section we examine for four different cost functions the problems that we
mentioned earlier.

3.1 Cost Function 1

The first cost function we consider is the number of different colors that are used
along a player’s path. That is, for all players their corresponding cost function is

gi((p1, x1), . . . , (pM , xM )) =

{∞ if there is a conflict∣∣∣⋃e∈pi
X(e)

∣∣∣ otherwise (1)

where X(e) is the set of colors that are used for edge e. In other words, |X(e)|
is the number of different paths that use e. Under this cost function a player’s
possible defect is toward the direction where she has fewer conflicts with different
colors.

Having defined the cost function, we first attack the problem of recogniz-
ing whether a given strategy profile, under this cost function, is a pure Nash
equilibrium. We call this problem Nash Recognition:

Nash Recognition
– Instance. A graph G, M players (si, ti) and their strategies under a given

cost function g, consisting of a path and a color in C = {0, 1, . . . ,M} such
that there are no conflicts.

– Question. Is there an i such that nodes si and ti can be connected via a path
and a color, with better cost under cost function g?

For cost function 1 even recognizing a Nash equilibrium is NP-complete.

Theorem 1. Nash Recognition under cost function 1 is NP-complete.

Sketch. See appendix. �
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3.2 Cost Function 2

In order to relax the constraints of the first function we turn our attention to
the following definition of the cost:

gi((p1, χ1), . . . , (pM , χM )) =
{∞ if there is a conflict
χi otherwise (2)

Intuitively, under this cost function a player’s possible defect is toward the di-
rection of lower numbered colors i.e. lower wavelengths.

Under cost function 2 things are computationally easier. Pure Nash equilibria
always exist and can be recognized and computed in P-time using the following
greedy, online algorithm. See also theorem 1 in reference [5].

Input A graph G, M players (si, ti) and a color set {1, . . . , M}
Output A pure Nash equilibrium.

Find an (s1, t1) path and assign it color 1.
for i = 2, . . . , M do

for χ = 1, . . . , M do
Remove from G the edges belonging to paths colored χ.
Check if there exists a path between si and ti.
if YES then use it with color χ and move to the next i.

end
end

Proof. The resulting path coloring is a pure Nash equilibrium because no player
can defect: player (s1, t1) has the minimum cost (color 1) and every player
(si, ti), i = 2, . . . ,M gets the minimum possible color. �

Since there is a P-time algorithm to compute an equilibrium it is natural to
ask for a better one. The metric we use to compare two Nash equilibria is the
maximum color number they use: the smaller the maximum number, the better
the equilibrium. Notice that this problem is closely related to Routing and
Path Coloring, mentioned in the introduction but here part of the problem
instance is a strategy that is a Nash equilibrium. However this additional fact
does not lower the problem complexity (for a proof sketch see the appendix):

Better Nash.
– Instance. Graph G, k players (si, ti) and a Nash equilibrium using m colors

under a cost function g.
– Question. Is there a Nash equilibrium under cost function g using less than

m colors?

Proposition 1. Problem Better Nash under cost function 2 is NP-complete.

3.3 Cost Function 3

The next cost function is related to the provided bandwidth:

gi((p1, χ1), . . . , (pM , χM )) =
{∞ if there is a conflict

max{w(e)|e ∈ pi} otherwise (3)
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where w(e) is the number of paths that use edge e. That is, a player’s defect is
towards a path with lightly used edges i.e., links where a smaller portion of their
bandwidth is used.

The existence of pure Nash equilibria is assured by the following theorem (see
also reference [5]).

Theorem 2. Pure Nash equilibria according to cost function 3 always exist.

Sketch. Consider a feasible solution (valid coloring). Such a solution always exists
and uses at most M colors if there are M players. We define the vector (potential)
l = (lM , lM−1, . . . , li) where li is the number of players with cost equal to i.
We then examine every player’s strategies. If nobody can defect we are at an
equilibrium point. If there is a player of cost k that defects then we have the
following. Elements lM , lM−1, . . . , lk+1 continue having the same values, lk is
reduced and the only elements that can be increased are lk−1, lk−2, . . . , l1. So, a
defection leads to a lexicographically better l, thus at the end we will reach an
equilibrium under cost function 3. �

Proposition 2. The question if a strategy profile is a pure Nash equilibrium
can be answered in P-time.

Proof. The proof is based on the following lemma whose proof can be found e.g.
in [6].

Lemma 1. In a weighted graph G the (s, t)-path implied by a minimum spanning
tree is a min-max weighted path, i.e. a minimum weight path where we charge a
path by the weight of its heavier edge.

Consider a feasible solution in which player (si, ti) uses path pi and color χi. To
check if the solution is an equilibrium we must examine every possible player-
color combination. Examining a player k and a color χ we first remove every
edge used by this color and assign each remaining edge with the weight:

w(e) =

∣∣∣∣∣∣
⋃

i=1,...,M,i�=k

{χi : e ∈ pi}
∣∣∣∣∣∣+ 1. (4)

In this way the cost of an (s, t)-path p equals maxe∈p w(e). This cost is minimized
for the (s, t)-path implied by a minimum spanning tree, according to the above
lemma. �

In addition, under cost function 3, pure Nash equilibria can not only be recog-
nized in polynomial time, but also computed in polynomial time by the follow-
ing algorithm (COMPUTE-NASH). Algorithm COMPUTE-NASH inserts one
by one the players (k-loop). For each newly inserted player it tries to build a
minimum spanning tree Tk = (VTk

, ETk
) using a variant of Prim’s algorithm

(where by VTk
(resp. ETk

) we denote the set of nodes (resp. edges) already in-
cluded in the tree Tk). In each step of this process (j-loop, see below) the less
used edge γ among those having one endpoint in VTk

and the other in V − VTk

is selected (according to Prim’s algorithm) and the tree is updated with γ. At
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each step the number of paths that actually use edge e is denoted by wuse(e)
while the number of trees containing e is denoted by w(e). The weight of γ is
then increased by one to reflect that it has now been included in the tree under
construction. Then function VALIDATE is called for γ. VALIDATE examines
the effect of increasing the weight of γ on the already built trees by discovering
players who can defect and updating their trees.

Algorithm COMPUTE-NASH(G)
Input G = (V, E), M players.
Output Nash equilibrium.

for every e ∈ E do w(e) = 0;
for k = 1 to M do

Tk = ({sk}, ∅);
for j = 1 to |V | do

C: edges in the current cut VTk , V − VTk ;
Let γ be the edge in C with minimum wuse;
w(γ) = w(γ) + 1;
Update Tk by adding edge γ to it;
VALIDATE(γ);

endfor
Update wuse(e) for every edge e;

endfor

Function DEFECT(γ)
Input Edge γ.
Output A player i with γ ∈ ETi and who can do better by not using γ.

Ci(e): the cut of G which results if we remove e from Ti;
cur(Ci(e)): the edge with minimum w in Ci(e);
Find i for which γ ∈ Ti and w(cur(Ci(γ))) < w(γ) − 1;
if not found then set i = 0;
return i;

Function VALIDATE(γ)
i = DEFECT(γ);
if i �= 0 then do

w(γ) = w(γ) − 1;
γ′ = cur(Ci(γ)); (see function DEFECT)
ETi = ETi − γ + γ′;
w(γ′) = w(γ′) + 1;
Update wuse(e) for every edge e;
VALIDATE(γ′);

endif

We now have the following:

Theorem 3. Algorithm COMPUTE-NASH correctly computes a pure Nash
equilibrium under cost function 3 in polynomial time.
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Proof. The proof of correctness is based on Lemma 1. The basic idea is that of
a valid edge: an edge e is valid if for every i

w(e) ≥ w (cur(Ci(e))− 1,

where cur(Ci(e)) is the minimum cost edge in the cut Ci(e) of G, which results
if we remove e from Ti. In other words e is valid if it’s weight is at most one
greater than any other edge in the cut.

The correctness follows from two conditions that are maintained throughout
the k-loop:

1. (Nash-upto-k). Every tree Ti, i = 1, . . . , k is a minimum spanning tree be-
cause every edge e ∈ Ti is valid.

2. (Nash-apart-γ). Every edge in every tree Ti, i = 1, . . . , k is valid, except
(maybe) edge γ.

Consider the situation where we have completed the k-th loop and we come to
player k + 1. When we select the minimum weight (regarding the players that
actually use it) edge (according to Prim’s algorithm) γ and increase the weight
w(γ) it may become invalid for another tree Ti:

γ′ = w(cur(Ci(γ))) < w(γ)− 1. (5)

We point that in the above equation w(e) is the number of trees that contain
edge e. In the case where γ becomes invalid we replace γ with γ′ in Ti, fix the
weights and check whether γ′ becomes invalid. This may result to a chain of
calls to function VALIDATE. This chain will terminate after at most M calls
because the sequence of w(γ) decreases monotonically.

In order to complete the proof we point the following. During the construction
of a tree a player reserves every edge of the tree but uses only those on her (s, t)
path. To be correct we must show that the paths resulting after the construction
of a tree don’t change if we reduce by one the weight of an edge when it is not
used by the player. So, consider an edge e which is not actually used.We check
all trees:

– If a tree contains e it remains as is because e remains valid.
– If a tree does not contain e then we have two cases:

1. The insertion of e didn’t cause any calls to VALIDATE. In this case e
remains valid as it returns to it’s previous value.

2. The insertion of e caused a call to VALIDATE. In this case e remains
valid as it gets a value equal or greater by one than the current edge in
the cut.

Regarding the complexity of the algorithm we have that an insertion of an edge
results in at most M calls to VALIDATE and each of these calls needs at most
O(M) time due to the call to DEFECT. Finally we construct M trees, thus the
time needed is O(M3|V |) where |V | is the number of nodes in G. �
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3.4 Cost Function 4

The last cost function is related to the bandwidth too, but from another view-
point:

gi((p1, χ1), . . . , (pM , χM )) =
{∞ if there is a conflict

max{W (e)|e ∈ pi} otherwise (6)

where W (e) is the maximum color number that appears on edge e. That is, now
an edge is charged by the highest frequency used on it. Notice that an edge may
get greater weight, though it is used by only a few paths.

Proposition 3. Pure Nash equilibria under cost function 4 always exist.

Proof. Same as theorem 2. �

Furthermore, we have

Proposition 4. The question if a strategy profile is a pure Nash equilibrium
can be answered in polynomial time.

Proof. Same as Proposition 2 except that the weight assigned to each edge when
we consider M players with strategies (pi, χi), i = 1 . . .M and examine color χ
for player k is

w(e) = max

⎧⎨⎩{χ} ∪ ⋃
i=1,...,M,i�=k

{χi : e ∈ pi}
⎫⎬⎭ . (7)

This way the cost of a (s, t)-path p equals maxe∈p w(e). This cost gets minimum
over the (s, t)-path implied by a minimum spanning tree, according to Lemma 1.

�

4 Conclusions and Future Work

We have examined the behavior of WDM all-optical networks under a game-
theoretic approach and under several payoff functions. Our results show that
the complexity of the problems of recognition and computation of pure Nash
equilibria varies from polynomial to NP-complete.

As complexity theory and game theory are fastly converging, many more may
be done for analyzing network problems. Some suggestions along the lines of

Table 1. Our results regarding pure Nash equilibria in all-optical networks

Function Properties Existence Recognition Computing Find better

1 color conflicts Open NP-complete Open NP-complete
2 frequency always P P NP-complete
3 max congestion always P P Open
4 max frequency always P conjectured in P Open
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this work follow: First, we may analyze WDM routing under the cost-function
4. We have done some progress along this direction: Pure Nash equilibria exist
for cost-function 4, and we suspect that can be computed in P-time. Second,
we may try to analyze along the same directions the multicast congestion (MC)
problem [23]: we are given a network, that is an undirected graph G = (V,E)
and a set of subsets of Sj of V (called terminals). We are asked to find a set Tj

of trees in E each spanning the respective set Sj . Let the congestion of an edge e
be the number of Tj trees that contain e. How can we keep the congestion low?
E.g. one may ask to keep the maximum congestion at a minimum level. Again
We may try to analyze this problem by defining various analogous cost functions
and considering each set of terminals as a player of a suitable non-cooperative
game.

Acknowledgement. We thank the anonymous referee for pointing out to us
references [4, 5].
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A Proofs

A.1 Proof of Theorem 1

The problem is obviously in NP because given a path we can check in P-time
the number of different colors that arise on it. To prove completeness we will use
the known NP-complete problem 1-in-3-3SAT without negation [11]:

1-in-3-3SAT-WN
– Instance: A boolean formula with 3 positive literals per clause:

C =
∧

i=1,...,m

Ci =
∧

i=1,...,m

(ui1, ui2, ui3). (8)

– Question: Is there a satisfying truth assignment such that exactly one literal
per clause is true?

Let C be an instance of 1-in-3-3SAT-WN with m clauses. We construct an
instance of our problem in the following way.

1. For every variable in C we introduce m new colors.
2. We introduce m + 2 new “universal” colors.
3. For every clause Ci we construct a graph component.
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– We introduce 2 nodes xi, yi which we connect with 3 disjoint chain paths
with μi1, μi2, μi3 edges respectively, where μij , j = 1, 2, 3 is the total
number of variable uij ’s occurences in C.

– For every edge (x, y) introduced because of the 3 paths we consider 2
more nodes a, b, 2 edges (a, x) and (y, b) and a player starting at a and
terminating at b.

– For every (a, b) player the instance we construct has the path (a, x, y, b)
as strategy.

– Every player in a (xi, yi)-chain gets a different color from the set of m
colors of the respective variable.

4. Every graph component connects to the next through an edge (yi, xi+1).
5. For chains that belong to the same variable we choose the same color for

respective (a, b) players.
6. We introduce a new chain with m + 1 edges starting at node x1 and termi-

nating at ym. For this chain we introduce m+1 (a, b) players exactly like we
did in the component chains. These players use m+1 of the m+2 universal
colors. The last universal color is used by a player (x1, ym) who follows the
chain and his cost is obviously m + 2.

We observe that in the constructed instance every player has cost 1, except
(xi, yi) who has cost m + 2 and the (a, b) players in the “long” chain who have
cost equal to 2.

If there is a satisfying truth assignment for C, then every (a, b) player has
obviously no better strategy. Considering player (x1, ym) we have that, in order
to find a better strategy (with cost at most m + 1) we must deal with the
(x1, ym) paths that use the component chains. Let the (x1, ym) path p that in
every component uses the chain of the only satisfied literal. The cost of p is

1 +
∑

ui=T

occ(ui) = m + 1,

where occ(ui) is the number of variable ui’s occurrences in the formula.
So there is a player who can change his strategy to a better cost.
For the other direction consider a situation where there is a player that can

defect. Obviously this player is (x1, ym) (with better cost equal to m + 1). We
construct a satisfying assignment for C in the following way. We set, in each
clause, true the literal with the chain component that is used by player (x1, ym).
Then we have the following:

– Only one literal in each clause is set true.
– The assignment is consistent. Every variable we set true charges the path

with as many colors as the number of it’s occurrences. So, an inconsistent
assignment results in a cost greater than m + 1.

– The path passes through all the components, so the assignment satisfies
every clause in C.

This shows that there exists a satisfying truth assignment, thus completing the
proof. �
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A.2 Proof of Proposition 1

The problem is obviously in NP. In order to prove completeness we will use the
NP-complete problem k-Disjoint Paths [8].

k-Disjoint Paths
– Instance. Graph G, k pairs of nodes (si, ti).
– Question. Is there a set of k edge disjoint paths between the nodes (si, ti)?

Given an instance of k-Disjoint Paths, G, (si, ti), i = 1, . . . , k, we construct
the following instance of Better Nash (G′, (s′i, t

′
i), i = 1, . . . , 2k):

– In order to construct G′ we add in G for each (si, ti), the vertices ai, bi and
the edges (si, ai), (ai, ti), (ti, bi) and (bi, si).

– The new players are (si, ti) and (ai, bi) with i = 1, . . . , k.
– The equilibrium point that completes the construction uses paths (si, ai, ti)

with color 1 for the (si, ti) players and paths (ai, si, bi) with color 0 for the
(ai, bi) players.

If there is a set of k disjoint paths in G then there is an equilibrium point in
which every player uses color 0. In this point players (si, ti) use this set of paths
and players (ai, bi) use the paths (ai, si, bi).

On the other side, if there is a better Nash equilibrium then it uses only one
color. So, every (si, ti) player uses only edges of G, otherwise there is a conflict
with (ai, bi) players. Since players (si, ti) can use the same color the paths they
use are edge disjoint.

We point that the above construction can be used to prove that the problem
of finding the best Nash equilibrium is also NP-complete. �
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Abstract. In this paper, we define a network service provider game. We
show that the price of anarchy of the defined game can be bounded by
analyzing a local search heuristic for a related facility location problem
called the k-facility location problem. As a result, we show that the k-
facility location problem has a locality gap of 5. This result is of interest
on its own. Our result gives evidence to the belief that the price of
anarchy of certain games are related to analysis of local search heuristics.

1 Introduction

It is important to analyse the outcome of games involving multiple, selfish, non-
cooperative agents which have a corresponding social cost. Koutsoupias and
Papadimitriou [5] formulated the problem in terms of the Nash equilibrium at-
tained by a set of independent, non-cooperative agents with rational behavior.
In an environment in which each agent is aware of all the alternatives facing
all the other agents, Nash equilibrium is a combination of choices (determinis-
tic or randomized), one for each agent, in which, no agent has an incentive to
unilaterally move away. The Nash equilibrium is known to deviate from overall
optimum in many optimization scenarios. They defined worst case equilibria as
the maximum value that the ratio of the overall optimum to the cost of a Nash
Equilibrium can take over the set of all Nash equilibriums. Papadimitriou [6]
called it as the price of anarchy. Since then, this notion has been used to analyse
the efficiency of many games [7, 8, 9].

We define a network service provider game and consider the problem of bound-
ing its price of anarchy. We first show that the price of anarchy of the game
considered is the same as locality gap [1] of the k-facility location problem [4].
We then show that the k-facility location has a locality gap of 5. This result is
of independent interest on its own. Our result gives evidence to the belief that
price of anarchy and local search analysis are interrelated.
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We consider a game on a network with a distinguished node called the root.
Some of the nodes in the network are called clients, denoted by C. The clients
seek to obtain the root’s service via a set of k service providers(SP) who may
occupy one of the remaining nodes in the network, denoted by F . In a configu-
ration each SP either decided to not occupy any of the nodes in F or occupies a
node in F which is not occupied by any other SP. In a given configuration, each
client is served by the closest SP. A client j pays to its closest SP i, an amount
equal to its distance from the second closest SP (VCG cost). The revenue of
an SP i is total amount paid to it by all the clients connected to i. The cost
incurred by i to provide the service to its clients is the cost of connecting i to
the root. The difference of the revenue and the cost incurred is the net profit of
i. In order to maximize individual profits, the SPs may adopt strategies which
are specified when we define the game later in the paper. A configuration of SPs
is said to be in Nash equilibrium if none of the SPs can improve their profit
using the strategies available to them. The cost of this Nash equilibrium is the
total cost incurred by the SPs. The optimal cost is the minimum cost incurred
by at most k SPs in serving all clients. The price of anarchy is supremum, over
all Nash equilibria, the ratio of the cost of a Nash equilibrium to the optimal
cost.

In the k-facility location problem, the input consists of a set of clients, C,
and a set of facilities, F . Associated with each facility in F is a cost of opening
a facility there. An integer k specifies the maximum number of open facilities.
The goal is to determine the set of facilities to be opened such that the sum
of opening costs and the costs of connecting each city to its closest facility is
minimized. Charikar et.al. [3] gave 9.8-approximation for this problem and it
was later improved to 6 in [4]. The k-facility location problem inherits features
of both, the k-median and the uncapacitated facility location (UFL) problems.

In the k median problem we are permitted to open at most k facilities but
there is no cost associated with opening a facility. A simple local search algorithm
which swaps facilities as long as the cost of the solution reduces, has a locality
gap of 5 [1]. The first constant factor approximation algorithm for the k-median
problem was a (6 + 2

3 )-approximation and was given by Charikar et.al. [3]. This
ratio was improved to 6 in [4] and then to 4 in [2].

The UFL problem is a special case of the k-facility location problem when
no limit is placed on the number of open facilities. Once again, a local search
algorithm which at each step can add, delete or swap facilities has a locality gap
of 3 [1, 2]. We show that local search with the same operations has a locality
gap of 5 for the k-facility location problem. In Section 5, we exaplain why the
analyses for the UFL and the k-median problem presented in [1] can not be
directly adapted for the k-facility location problem.

Vetta [9] considers the social utility value of Nash Equilibrium of similar
games. In this setting, the social utility value of the outcome of a game is given
by a non-decreasing, submodular function and the decisions are controlled by a
set of non-cooperative agents who seek to maximize their own private utility. He
showed that the social utility value of a Nash Equilibrium is atleast half of the
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optimal social utility value. No such multiplicative bound is possible when the
utility function is only submodular.

2 The k-Facility Location Problem

We are given a set of facility locations F and a set of clients C. For a facility
i ∈ F , its facility cost fi ≥ 0 is the cost of opening that facility. We are also
given distances cij between i, j ∈ F ∪C that satisfy metric properties. The cost
of connecting the client j ∈ C to a facility i ∈ F is given by cij . An integer k
specifies the limit on the number of open facilities. The objective is to open at
most k facilities in F such that the sum of the facility costs of the open facilities
and the cost of serving each client by the nearest open facility is minimized.

For a subset S ⊆ F of at most k facilities, let fac(S) =
∑

i∈S fi denote
its facility cost, let serv(S) =

∑
j∈C mini∈S cij denote its service cost, and let

cost(S) = fac(S) + serv(S) denote its total cost. We define cost(∅) = ∞.
Consider the following local search algorithm for the k-facility location problem.
We start by opening any subset S ⊆ F of at most k facilities. We then try to
reduce cost(S) iteratively by employing three local operations. For i ∈ F , we use
S−i and S+i to denote S\{i} and S∪{i} respectively. The three local operations
are, delete a facility: if there is an i ∈ S such that cost(S − i) < cost(S), then
S ← S − i; add a facility: if |S| < k and there is an i ∈ F \ S such that
cost(S + i) < cost(S), then S ← S + i; swap facilities: if there is an i ∈ S and
an i′ ∈ F \ S such that cost((S − i) + i′) < cost(S), then S ← (S − i) + i′.

We call this a delete-add-swap local search algorithm. We call S ⊆ F with
|S| ≤ k a local optimum solution if cost(S) cannot be reduced by doing any of
the above operations. The maximum ratio of the cost of a local optimum solution
to the cost of a global optimum solution is called the locality gap of the local
search algorithm. In Section 5, we prove the following theorem.

Theorem 1. The locality gap of the above local search algorithm is at most 5.

3 Service Provider Game

We are given a network with a distinguished node r called root. Remaining nodes
in the network are partitioned into a set of clients C, and a set of service locations
F . The distances cij between i, j ∈ F ∪C∪{r} satisfy metric properties. Suppose
that there are k SPs. Each SP is allowed to occupy at most one service location.
Two SPs cannot occupy the same service location. The assignment of SPs to
the service locations, say S ⊆ F , defines a configuration. It is not necessary that
every provider is assigned to a location.

Consider a configuration S ⊆ F with |S| ≤ k. For an SP i ∈ S, let NS(i)
be the set of clients for which i is the closest of all the SPs in S. To serve
the clients in NS(i) and connect to the root r, provider i incurs an expense of
expenseS(i) = cir +

∑
j∈NS(i) cij . Let expense(S) =

∑
i∈S expenseS(i) be the

total expense of all the SPs in S. For a client j ∈ C, let Sj = mini∈S cij be the
distance of j to the closest SP in S. Then expense(S) =

∑
i∈S cir +

∑
j∈C Sj .



Price of Anarchy, Locality Gap, and a Network Service Provider Game 1049

Each client connects to the SP closest to it, but is charged the VCG payment,
which is the distance to the second closest SP. The revenue of an SP i ∈ S is
the total payment it receives from all the clients it serves, i.e., revenueS(i) =∑

j∈NS(i) Tj where T = S−i. The profit of an SP i is profitS(i) = revenueS(i)−
expenseS(i). Note that expenseS(i), revenueS(i) and profitS(i) are with re-
spect to a particular configuration S.
Lemma 1. The profit of a provider s in the configuration S is given by
profitS(s) = expense(S − s)− expense(S).
Proof. Let T = S − s.

expense(T )− expense(S) =

⎛⎝∑
i∈T

cir +
∑
j∈C

Tj

⎞⎠−
⎛⎝∑

i∈S

cir +
∑
j∈C

Sj

⎞⎠
=
∑
j∈C

(Tj − Sj)− csr

=
∑

j∈NS(s)

Tj −
⎛⎝ ∑

j∈NS(s)

Sj + csr

⎞⎠
= revenueS(s)− expenseS(s) = profitS(s).

Each SP behaves selfishly and tries to maximize individual profit. This defines
a game in which we allow only pure strategies and no two SPs can occupy the
same location. The strategies of all the SPs defines a configuration. The payoff
of a particular SP is equal to his profit in that configuration. A Nash equilibrium
is a configuration so that no SP can unilaterally change his strategy and get a
higher profit. The price of anarchy is the supremum, over all Nash equilibria, of
the ratio between the cost of a Nash equilibrium and the optimum cost.

4 Connection Between Price of Anarchy and Locality
Gap

There is a natural correspondence between instances of the service provider
game and the k-facility location problem. The set of service locations in the
game corresponds to the set of facilities in the k-facility location problem. The
expense cir that an SP i incurs in connecting to the root corresponds to the
facility cost fi. The expense cij incurred in connecting to the client j is just the
cost of servicing client j by facility i. So, expense(S) which is the total expense
incurred by the SPs in a configuration S is the same as cost(S) which is the
cost of solution S in the k-facility location problem. We now show that a Nash
equilibrium in the service provider game corresponds to a local optimum solution
in the k-facility location instance with the delete-add-swap operations.

Theorem 2. A configuration S ⊆ F is a Nash equilibrium of an instance of the
service provider game if and only if S is a local optimum solution of the cor-
responding instance of the k-facility location problem with respect to the delete-
add-swap local search.
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Proof. Let S ⊆ F be a Nash equilibrium. From the definition, profitS(s) =
cost(S − s)− cost(S) ≥ 0 for all s ∈ S. Therefore cost(S) cannot be reduced
by deleting a facility s ∈ S. Let |S| < k and S′ = S + s for some s �∈ S. Since
any provider not in S did not occupy the location s, we have profitS′(s) ≤ 0.
Therefore, from Lemma 1, we have cost(S′−s)−cost(S′) ≤ 0. Thus cost(S) ≤
cost(S + s). Therefore cost(S) cannot be reduced by adding a facility s �∈ S.
Now let S′ = S − s + s′ for some s ∈ S and s′ �∈ S. Since the provider s
does not move from location s to s′, we have profitS′(s′) ≤ profitS(s). Let
T = S − s = S′ − s′. Then we have

cost(S′)− cost(S) = (cost(T )− cost(S))− (cost(T )− cost(S′))
= profitS(s)− profitS′(s′) ≥ 0.

Therefore cost(S) cannot be reduced by swapping a pair of facilities. Thus the
solution S ⊆ F is indeed a local optimum solution with respect to the delete-
add-swap local search. Similarly, we can show that a local optimum solution is
a Nash equilibrium in our game.

Theorem 3. The price of anarchy for the service provider game is at most 5.

Proof. The proof follows from Theorems 1 and 2.

5 Proof of Theorem 1

The analysis uses some ideas from the analyses of local search for the k-median
and the UFL problems by Arya et al. [1]. They proved that the 1-swap local
search has a locality gap of 5 for the k-median problem and the delete-add-swap
local search has a locality gap of 3 for the UFL problem. The k-median proof
crucially uses the fact that the global optimum solution has exactly k facilities.
However, for the k-facility location instance derived from the network service
provider game, the global optimum may have much less than k facilities. The
analysis for the UFL considers add operations irrespective of the number of
facilities in the current solutions. If the k-facility location solution has exactly
k facilities, we cannot add a facility to reduce its cost. Due to these reasons we
cannot adapt the analyses in [1] to the k-facility location problem.

Let S denote a local optimum solution to the k-facility location problem and
let O denote a global optimum solution. If |S| < k, then S is local optimum with
respect to the addition operation as well. So the analysis for the UFL in [1] is
directly applicable and we have the following lemma.

Lemma 2. If |S| < k, then cost(S) ≤ 3 · cost(O).

So, in the rest of the analysis we assume that S, the local optimum has exactly
k facilities implying that we can only consider swap and delete operations on S.

5.1 Notation and Preliminaries

We use s to denote a facility in S and o to denote a facility in O. The other
notation is as introduced in Section 2. For a client j ∈ C, let Sj = mins∈S csj
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and Oj = mino∈O coj denote its service costs in solutions S and O respectively.
For a facility s ∈ S, let NS(s) denote the set of clients served by s in the solution
S and for a facility o ∈ O, let NO(o) denote the set of clients served by o in the
solution O. Let No

s = NS(s) ∩ NO(o). A facility s ∈ S is said to “capture” a
facility o ∈ O if |No

s | > |NO(o)|/2. A facility s ∈ S is called “good” if it does not
capture any facility in O. It is called “1-bad”, if it captures exactly one facility
in O. It is called “2+bad” if it captures at least 2 facilities in O. These notions
were introduced in [1].

We now define a 1-1 onto function π : NO(o) → NO(o) for each o ∈ O
as follows. First consider a facility o ∈ O that is not captured by any facility
in S. Let M = |NO(o)|. Order the clients in NO(o) as c0, . . . , cM−1 such that
for every s ∈ S, the clients in No

s are consecutive, that is, there exists p, q,
0 ≤ p ≤ q ≤ M such that No

s = {cp, . . . , cq−1}. Now, define π(ci) = cj where
j = (i + �M/2�) modulo M .

Lemma 3. For each s ∈ S, we have π(No
s ) ∩No

s = ∅.
Proof. Suppose both ci, π(ci) = cj ∈ No

s for some s ∈ S. As s does not capture o,
we have |No

s | ≤M/2. If j = i+�M/2�, then |No
s | ≥ j−i+1 = �M/2�+1 > M/2.

If j = i+ �M/2�−M , then |No
s | ≥ i− j + 1 = M − �M/2�+ 1 > M/2. In both

cases we have a contradiction.

Now consider a facility o ∈ O that is captured by a facility s ∈ S. Note that
|No

s | > |NO(o) \ No
s |. We pair each client j ∈ NO(o) \ No

s with a unique client
j′ ∈ No

s and define π(j) = j′ and π(j′) = j. Let N ⊆ No
s be the subset of clients

which are not paired in the above step; note that |N | = 2|No
s | − |NO(o)|. For

each j ∈ N , we define π(j) = j.
The function π : NO(o) → NO(o) satisfies the following properties for all

o ∈ O.

P1. If s ∈ S does not capture o ∈ O, then π(No
s ) ∩No

s = ∅.
P2. If s ∈ S captures o ∈ O and if ((j ∈ No

s ) ∧ (π(j) ∈ No
s )), then π(j) = j.

P3. We have {j ∈ NO(o) | π(j) �= j} = {π(j) ∈ NO(o) | π(j) �= j}, ∀o ∈ O.

5.2 Deletes and Swaps Considered

Since S is a local optimum solution, its cost cannot be reduced by doing any
deletions and swaps. Since |S| = k, we cannot add a facility to reduce the cost.
For any s ∈ S, we have cost(S − s) ≥ cost(S). For any s ∈ S and o ∈ O, we
have cost(S−s+o) ≥ cost(S). We now carefully consider some delete and swap
operations. If we delete s ∈ S, we reroute the clients in NS(s) to other facilities
in S − s. If we swap s ∈ S and o ∈ O, we reroute the clients in NS(s) and a
subset of clients in NO(o) to the facilities in S − s + o. The assignment of the
other clients is not changed. For each of the operations considered, we obtain an
upper bound on cost(S′)− cost(S) ≥ 0 where S′ is the solution obtained after
the operation. We then add these inequalities to prove Theorem 1. We consider
the following operations.



1052 N. Devanur et al.

1. Each 1-bad facility s ∈ S is swapped with the facility o ∈ O that it captures.
The clients j ∈ NO(o) are rerouted to o. The clients j ∈ NS(s) \NO(o) are
rerouted to s′ ∈ S that serves π(j) in S. Since s does not capture any o′ �= o,
P1 implies that s′ �= s and the rerouting is feasible. We call these swaps,
Type 1 operations.

2. Each 2+bad facility s ∈ S is swapped with the nearest facility o ∈ O that it
captures. All the clients in NO(o) are rerouted to o. Consider a facility o′ �= o
captured by s. Such a facility o′ is called a far facility. The clients j ∈ No′

s

such that π(j) = j are rerouted to o. The remaining clients j ∈ NS(s) are
rerouted to s′ ∈ S that serves π(j) in S. From P1 and P2, such rerouting is
feasible. We call these swaps, Type 2 operations.

3. Let G ⊆ S be the subset of facilities in S that are not swapped out in
the Type 1 or Type 2 operations. Note that G is precisely the set of good
facilities. Let R ⊆ O be the subset of facilities in O that are not swapped-in
in the Type 1 or Type 2 operations. Since |S| = k ≥ |O| and |S\G| = |O\R|,
we have |G| ≥ |R|. Let G = {s1, . . . , s|G|} and R = {o1, . . . , o|R|}. We swap
si with oi for 1 ≤ i ≤ |R|. For each of these swaps, we reroute the clients
in NS(si) ∪ NO(oi) as follows. All the clients in NO(oi) are rerouted to oi.
The clients j ∈ NS(si) \ NO(oi) are rerouted to s′ ∈ S that serves π(j) in
S. Since si is a good facility, P1 implies s′ �= si and hence this rerouting is
feasible.
We consider |G| − |R| more operations as follows. For each i such that |R|+
1 ≤ i ≤ |G|, we delete si. After such a deletion, we reroute the clients
j ∈ NS(si) to s′ ∈ S that serves π(j) in S. Again from P1, we have s′ �= s
and hence this rerouting is feasible.
We call these |R| swaps and |G| − |R| deletions, Type 3 operations.

4. Let R′ ⊆ O be the subset of far facilities in O. Since no far facility is swapped-
in in Type 1 or 2 operations, we have R′ ⊆ R. It is no loss of generality to
assume R′ = {o1, . . . , o|R′|}. Recall that G = {s1, . . . , s|G|} is the set of good
facilities. We consider |R′| swaps as follows. For each i such that 1 ≤ i ≤ |R′|,
we swap si with oi. The clients j ∈ NO(oi) such that π(j) = j are rerouted
to oi. The clients j ∈ NS(si) are rerouted to s′ ∈ S that serves π(j) in S.
The remaining clients are not rerouted. We call these |R′| swaps, Type 4
operations.

Since S is a local optimum solution, the increase in the facility and service costs
after each operation considered above is at least zero. In the sections to follow,
we bound this increase due to all the 4 types of operations together. At this
point, we remark that, the Type 4 operations are crucial for being able to bound
the change in service cost of those clients j ∈ C which are served by a far facility
in O and π(j) = j.

5.3 Bounding the Increase in the Facility Cost

In Type 1, 2, and 3 operations, each facility in O is brought in exactly once
and each facility in S is taken out exactly once. Thus in these operations the
increase in the facility cost is exactly fac(O) − fac(S). In Type 4 operations,
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Fig. 1. Rerouting a client j ∈ NO(o) when o is brought in

coj ≤ Oj + Sj + Sj
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o

Fig. 2. Rerouting a client j ∈ No
s when s is taken out and o is not brought in

each far facility is brought in exactly once and some good facilities are taken
out exactly once. Thus the increase in facility cost in these operations is at most∑

o:far fo ≤ fac(O). Thus the overall increase in the facility cost is at most

2 · fac(O) − fac(S). (1)

5.4 Bounding the Increase in the Service Cost

We call a facility o ∈ O a near facility if it is captured by some s ∈ S and o is
not a far facility.

1. A client j ∈ C served by a near facility in O is called “white” if π(j) = j.
2. A client j ∈ C served by a far facility in O is called “gray” if π(j) = j.
3. A client j ∈ C is called “black” if π(j) �= j.

Recall that a client j ∈ No
s is rerouted only when either o is brought in and/or

s is taken out.

Lemma 4. Increase in the service cost of a white client j ∈ C over all operations
is atmost Oj − Sj.

Proof. Let j ∈ No
s where s ∈ S is a 1-bad or 2+bad facility that captures the near

facility o ∈ O. Note that we swap s with o once - either as a Type 1 operation
or as a Type 2 operation. The increase in the service cost of j in this swap is
Oj − Sj (Figure 1). Since s or o are not considered in Type 3 or 4 operations,
the client j is not rerouted in these operations.

Lemma 5. Increase in the service cost of a gray client j ∈ C over all operations
is at most 3Oj − Sj.
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Proof. Let j be served by a far facility o′ ∈ O. Let s be the 2+bad facility in S
that captures o′. Since π(j) = j, from P1 we have j ∈ No′

s . Let o be the closest
facility in O that s captures. Note that cso ≤ cso′ . A gray client is not rerouted
in Type 1 operations. In Type 2 operations, j is rerouted to o (Figure 2(b))
and increase in service cost of j is at most cjo − cjs. Since cjo ≤ cjs + cso ≤
cjs + cso′ ≤ cjs + cjs + sjo′ , the increase is at most cjs + cjo′ = Sj + Oj .
In Type 3 and 4 operations, increase in the service cost of j is Oj − Sj each
(Figure 1). So, the increase in service cost of j over all the operations is at most
(Oj + Sj) + 2(Oj − Sj) = 3Oj − Sj .

Lemma 6. The total increase in the service cost of a black client j ∈ C in all the
4 types of operations is at most 2Dj +Oj−Sj where Dj = Oj +Oπ(j)+Sπ(j)−Sj.

Proof. Let j ∈ No
s for facilities s ∈ S and o ∈ O. We first bound the increase in

the service cost of a black client j due to operations of Type 1, 2, and 3. Amongst
these operations, there is exactly one swap in which o is brought in. This swap
contributes Oj − Sj to the increase in service cost of j. The facility s may be
either deleted once or considered in a swap with o′ ∈ O. If it is considered in
a swap with o′ ∈ O such that o′ = o, then the increase in service cost of client
j has already been accounted for in Oj − Sj . If s is deleted or considered in a
swap with o′ ∈ O such that o′ �= o, j is rerouted to s′ that serves π(j) in S and
the increase in its service cost is at most cjs′ − cjs ≤ cjo + coπ(j) + cπ(j)s′ − cjs =
Oj + Oπ(j) + Sπ(j) − Sj = Dj (Figure 2(a)). Thus the total increase in service
cost of j due to Type 1,2, and 3 operations is at most Dj + Oj − Sj .

In Type 4 operations, since π(j) �= j, the client j is rerouted only when s is
(possibly) taken out. In such a case, it is rerouted to s′ that serves π(j) in S
(Figure2(a)) and the increase in its service cost is again at most cjs′ − cjs ≤
cjo +coπ(j) +cπ(j)s′ −cjs = Oj +Oπ(j) +Sπ(j)−Sj = Dj . Thus the total increase
in the service cost of j in all 4 types of operations is 2Dj + Oj − Sj .

Lemma 7. Increase in the service cost over all the operations is atmost 5 ·
serv(O) − serv(S).

Proof. Lemmas 4,5, and 6, imply that the the total increase in the service cost
of all the clients in all the 4 types of operations is at most∑

j:white
(Oj − Sj) +

∑
j:gray

(3Oj − Sj) +
∑

j:black
(2Dj + Oj − Sj).

Now from property P3 of the function π, we have
∑

j:black Sj =
∑

j:black Sπ(j)

and
∑

j:black Oj =
∑

j:black Oπ(j).∑
j:black

Dj =
∑

j:black
(Oj + Oπ(j) + Sπ(j) − Sj) = 2

∑
j:black

Oj .

Hence the total increase in the service cost of all the clients is at most
∑

j∈C(5 ·
Oj − Sj) = 5 · serv(O) − serv(S).
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5.5 Bounding the Increase in the Total Cost

From (1) and Lemma 7, it follows that the total increase in cost due to all the
operations is atmost 2 ·fac(O)− fac(S)+5 ·serv(O)− serv(S). As S is a local
optimum, in each operation the total cost increases by a non-negative amount.
Together, these imply that cost(S) ≤ 5 · cost(O), thus proving Theorem 1. The
k-median problem has a family of instances in which the ratio of the costs of
local optimum to the global optimum is asymptotically equal to 5 [1]. So, our
analysis of locality gap is tight.

6 Conclusions

This is the first analysis of local search for the k-facility location problem. Other
approximation algorithms for the problem [3, 2, 4] can not be used to bound price
of anarchy. It would be interesting to see if price of anarchy of many more games
can be analysed via local search analysis.
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Abstract. A number of papers have been proposed for the purpose of analyzing 
the traffic data of network game and providing the models recently. The traffic 
characteristics of network games are different according to the game genres, 
and the traffic is affected by player number and the in-game behaviors. In this 
paper, we develop the dedicated tool NetGame Sniffer for measurement and 
analysis of network game traffic, and measure the traffic of Quake and World of 
Warcraft. We analyze and compare the traffic characteristics according to the 
number of players and user actions, and propose the game traffic models and 
practical uses of the models. The analysis and models of network game traffic 
are can be used for effective network simulation, performance evaluation and 
the design of network games. 

1   Introduction 

Network game traffic has been increased with the advance of Internet infra structure, 
the support of console and mobile games for network. In order to properly design and 
evaluate routers, protocols, and network games, we require accurate game traffic 
models. A better understanding of network game traffic can lead to more effective 
network architectures and more realistic network simulations. 

Over the years a number of papers for analysis and modeling the traffic data of 
network games have been presented. In previous researches, game traffic was mod-
eled by extreme, lognormal, gamma, or exponential distribution [1-5]. While the pre-
vious traffic models reflect the number of players, user actions do not considered on 
the models. Since game components of building, exploring and combat have an influ-
ence on the traffic of network games [6,7], in-game behaviors have to be considered 
on the models. And practical application of models insufficient for the network games 
in the previous papers.  

Since the main genres of network game are FPS (First Person Shooter), RTS (Real 
Time Strategy), and MMORPG (Massive Multiplayer Online Role Playing Game) 
[8], we measure the traffic of the FPS Quake 3 and MMORPG World of Warcraft 
(WoW), and analyze the traffic data according to the number of players and in-game 
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behaviors in this paper. For experiment, we make and use NetGame Sniffer [9] as a 
dedicated game traffic measurement and analysis. We analyze the characteristics of 
generated traffic by server and client in view of data rate, packet rate, packet size, and 
packet interarrival time. At last we present the server and client traffic models by 
distribution functions and propose the practical applications of the traffic models. 

This paper consists of as follows, the next section explains the selected games, the 
experimental environment and used tool, and analyze the measured results. Section 3 
present the traffic models Quake 3 and WoW, and propose the practical uses of the 
models. Section 4 summarizes our conclusions and presents the possible future work. 

2   Experimental Setup and Traffic Analysis 

In this section we explain the games for experiment and the environment and tool for 
measurement of the game traffic. And we also analyze the data rate, packet rate, 
packet size, and packet interarrival time, for both server and client. For the analysis of 
the packet size and data rate, we consider the size of IP datagrams.  

2.1   Selected Games and Experimental Setup 

We choose Quake 3 and WoW for our experiment. The two games are designed as a 
client-server application. Quake 3 is one of the famous FPS games. Before a game 
start, the game server is opened by someone, either dedicated or non-dedicated mode. 
And UDP packets are used for exchange of update information. We consider running 
servers only in dedicated mode, and game map is used Q3DM17 for all tests over a 
set of Ethernet LANs. WoW as a popular MMORPG, communicate each other with 
TCP packets. Since we can't measure the traffic of game server, we collect the traffic 
data at the client. We assume that received packets of client are server traffic, and 
transmitted packets by client are client traffic. 

All machines are Pentium 4 running Windows XP. The games played during 10 to 
30 minutes, and we analyzed only in-game traffic. The experiments according to the 
number of players are played normally, and we divided four kinds of user action for 
traffic analysis about the in-game behaviors. In Quake 3, user actions are shooting, 
moving, normal play and no action, and a game is played by four players who have 
own action. The in-game behaviors of WoW are hunting the NPCs, moving, a battle 
with players and no play. For traffic measurement according to the user actions in 
WoW, we collected the data of two players who play with same action in the game. 

For measuring network traffic, the tools such as Tcpdump, Ethereal and Sniffer are 
usually used. Since these ordinary tools are inconvenient for analyzing the network 
game traffic, we implement NetGame Sniffer as a dedicated game traffic measurement 
and analysis tool for Windows. This tool supports the packet filtering by protocol, 
port number, IP address and server architectures, and it shows the statistics about 
packet size, packet interarrival time, data rate and packet rate of each host in real time. 
It also generates the traffic log files both server and client separately, and shows 
packet statistics for each host.  
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2.2   Quake 3 Analysis 

We analyze packet size, data rate and packet rate by the traffic transmitted from 
server to all clients, and interarrival time is analyzed by the packets of server to each 
client. 

2.2.1   Data Rate and Packet Rate 
The server data rate and packet rate depend on the number of players and in-game 
behaviors, but these rates of clients are independent on the number of players, and are 
dependent on the gameplays.  

Table 1 and Table 2 show the data rate and the packet rate according to the number 
of players and four in-game behaviors. The increment of the number of client brings 
the linear increase of server data rate. Server transmits same number of packets to 
each client, but the size for each client is slightly different. As the number of players 
increases, server data rate becomes larger. However the mean of the client data rate 
remains constant to about 54 kbps. The data rates of client 1 to 3 that have player’s 
actions are similar each other, otherwise the data rate of client 4 that have repeated 
death and revival is obviously low in Table 3. 

Table 1. Mean / standard deviation of data rate and packet rate for the number of clients 

Server Client average 
Game Data rate 

(kbps) 
Packet rate 

(pps) 
 Data rate 

(kbps) 
Packet rate 

(pps) 
2 players 30.8 / 4.63 40.0 / 4.55  53.8 / 6.37 88.5 / 10.40 
3 players 50.5 / 6.43 60.0 / 4.61  53.9 / 4.44 89.1 / 7.23 
4 players 73.0 / 9.70 79.7 / 5.19  53.8 / 4.33 88.8 / 7.22 

Table 2. Mean / standard deviation of data rate and packet rate for four kinds of behavior 

 Server C1-Shooting C2-Moving C3-Normal C4-No play 
kbps 74.6 / 8.36 54.6 / 2.66 52.6 / 2.90 53.5 / 2.71 31.4 / 6.49 
pps 79.9 / 3.88 90.3 / 4.10 90.5 / 4.23 90.8 / 4.22 59.4 / 12.27 

2.2.2   Packet Size and Packet Interarrival Time 
As the number of player increases, the packet size of the game server is increasing but 
the client packet size is similar to each other. When the game events such as death, 
revival, movement and attack are happened in the game, the packet size of both server 
and client is increasing.  

Table 3 and Table 4 show the packet sizes of server and clients according to the 
number of clients and in-game behaviors. As the number of client increases when the 
number of clients is more than two, the packet size transmitted by server linearly rises 
about 13 bytes with an additional client. Server transmits the update packets for the 
information of players to all clients, so the number of sent packets by the server to 
each client is almost equals and the packet size is similar each other.  
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Table 3. Mean / standard deviation of packet size for the number of clients 

 2 players 3 players 4 players 6 players 
Server (byte) 91.6 / 12.30 104.9 / 16.37 119.4 / 18.09 145.6 / 19.27 
Client (byte) 75.7 / 3.12 75.7 / 3.05 75.5 / 3.16 75.8 / 3.02 

Table 4. Mean / standard deviation of packet size for four kinds of behaviors 

 C1-Shooting C2-Moving C3-Normal C4-No play 
Server (byte) 97.9 / 11.86 105.2 / 13.43 105.2 / 13.66 96.4 / 12.35 
Client (byte) 75.1 / 3.45 72.5 / 2.70 75.3 / 2.87 66.6 / 0.55 
 

As the number of client increase, the distribution of server packet size shifts to the 
right in Fig.1-(a). The distribution of packet size of client 1 to client 3 that have the 
game events are variable but client 4 distribution shows similar size around 67 bytes 
in Fig.1-(b). 

 

 

Fig. 1. PDF of packet size of server for the number of clients, and PDF of packet size of clients 
according to the in-game behaviors 

In Table 5 and Table 6, packet interarrival time of server is independent on the 
number of players and in-game behaviors. The mean of server interarrival time for 
individual client is about 50 ms, but (a) shows two peaks around 50ms in Fig. 2. 

Table 6 shows that the client interarrival time is independent on the number of 
players. Although the number of client increases, the mean of packet interarrival time 
of all clients are similar. Interarrival times of client 1 to client 3 are similar to each 
other but interarrival time of client 4 is longer than the others. Since client 4 doesn't 
have updated information except the repeated death or revival, client 4 transmits the 
updated packets every between 12 and 16 ms (see also Fig. 2-(b)). 

Table 5. Mean / standard deviation of packet interarrival time for the number of clients 

 2 players 4 players 6 players 
Server (ms) 50.0 / 3.06 51.3 / 8.90 50.7 / 7.46 
Client (ms) 11.3 / 0.75 14.9 / 9.52 14.2 / 7.06 
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Table 6. Mean / standard deviation of packet interarrival time for four kinds of behaviors 

 C1-Shooting C2-Moving C3-Normal C4-No play 
Server (ms) 52.8 / 12.16 53.0 / 12.48 52.6 / 12.69 52.9 / 12.32 
Client (ms) 12.7 / 8.27 14.4 / 9.30 13.9 / 9.78 17.6 / 9.90 

 

 

Fig. 2. PDF of packet interarrival time of server for the number of clients, and PDF of client 
interarrival times according to the in-game behaviors 

2.3   WoW Analysis 

As we can’t measure directly the server traffic, we assume that server traffic is the 
received packets from the server on the client side, and client traffic is transmitted 
data from client to server. Game server transmits the packets including nearby play-
ers’ information to each player [10]. Since we can’t classify the nearby characters on 
the client side, we analyze the traffic data about the in-game behaviors only. 

2.3.1   Data Rate and Packet Rate 
We analyze the data rate and packet rate according as the user actions are different in 
Table 7. When the user action exists in the game, these rates of server and client are 
increasing. Although player doesn’t play the game, game server communicates with 
the client for updated information. The client transmits more packets and data to the 
server after player states are changed.  

Table 7. Mean / standard deviation of data rate and packet rate for in-game behaviors 

Server to client Client to server 
Gameplay Data rate 

(kbps) 
Packet rate 

(ms) 
 Data rate 

(kbps) 
Packet rate 

(ms) 
No play 4.4 / 2.40 3.4 / 1.45  1.5 / 0.69 3.4 / 1.50 
Moving 7.1 / 9.67 6.1 / 2.87  3.2 / 2.02 5.6 / 3.84 
Hunting 7.9 / 3.58 7.5 / 4.13  3.7 / 1.95 7.0 / 3.16 
Battle 8.4 / 5.74 6.8 / 3.04  3.4 / 2.05 6.5 / 3.32 
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Since server transmits all information around the client, server data rate is higher 
than the data rate of client. However the server transmits and receives the similar 
number of packets with client, because they communicate by using TCP protocol. The 
data rate of server and client is the highest when the player moves a long distance in 
the short time. While the players play continuously in the game, the client transmits 
more updated packets to the server.   

2.3.2   Packet Size and Packet Interarrival Time 
Every client transmits the packets of less than 120 bytes to the server, however server 
transmits the large packets of 1514 bytes. Since game pace of MMORPG is slower 
than FPS games, the interarrival times of server and client of WoW are longer then 
Quake 3. 

Table 8 shows the packet size and packet interarrival time of server and client. 
When a player doesn’t play the games, client sends the small packets of about 54 
bytes and server transmits the large packets of more than 100 bytes at intervals of 
more than 200 ms. When the players do battle with each other, the packet size is the 
largest in the gameplays. Since server and client transmit more packets to each other 
in a hunting field, interarrival time is the shortest.  

Table 8. Mean / standard deviation of packet size and interarrival time 

Size (byte) Interarrival (ms) Gameplay 
Server Client Server Client 

No play 130.5 / 54.1 54.8 / 3.2  205.7 / 93.1 212.5 / 72.9 
Movement 108.6 / 54.2 70.1 / 17.8  149.3/102.4 159.8 / 104.9 

Hunting 109.9 / 56.8 66.5 / 13.7  129.5 / 91.4 137.9 / 98.1 
Battle 116.2 / 59.1 64.9 / 13.8  140.9 / 90.1 147.9 / 95.1 

3   Network Game Traffic Modeling and Practical Uses 

This section presents the traffic models of server and clients for packet size and 
packet interarrival time. We use empirical traffic data for modeling by the method as 
follow. We (1) find the available intervals consisted of more than 90 percent in all 
traffic data, (2) plot Probability Density Function (PDF) of observed data, and (3) 
estimate parameters by the least square method and represent goodness-of-fit through 
K-S tests and Q-Q plot for the empirical distribution against the theoretical distribu-
tion graphically, then (4) we choose the models. Server traffic means the traffic from 
server to clients, and client traffic is the opposite of server traffic. We also propose the 
practical application of these network traffic models. 

3.1   Quake 3 Traffic Modeling 

By comparing with the empirical data and the theoretical distributions of different 
kinds, we would like to suggest a lognormal distribution for packet size. The model of 
server packet size is lognormal(m, s) when the number of clients is n, that is two or 
more players because network games played with two or more players, m is 
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shape(mean) and s is scale(standard deviation). The parameters m and s are formu-
lated as follow in the available interval [60:20n+100]: 

2            ,72)(
2        ,6513)(

≥+=
≥+=

nnns
nnnm

 (1) 

In Fig. 3, (a) shows PDF of empirical distribution of server packet size and log-
normal in the game of six players, and (c) shows PDF of client packet size according 
to the number of players. (b) and (d) describe the coincidence with empirical and 
lognormal distribution. When the number of players is six, we confirm that empirical 
and lognormal distributions are well matched for the packet size below 220 bytes 
through Q-Q plot. The client packets of less than 100 bytes are more than 99 percent 
in all packets, and the client packet size is modeled by lognormal with mean 75 and 
standard deviation 3 without regard to the number of players. 

 

 

Fig. 3. Traffic models of server packet size for six players and client packet size, and Q-Q plots 

Since packet interarrival times of server and clients are independent on the number 
of players and gameplays, the server model of interarrival time is deterministic at 50 
ms. Since interarrival time of clients is similar when there are some user actions in the 
game, the model of interarrival time is deterministic at 11 ms. 

3.2   WoW Traffic Modeling  

We find the suitable distribution functions for WoW by the methodology for model-
ing. For selecting the exact models, we use continuous distribution funtions, K-S tests 
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for goodness-of-fit, and Q-Q plot for effective interval. Table 9 shows the selected 
models of WoW about the size and interarrival time by the K-S tests. However the 
models of the packet size and interarrival time of the games don’t exactly correspond 
to the empirical distributions. Through the Q-Q plots, we conform that empirical data 
is identical to the model on some intervals or points in fig. 4.  

Table 9. Traffic Models of Starcraft and WoW 

Size  Interarrival 
Server Client  Server Client 

Exponential Normal  Normal Normal 

 

 

Fig. 4. Traffic models of server interarrival time and Q-Q plot 

3.3   Practical Applications of Game Traffic Models 

The bandwidth and the latency have to be considered on the design of network games, 
and the traffic models are preestimated before implementation of the game. Since the 
consistency of the game state is important in the multi-player network games, and the 
consistency is related with the interarrival time, when the interarrival period is short, 
consistency is well maintained but the bandwidth increases. Bandwidth and consis-
tency are in inverse related with the interarrival time. 

The game designers have to decide the packet size and interarrival time before 
game implementation, and game traffic models can limit the number of participants. 
If 100 players can participate in Quake 3, network bandwidth is more than 27.24 
Mbps because the server data rate is 21.84 Mbps and the data rate of 100 clients is 5.4 
Mbps. On the other case, if bandwidth is limited to 10 Mbps, the number of players 
has to be limited to 55. Although the network game is designed to different value of 
size and interarrival time, network traffic can be estimated by using the suggested 
analysis and models. If server interarrival time is 100 ms and client interarrival time is 
50 ms, the total data rate is 78 kbps when the number of players is 4. These traffic 
models also can be applied to the design of FPS games that use the client-server archi-
tecture and UDP protocol.  
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Traffic analysis related to the user actions can be used for the design of the in-game 
events and game maps, and the performance evaluation of the games having a lot of 
events. When the sectors or grids are divided from the world of MMORPG, the size 
of sectors can be determined by the traffic analysis according to the user actions. 

Traffic generator for network game simulation can be implemented by using the 
traffic analysis of games. The traffic analysis and models of network games can be 
used for the maintenance such as scalability of game servers, prediction of game traf-
fic and router design. The game traffic models can be also used for evaluation existing 
networks for their suitability to support various other games. Although the user ac-
tions make a slight difference, it can be considered on the design of network game 
such as the structure of distributed servers. 

4   Conclusions and Future Work 

In this paper, we analyze the network traffic of Quake 3 and WoW. For measurement 
and analysis of network game traffic, we make and use NetGame Sniffer as a dedi-
cated tool of network games. We characterize the packet size, packet interarrival time, 
data rate and packet rate related to the number of players and in-game behaviors. The 
traffic characteristics are different according to the genre and architecture. The packet 
interarrival time of Quake 3 is the shortest in the three games because the pace of FPS 
games is the fastest. Based on the observed traffic characteristics, we develop traffic 
models for server and clients. The analysis and models of network game traffic can be 
used for the traffic prediction and network game simulation. 

In our traffic models, in-game behaviors are ignored. However game plays have to 
be considered on the models because user actions affect to the traffic. Since the game 
genres and architectures are very various in these days, the characteristics of game 
traffic will be different. Consequently we are planning the experiments about the 
other genres of network game. 
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Abstract. We consider a class of networks where n agents need to send
their traffic from a given source to a given destination over m identical,
non-intersecting, and parallel links. For such networks, our interest is in
computing the worst case loss in social welfare when a distributed routing
scheme is used instead of a centralized one. For this, we use a noncoop-
erative game model with price of anarchy as the index of comparison.
Previous work in this area makes the complete information assumption,
that is, every agent knows deterministically the amount of traffic injected
by every other agent. Our work relaxes this by assuming that the amount
of traffic each agent wishes to send is known to the agent itself but not
to the rest of the agents; each agent has a belief about the traffic loads of
all other agents, expressed in terms of a probability distribution. In this
paper, we first set up a model for such network situations; the model is
a noncooperative Bayesian game with incomplete information. We study
the resulting games using the solution concept of Bayesian Nash equilib-
rium and a representation called the type agent representation. We derive
an upper bound on price of anarchy for these games, assuming the total
expected delay experienced by all the agents as the social cost. It turns
out that these bounds are independent of the belief probability distribu-
tions of the agents. This fact, in particular, implies that the same bounds
must hold for the complete information case, which is vindicated by the
existing results in the literature for complete information routing games.

1 Introduction

The motivation for this paper comes from several recent papers (for example,
[6], [10], [7], [2], [1]), where the authors use the index price of anarchy [9] to
measure the worst case loss of network performance when switching from a cen-
tralized routing scheme to distributed one. This happens due to selfish behavior
of non-cooperative network users when routing of the traffic is done in a dis-
tributed fashion. An important implicit assumption made by the authors in all
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these articles, while analyzing the underlying network game model, is that all
the users have complete information about the game, including information such
as how much traffic is being sent through the network by the other users. This
assumption severely restricts the applicability of the model to the real world
traffic networks. Very few papers in the current literature have explored the
model under the incomplete information assumption. A recent paper by Martin
Gairing et al [3] considers network routing games with incomplete information
which is very similar to ours but they are concerned with developing a poly-
nomial time algorithm for computing a pure Bayesian Nash equilibrium of the
underlying game. [3] also gives bounds for the coordination ratio which is similar
to our result on price of anarchy. In our paper, the focus is on incompleteness
of information available to the users (we also use the synonym agents for users
in the rest of the paper). We relax the assumption of complete information by
saying that agents do not deterministically know the loads being injected by the
other agents, however, having observed the traffic pattern on the network over a
sufficiently long time, each agent has a belief (that is, a probability distribution)
about the loads of the other agents. In this more realistic scenario, the underly-
ing network routing game becomes a Bayesian game of incomplete information.
It would be now interesting to study how incompleteness of information would
affect the performance of routing schemes.

Our main results in this paper show that the bounds on price of anarchy for
incomplete information routing games are independent of the belief probability
distributions of the agents. This fact, in particular, implies that the same bounds
must hold for complete information routing games since they are the special case of
incomplete information games. In fact, the bounds we derive matchwith the known
bounds for complete information routing games, thus validating our results.

1.1 Contributions and Outline

In this paper, our main objective is to analyze network routing games with
incomplete information. We consider a special class of traffic networks where n
agents need to send their traffic from a given source to a given destination over m
identical, non-intersecting, and parallel links. To analyze the games that result
when we relax the complete information assumption. The sequence in which we
progress is as follows.

– The Model: Bayesian Routing Game (Section 2): We first develop a Bayesian
game model of the routing game with incomplete information. Next, we
present an equivalent game of complete information using the type agent
representation [8].

– Analysis of the Model: Bayesian Nash Equilibrium (Section 3): We work with
the type agent representation of the Bayesian routing game developed above
and characterize the Bayesian-Nash equilibria of the game.

– Bounds on Price of Anarchy (Section 4): Next, we define the price of anarchy
for Bayesian routing games and compute an upper bound for it. The bound
computed turns out to be independent of the belief probability distributions
of the agents.
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To the best of our knowledge, this is the first time game theoretic analysis and
price of anarchy are being investigated in the context of routing games with
incomplete information. Our definition of social cost is total delay experienced
by all the agents , where the delay of an individual agent is the total traffic being
assigned to the link on which the agent is transmitting. This definition for social
cost is the same as that employed by Roughgarden [10] and Lucking et al [7],
but different from that employed by Koutsoupias and Papadimitriou [9].

2 Bayesian Routing Games

Consider a network in which there are m identical, non-intersecting, parallel
links, {L1, L2, . . . , Lm}, to carry the traffic from source S to destination D.
There are n users (agents), denoted by the set A = {A1, A2, . . . , An}, who need
to send traffic from S to D. We assume that the traffic injected by an agent
cannot be split across the links. We also assume that each agent Ai can inject
any amount of traffic load from a given finite set Wi = {1, 2, . . . ,K}. We view
the traffic load as an abstract quantity, however, depending upon the context,
it can be measured in terms of appropriate units such as Kbps or Mbps. We
shall use symbol wi to denote the actual traffic load generated by Ai. We would
like to mention here that our model is static in the sense that wi denotes the
average traffic load of the agent Ai. We assume that before the show starts, the
load wi is the private information of agent Ai and is unknown to the rest of
the agents. Sticking to standard phraseology used in the context of incomplete
information games (Bayesian games) [8], we prefer to call wi as the type of agent
Ai and hence Wi becomes the set of all possible types of agent Ai. We use the
symbolW =W1×W2 . . .×Wn to denote the set of type profiles of the agents and
W−i = W1×. . .×Wi−1×Wi+1 . . .×Wn to denote the set of type profiles of agents
excluding Ai. We use the symbol w and w−i, respectively to denote an element
of the sets W and W−i, respectively. ,W is the set all probability distributions
over W and similarly ,W−i is the set of all probability distributions over W−i.
We also assume that each agent Ai has a belief function pi : Wi !→ ,W−i.
That is, for any possible type wi of the agent Ai, the belief function specifies
the probability distribution over the set W−i, representing what agent Ai would
believe about the other agents’ type if its own type were wi. The beliefs (pi)A
are said to be consistent [8] iff there is some common prior distribution P ∈ ,W
over the set of type profiles w such that each agent’s belief given its type is just
the conditional probability distribution that can be computed from the prior
distribution by Bayes formula in following manner.

pi(w−i |wi ) =
P (w−i, wi)∑

s−i∈W−i

P (s−i, wi)
; ∀Ai ∈ A

In this paper, we will stick to this assumption of consistent beliefs. Under this
assumption, the probability that agent Ai’s type is wi can be given by ti(wi) =∑

w−i∈W−i
P (w−i, wi). Now consider the following problem with regard to this
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network. The agents are rational, selfish, and non-cooperative, and are left free
to route their traffic through the network. Each agent, knowing the fact that the
other agents are also doing likewise, independently tries to compute a strategy for
routing its traffic that yields minimum expected delay. The decision problem of
each agent is to choose the best link for sending its traffic through the network.
We define the set of all the links as a pure strategy set of any agent Ai and
denote it by Li. We shall be using symbol li to denote a particular pure strategy
of agent Ai. We also define a mixed strategy for agent Ai as any valid probability
distribution over the set of pure strategies. We use the symbol Ti to denote the set
of all the mixed strategies of agent Ai, and the symbol τi to denote a particular
mixed strategy of agent Ai, that is, Ti = ,Li, and τi ∈ Ti. We use the symbol
L = L1×L2 . . .×Ln to denote the set of pure strategy profiles of the agents and
T = T1 × T2 . . .× Tn to denote the set of mixed strategy profiles of the agents.
We can define L−i and T−i in a similar way as earlier. We use the corresponding
lowercase letters to denote individual elements of the above sets.

The payoff to an agents here is the delay experienced by the agent, which is
defined as the total traffic passing through the link on which its own traffic is
running. Thus, we define ui : L × W !→ ) as a payoff function for agent Ai,
where ui(l, w) =

∑
j:lj=li

wj is the payoff to agent Ai under the strategy profile

l and traffic profile w and ui(τ, w) =
∑
l∈L

( ∏
Ai∈A

τi(li)

)
ui(l, w) is the payoff to

agent Ai under the strategy profile τ and traffic profile w. This model describes
the following Bayesian game

Γ b =
{
(A), (Li)Ai∈A , (Wi)Ai∈A , (pi)Ai∈A, (ui)Ai∈A

}
(1)

Harsanyi [5], proposed a game, called the Selten Game to represent such games
in normal form of an augmented complete information game. Myerson [8] calls
such a representation type-agent representation.

2.1 Type Agent Representation for Bayesian Routing Games

In type-agent representation, it is assumed that there is one virtual player (or
agent) for every possible type of every player (or agent) in the given Bayesian
game and thus the set of agents gets augmented. In order to differentiate these
agents from the actual agents (i.e. network users), we prefer to call them as traffic
agents. Thus, for the Bayesian game Γ b given by (1), the set of agents in the type-
agent representation becomes At =

⋃
i∈AAt

i, where At
i = {Ai1, Ai2, . . . , AiK}

represents the set of traffic agents for agent Ai.
The pure strategy and mixed strategy sets of traffic agent Aij are the same

as the pure and mixed strategies set of agent Ai. That is, Lij = Li and Tij = Ti.
We shall use symbols lij and τij to denote a particular pure and mixed strategy
respectively for the traffic agent Aij . We use the symbol Lt = L11×L12 . . .×LnK

to denote the set of pure strategy profiles of traffic agents and T t = T11 ×
T12× . . .×TnK to denote the set of mixed strategy profiles of traffic agents. Once
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again, Lt
−ij , Lt

−i, T t
−ij , and T t

−i have their usual interpretations. Also, we shall
use lowercase letters to denote individual elements of the above sets. Two other
quantities that are of use are (lt|w) and (τ t|w). The first one represents the pure
strategy profile of the agents for a given pure strategy profile of the traffic agents
and a given type profile of the agents. The second quantity is a mixed strategy
counterpart of the first one. That is, (lt|w) = (l1w1 , l2w2 , . . . lnwn) and (τ t|w) =
(τ1w1 , τ1w2 , . . . τnwn

), where w = (w1, . . . , wn). In the type agent representation,
the payoff to any traffic agent Aij is defined to be the conditionally expected
payoff to agent Ai in Γ b given that j is Ai’s actual type. Formally, for any agent
Ai in A and any type wi, the payoff function viwi : Lt !→ ) in the type-agent
representation is defined in the following way.

viwi(l
t) =

∑
w−i∈W−i

pi (w−i|wi)ui

(
(lt|w), (w−i, wi)

)
(2)

where w = (w1, . . . , wi, . . . , wn) = (w−i, wi). Similarly, for the mixed strategy
case, the payoff is given by the following equation.

viwi(τ
t) =

∑
lt∈Lt

⎛⎝ ∏
Apq∈At

τpq(lpq)

⎞⎠ viwi(l
t) (3)

Substituting the value of equation (2) in equation (3) leads to the following
alternative form of viwi(τ t):

viwi(τ
t) =

∑
w−i∈W−i

pi (w−i|wi)ui

(
τ t|w,w) (4)

With these definitions, the type-agent representation

Γ =
{
(At), (Lij)Aij∈At , (vij(.))Aij∈At

}
is indeed a complete information game in strategic form and may be viewed as
a representation of the given Bayesian game.

2.2 Payoffs to Agents

Before moving to the next section, we would like to define an important quantity,
namely, payoff to agent Ai in the incomplete information game. The following
relations give the expected payoff to agent Ai when the pure strategy and mixed
strategy profile of the traffic agents are lt and τ t, respectively.

ui(lt) =
∑

w∈W
P (w)ui(lt|w,w)

ui(τ t) =
∑

lt∈Lt

⎛⎝ ∏
Apq∈At

τpq(lpq)

⎞⎠ ui(lt) =
∑

w∈W
P (w)ui(τ t|w,w) (5)
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The second expression for ui(τ t) in equation (5) can be obtained by substituting
the value of ui(lt) in the first expression of ui(τ t). Also, by making use of equa-
tions (2) and (4), it is very simple to get the following alternative expressions
for ui(lt) and ui(τ t).

ui(lt) =
∑

wi∈Wi

ti(wi)viwi (l
t); ui(τ t) =

∑
wi∈Wi

ti(wi)viwi (τ
t) (6)

This completes the definition of the type agent representation for Bayesian rout-
ing games.

3 Nash Equilibria for Bayesian Routing Games

We now carry out a game theoretic analysis of the Bayesian routing game us-
ing the solution concept of Bayesian Nash equilibrium. First we consider the
Bayesian game Γ b with a fixed type profile of the agent, that is Wi = {wi} is
a singleton set. In this situation, the game reduces to a game of complete in-
formation because the Bayesian form Γ b and type agent representation Γ are
essentially the same as Wi and pi are now redundant and no more required in
the Bayesian form Γ b. Let w = (w1, w2, . . . , wn) be a given traffic profile of the
agents. If τ = (τ1, . . . , τi, . . . , τn) = (τi, τ−i) is a mixed strategy Nash equilibrium
for this game, it can be shown that [4]:

ui(τ, w) = M j(τ, w) + wi

(
1− τi(Lj)

)
if Lj ∈ Si

ui(τ, w) ≤M j(τ, w) + wi

(
1− τi(Lj)

)
if Lj �∈ Si

where M j(τ, w) is the expected traffic arising on link Lj if all the agents send
their traffic according to the strategy profile τ . Summing up the ui(τ, w) values
over all the m links and making use of the fact that

∑
j

M j(τ, w) =
∑
i

wi, it is

easy to get the following upper bound on expected payoff of agent Ai in the case
of Nash equilibrium.

ui(τ, w) ≤ 1
m

{
(m− 1)wi +

∑
i

wi

}
(7)

Let Γ have a Nash equilibrium τ t with support St = S11 × S12 × . . . × SnK ,
where Sij ⊂ Lij (see [8] for more details on support), then for each traffic agent
Aiwi , there must exist ηiwi such that

ηiwi = viwi((L
j , τ t

−iwi
)) ∀Lj ∈ Siwi; ηiwi ≤ viwi((L

j , τ t
−iwi

)) ∀Lj �∈ Siwi (8)

Let Γ have a Nash equilibrium τ t with support St = S11 × S12 × . . . × SnK ,
where Sij ⊂ Lij , then for each traffic agent Aiwi , there must exist ηiwi such that

ηiwi = viwi((L
j , τ t

−iwi
)) ∀Lj ∈ Siwi; ηiwi ≤ viwi((L

j , τ t
−iwi

)) ∀Lj �∈ Siwi (9)∑
Lj∈Siwi

τiwi(L
j) = 1 (10)

τiwi(L
j) = 0 ∀Lj �∈ Siwi ; τiwi(L

j) ≥ 0 ∀Lj ∈ Siwi (11)
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It is easy to show that ηiwi that we obtain by solving the above system of
equations is indeed the expected payoff of traffic agent Aiwi under τ t. Further,
we can derive the following expression for the expected payoff of the agent Ai

under Bayesian Nash equilibrium τ t.∑
wi∈Wi

ti(wi)ui(τ t) =
∑

wi∈Wi

ti(wi)viwi (τ
t) =

∑
wi∈Wi

ti(wi)ηiwi

The above relation reduces to the following relations (see [4] for details):

If Lj ∈ Siwi ∀wi ∈ Wi then

ui(τ t) =
∑
wi

ti(wi)

⎧⎨⎩wi +
∑
w−i

pi(w−i|wi)M j((τ t|w)−i, w−i)

⎫⎬⎭
otherwise

ui(τ t) ≤
∑
wi

ti(wi)

⎧⎨⎩wi +
∑
w−i

pi(w−i|wi)M j((τ t|w)−i, w−i)

⎫⎬⎭
where M j(.) has its usual interpretation. We can also derive the following alter-
native form of the above expressions (see [4]for details):

If Lj ∈ Siwi ∀wi ∈ Wi then

ui(τ t) =
∑
wi

ti(wi)wi +
∑
w

P (w)
{
M j((τ t|w), w) − τiwi(L

j)wi

}
(12)

Otherwise
ui(τ t) ≤

∑
wi

ti(wi)wi +
∑
w

P (w)
{
M j((τ t|w), w) − τiwi(L

j)wi

}
(13)

If we sum up ui(τ t) over all the links and make use of the above relations then
it is easy to get the following bound:

ui(τ t) ≤ 1
m

{
(m− 1)

∑
wi

ti(wi)wi +
∑
w

P (w)
∑

i

wi

}
(14)

Note the similarity between the above expression and expression (7).

4 Price of Anarchy of Bayesian Routing Games

In this section, we develop a notion of price of anarchy for Bayesian routing
games and derive an upper bound for it. For the sake of convenience and self-
sufficiency, we discuss the case of complete information routing games.

4.1 Price of Anarchy for Complete Information Routing Games

Consider the complete information routing game Γ c = {A, (Li)A, (ui(.))A}. For
this game, we define the following quantities.
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S(τ) = Social cost under mixed strategy profile τ =
∑

i

ui(τ, w)

S = Optimal social cost = min
τ

S(τ)

S∗ = Social cost under the best Nash equilibrium = min
τ :τ is a NE

{S(τ)}

S∗ = Social cost under the worst Nash equilibrium = max
τ :τ is a NE

{S(τ)}

S = max
τ

S(τ)

The following inequality is a trivial consequence of the above definitions.

S ≤ S∗ ≤ S∗ ≤ S

It is straightforward to see that under the centralized routing scheme, the central
authority would route the agents’ traffic in way that yields the social cost S.
However, under a distributed routing scheme, the agents would like to route
their traffic in a way suggested by a Nash equilibrium strategy profile. Therefore,
the worst possible scenario that may arise out of distributed routing scheme is
to have social cost equal to S∗. Thus, the following ratio φ, called as price of
anarchy for the game Γ c, measures the worst case loss in social welfare because
of switching from centralized routing scheme to distributed routing scheme.

φ =
S∗

S
=

Social cost under the worst Nash equilibrium
Optimal social cost

In what follows we compute an upper bound for the above ratio. By making use
of the upper bound for ui(τ, w), given in (7), it is easy to show that

If m = 1 then S∗ = S = n
∑

i

wi else S∗ ≤ n + (m− 1)
m

∑
i

wi ; S ≥
∑

i

wi

The above relations result in the following theorem about bounds on price of
anarchy for complete information routing games:

Theorem 1. For a complete information routing game with m identical parallel
links and n users, the price of anarchy φ can be bounded in the following way:

If m = 1 then φ = 1 else 1 ≤ φ ≤
{
n + (m− 1)

m

}
Remarks:

– These bounds are not tight for the case when 1 < m. However, for a given
value of m, one can find a better approximation of S and get a tighter bound.

– Another interesting case is when m = n. For this case, it is easy to see that
1 ≤ φ ≤ 2− 1

m .
– For m = (n− 1), 1 ≤ φ ≤ 2.
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4.2 Price of Anarchy for Bayesian Routing Games

Now we consider the Bayesian game Γ b and define the price of anarchy for it.
With regard to the type-agent representation Γ of the Bayesian game Γ b, we
define S(τ t) =

∑
i

ui(τ t) to be the social cost under mixed strategy profile τ t. The

quantities S, S∗, S∗, and S have their usual meaning. The following inequality
is a direct consequence of the above definitions:

S ≤ S∗ ≤ S∗ ≤ S

The price of anarchy ψ for the Bayesian game Γ b is defined by the ratio:

ψ =
S∗

S
=

Social cost under the worst BN equilibrium
Optimal social cost

In what follows, we compute an upper bound on ψ. By making use of the upper
bound for ui(τ t), given in (14), it is easy to show that

If m = 1 then S∗ = S = n
∑
w

P (w)
∑

i

wi , otherwise

S∗ ≤
(m− 1)

n∑
i=1

∑
wi∈Wi

ti(wi)wi + n
∑
w

P (w)
∑
i

wi

m
;S ≥

n∑
i

∑
wi∈Wi

ti(wi)wi

We have made use of equation (12) to bound S from below when 1 < m. The
above relation results in the following bounds on price of anarchy for incomplete
information routing games.

If m = 1 then ψ = 1, otherwise 1 ≤ ψ ≤ 1
m

⎧⎪⎪⎨⎪⎪⎩(m− 1) + n

∑
w

P (w)
∑
i

wi

n∑
i

∑
wi∈Wi

ti(wi)wi

⎫⎪⎪⎬⎪⎪⎭
A little algebra shows that

∑
w

P (w)
∑
i

wi =
n∑
i

∑
wi∈Wi

ti(wi)wi. The following the-

orem captures the bounds on the price of anarchy for the incomplete information
case.

Theorem 2. For an incomplete information routing game with m identical par-
allel links and n users, the price of anarchy ψ is bounded by

If m = 1 then ψ = 1 else 1 ≤ ψ ≤
{
n + (m− 1)

m

}
Remarks:

– Note that the bounds on price of anarchy are the independent of the belief
probability distributions pi of the agents and hence the same bounds hold
for complete information case as well.
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– These bounds are not tight for the case when 1 < m. However, for a given
value of m, one can find a better approximation of S and get a tighter bound.

– For m = n, 1 ≤ ψ ≤ 2− 1
m

– For m = (n− 1), 1 ≤ ψ ≤ 2.

5 Conclusions

In this paper, we have extended game theoretic analysis to network routing
games with incomplete information. We have derived an upper bound on price
of anarchy for such games. The results show that the bound is independent of
the belief probability distributions of the agents. We believe our work is a good
first step in answering the following more general question: how does distributed
routing affect (improve or degrade) the actual performance when agents have
probabilistic rather than deterministic information about other agents? Further
investigation of this question will lead to several interesting directions for future
work: (1) tighter bounds on price of anarchy; (2) price of anarchy with other
metrics such as average delay, throughput, etc. (3) more general routing situa-
tions; and (4) mechanism design for evolving better routing protocols for such
networks.
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useful discussions.
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Abstract. This paper studies general equilibrium models for economies
with overconsumption goods. We consider two kinds of good: usual com-
modity (for usual consumption) and harmful overconsumption commod-
ity. The consumption of the usual commodity always increases an agent’s
utility. But for the harmful overconsumption commodity, once the con-
sumption reaches a critical point, there is disutility of consuming more.
Overconsumption of this commodity is harmful. The utility function is
no longer monotonically increasing when overconsumption happens. The
existence of general equilibrium is solved from truncated economies and
Arrow-Debreu economies with usual utility function. We provide a few
examples to show general equilibria for various cases.

1 Introduction

The literature of general equilibrium considers economies with usual commodi-
ties. An agent’s welfare increases when she consumes more such commodities.
However, some commodities, if consumed more than one should, can be harm-
ful. For example, taking too much meat can cause accumulation of fat inside
the body and thus is harmful to one’s health; too much work out is a waste
of time and can even damage one’s muscle. We call this type of good “over-
consumption commodity”. Agents’ welfare decreases when they consume this
commodity more than a threshold. This paper studies general equilibrium for
economies with harmful overconsumption commodities. For the economy with
two commodities and two agents, if there are too many endowments for over-
consumption commodity, the equilibrium consumptions of the this commodity
are the thresholds.

Existing general equilibrium literature focuses on usual commodities. Debreu
(1959) gives an axiomatic analysis of economic equilibrium. Arrow and Debreu
(1954), Debreu (1959), Debreu (1982) and so on prove the existence of general
equilibrium if the preference relations satisfy standard conditions (and the utility
functions are increasing and concave). However, overconsumption of some com-
modities may be a waste or even harmful. In this paper, we introduce wasteful
overconsumption and, in particular, harmful overconsumption to the traditional
general equilibrium model.

For harmful overconsumption commodities, first, we cannot claim that the
more consumption of this kind of good the better for the agent. There exists a
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c© Springer-Verlag Berlin Heidelberg 2005



General Equilibrium for Economies with Harmful Overconsumption 1077

threshold (critical point) for the harmful overconsumption commodities. When
the commodities are consumed less than the threshold, the agent’s satisfaction
increase with more consumption. However, when the commodities are consumed
more than the threshold the agent’s satisfaction decrease with more consump-
tion. This suggests that the agent’s consumptions cannot exceed the threshold
for the harmful overconsumption commodities. Second, the agent’s satisfaction
is described by their preference relations (and utility functions). When the agent
consumes less than the threshold, her utility function is increasing; but when she
consumes more than the threshold her utility function is decreasing. That is, the
utility function increases before the threshold and then decreases.

In this paper we assume there are two goods: one usual commodity (for
usual consumption) and one harmful overconsumption commodity. The util-
ity function is increasing for the usual commodity. For the harmful overcon-
sumption commodity, the utility function is non-monotonic: increasing before
the threshold and deceasing after the threshold. We define three types of gen-
eral equilibrium. The first one is a key definition of general equilibrium for
economies with harmful overconsumption good, where the utility functions are
concave, increasing and then decreasing after the threshold. The second one is
for economies with wasteful overconsumption good where the truncated utility
functions are concave, increasing and then constant at the threshold. The third
one is for economies with concave and strictly increasing utility functions, as
in the traditional literature. We show that the equilibrium consumption lev-
els for overconsumption commodity are the same for models with harmful and
wasteful overconsumption. Moreover, we can find the equilibria for the first
and second type of model by taking limit of the third model. We find that
when the total endowments for the harmful and wasteful overconsumption com-
modity in the economy is less than the sum of the thresholds for the agents,
each agent consumes less than her threshold. But if the total endowments is
more than the sum of the thresholds, this commodity is free and thus each
agent consumes at her threshold. We then use a few examples to illustrate
the approach to solve for the key equilibrium with harmful overconsumption
good.

To our knowledge, this is the first paper to study overconsumption commodi-
ties in the general equilibrium literature. Even though some papers (Wachtel,
1998; Brown and Cameron, 2000; Comin, 2000; Clapp, 2002; de-Geus, 2003;
Dupor and Liu, 2003) use the term “overconsumption”, their definition of over-
consumption, to our awareness, is much different than ours. Their overconsump-
tion means more consumption than the optimal level. But the utility functions
in their papers are strictly increasing. We define overconsumption so that the
utility function is non-monotonic. We then study the optimal consumption.

Section 2 presents three definitions of general equilibrium with overconsump-
tion commodities. Section 3 shows the relations of the three equilibria. The first
two equilibria are virtually identical, which can be obtained from the third equi-
librium. We provide four simple examples in Section 4 for the three equilibria.
Concluding remarks are in Section 5.
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2 Economic Models

We consider exchange economies with two commodities: a usual one and an
overconsumption one. We use X to denote the usual commodity and Y to denote
the overconsumption commodity. There are I agents, indexed by i = 1, · · · , I.
Agent i’s initial endowments are Ei and Fi for goods X and Y , with prices P
and Q, respectively. Then her income is Ji = PEi +QFi. Her budget constraint
is PXi + QYi ≤ Ji,

P (Xi − Ei) + Q(Yi − Fi) ≤ 0. (1)

The utility functions are given by Ui(X,Y ), which is increasing for the usual
commodity X . The other properties of the utility function is discussed in the
following three subsections.

2.1 Model 1 with Harmful Overconsumption Goods

The first model is our main model where the consumption of Y exceeding the
threshold causes welfare loss. The utility function Ui(X,Y ) is increasing then de-
creasing for harmful overconsumption commodity Y . We assume that the utility
functions are smooth and concave. Then for each overconsumption commodity
Y , ∂Ui(X,Y )

∂X > 0. There is a maximum consumption yi for Y , which is called the
threshold for agent i. Then for each usual commodity X ,

∂Ui(X,Y )
∂Y

⎧⎨⎩ > 0, if Y < yi

= 0, if Y = yi

< 0, if Y > yi,

∂2Ui(X,Y )
∂X2 < 0,

∂2Ui(X,Y )
∂Y 2 < 0,

and
∂2Ui(X,Y )

∂X2

∂2Ui(X,Y )
∂Y 2 −

[
∂2Ui(X,Y )

∂X∂Y

]2

> 0.

We define the following general equilibrium.

Definition 1. A general equilibrium is charactered by a price pair and a con-
sumption system ((P̄ , Q̄), (X̄i, Ȳi), i = 1, · · · , I) such that the following two con-
ditions hold:

1. For each i = 1, · · · , I, (X̄i, Ȳi) solves the utility optimization problem subject
to budget constraint (1), given (P̄ , Q̄),

max Ui(Xi, Yi)
s.t. P̄ (Xi − Ei) + Q̄(Yi − Fi) ≤ 0.

2. Market clearing conditions hold

I∑
i=1

(X̄i − Ei) = 0 and
I∑

i=1

(Ȳi − Fi) ≤ 0.
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Since the agents will not consume the harmful overconsumption commodity Y
more than the threshold yi, equilibrium consumption for Y satisfies Ȳi ≤ yi. Thus
it is possible that inequality in budget constraints strictly holds, P̄ (X̄i − Ei) +
Q̄(Ȳi −Fi) < 0, and excess demand of the harmful overconsumption commodity
is strictly less than zero,

∑I
i=1(Ȳi − Fi) < 0.

In this paper we consider a special utility function where the two goods are
separable1 with the form

Ui(Xi, Yi) = αivi(Xi) + Vi(Yi), i = 1, · · · , I (2)

where vi(X) is strictly increasing and strictly concave and Vi(Y ) is increasing
then decreasing and strictly concave with a maximum point yi. That is, v′i(X) >
0, v′′i (X) < 0,

V ′
i (Y )

⎧⎨⎩ > 0, if Y < yi

= 0, if Y = yi

< 0, if Y > yi,

and V ′′
i (Y ) < 0.

2.2 Model 2 with Wasteful Overconsumption Goods

In order to obtain the general equilibrium for Model 1, we introduce Model 2
where the consumption of good Y exceeding the threshold does not change the
welfare. That is, the utility function remains constant once the consumption of
Y reaches the threshold.

We first truncate the utility function Vi(Y ) at the maximum utility value as
V0i(Y ) = Vi(Y )1{Y <yi}(Y ) + Vi(yi)1{yi≤Y }(Y ), that is,

V0i(Y ) =
{
Vi(Y ), if Y < yi

Vi(yi), if yi ≤ Y .

Then V0i(Y ) is increasing and concave, which reaches the maximum value (at
the threshold yi) and then remains constant. That is, when Y < yi, V ′

0i(Y ) > 0
and V ′′

0i(Y ) < 0; when yi ≤ Y , V0i(Y ) = V0i(yi) and V ′
0i(Y ) = 0. Thus the

truncated utility function is

U0i(Xi, Yi) = αivi(Xi) + V0i(Yi), i = 1, · · · , I. (3)

Definition 2. A general equilibrium is charactered by a price pair and a con-
sumption system ((P̄0, Q̄0), (X̄0i, Ȳ0i), i = 1, · · · , I) such that the following two
conditions hold.

1. For each i = 1, · · · , I, (X̄0i, Ȳ0i) solves the utility optimization problem sub-
ject to budget constraint (1), given (P̄0, Q̄0),

max U0i(Xi, Yi)
s.t. P̄0(Xi − Ei) + Q̄0(Yi − Fi) ≤ 0

1 We can study general case. But it is complicated to construct the utilities in Sub-
sections 2.2 and 2.3.
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2. Market clearing conditions hold.

I∑
i=1

(X̄0i − Ei) = 0 and
I∑

i=1

(Ȳ0i − Fi) ≤ 0

If agent i consumes the wasteful overconsumption commodity more than yi,
then she wastes her income without changing her utility level. Therefore the
equilibrium consumption for the wasteful overconsumption commodity satisfies
Ȳi ≤ yi.

2.3 Model 3 with Usual Goods

Although utility functions in Model 2 are monotonically increasing and con-
cave, we cannot solve the model directly. To solve it, we can approach Model
2 by Model 3 where all commodities are usual. The economy in Model 3 is
in the standard framework of Arrow and Debreu (1954), Debreu (1959), and
Debreu (1982). We construct traditional Arrow-Debreu economies with usual
utility functions. We modify V0i to a strictly increasing and strictly concave util-
ity function Vεi(Y ) where Vεi(Y ) = Vi(Y )1{Y <yi−ε}(Y ) + V 0

εi(Y )1{yi−ε≤Y }(Y ),
that is,

Vεi(Y ) =
{

Vi(Y ), if Y < yi − ε
V 0

εi(Y ), if yi − ε ≤ Y

where the form of the function V 0
εi(Y ) can be arbitrarily chosen. For example,

we can take the function V 0
εi(Y ) of the form

V 0
εi(Y ) = Aivi(Y ) + Bi, yi − ε ≤ Y

such that the following two conditions hold

1. Vi(yi − ε) = V 0
εi(yi − ε) = Aivi(yi − ε) + Bi;

2. V ′
i (yi − ε) = V 0′

εi (yi − ε) = Aiv
′
i(yi − ε).

Then

Ai =
V ′

i (yi − ε)
v′i(yi − ε)

and Bi = Vi(yi − ε)− V ′
i (yi − ε)
v′i(yi − ε)

vi(yi − ε)

and

V 0
εi(Y ) =

V ′
i (yi − ε)
v′i(yi − ε)

[vi(Y )− vi(yi − ε)] + Vi(yi − ε), yi − ε ≤ Y.

Hence

Vεi(Y ) =

{
Vi(Y ), if Y < yi − ε
V ′

i (yi−ε)
v′

i(yi−ε) [vi(Y )− vi(yi − ε)] + Vi(yi − ε), if yi − ε ≤ Y

Thus the traditional utility function is

Uεi(Xi, Yi) = αivi(Xi) + Vεi(Yi), i = 1, · · · , I (4)
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Definition 3. A general equilibrium is charactered by a price pair and a con-
sumption system ((P̄ε, Q̄ε), (X̄εi, Ȳεi), i = 1, · · · , I) such that the following two
conditions hold.

1. For each i = 1, · · · , I, (X̄εi, Ȳεi) solves the utility optimization problem sub-
ject to budget constraint, given (P̄ε, Q̄ε),

max Uεi(Xi, Yi)
s.t. P̄ε(Xi − Ei) + Q̄ε(Yi − Fi) ≤ 0

2. Markets clear.

I∑
i=1

(X̄εi − Ei) = 0 and
I∑

i=1

(Ȳεi − Fi) = 0

The utility function Vεi(Y ) is strictly increasing and strictly concave for ε > 0,
then there exists a general equilibrium for this economy. For an arbitrarily small
positive scalar ε > 0, the budget constraints P̄ε(Xεi−Ei)+ Q̄ε(Yεi−Fi) = 0 for
i = 1, 2 are binding in the equilibrium.

3 The Relation of 3 Equilibria in Section 2

From the construction of truncated and traditional utility functions in Section 2,
the utility functions in Model 2 are the limits of the utility functions in Model
3 as ε approaches to zero,

lim
ε→0

Vεi(Y ) = V0i(Y ) and lim
ε→0

Uεi(X,Y ) = U0i(X,Y ).

Then the equilibrium in Model 2 is the limit of the equilibrium in Model 3,

((P̄0, Q̄0), (X̄0i, Ȳ0i), i = 1, · · · , I) = lim
ε→0

((P̄ε, Q̄ε), (X̄εi, Ȳεi), i = 1, · · · , I).

Comparing Models 1 and 2, we find the relation between the two equilibria
in Models 1 and 2 is

((P̄ , Q̄), (X̄i, Ȳi), i = 1, · · · , I) = ((P̄0, Q̄0), (X̄0i, Ȳ0i ∧ yi), i = 1, · · · , I)

where Ȳ0i ∧ yi = min{Ȳ0i, yi}.
We consider a special case of 2 agents, I = 2. For any arbitrarily small positive

scalar ε > 0 the equilibrium in Model 3 is ((P̄ε, Q̄ε), (X̄ε1, Ȳε1), (X̄ε2, Ȳε2)). We
consider the general equilibrium for the following two cases.

Case 1.
∑2

i=1(yi − Fi) = (y1 + y2)− (F1 + F2) > 0

In this case, the total endowments are less than the sum of the thresholds. Then
the equilibrium in Model 3 satisfies Ȳε1 < y1 and Ȳε2 < y2 for any arbitrarily
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small positive scalar ε > 0. The equilibrium consumption is the global optimiza-
tion point for the utility functions in Model 3. In the domain of Y1 ≤ y1 and
Y2 ≤ y2, the utility functions in Model 1, 2, and 3 are the same. Therefore the
three equilibria are identical, for any arbitrarily small positive scalar ε > 0,

((P̄ , Q̄), (X̄1, Ȳ1), (X̄2, Ȳ2)) = ((P̄0, Q̄0), (X̄01, Ȳ01), (X̄02, Ȳ02))
= ((P̄ε, Q̄ε), (X̄ε1, Ȳε1), (X̄ε2, Ȳε2)).

and the budget constraints and market clearing conditions are binding.

Case 2.
∑2

i=1(yi − Fi) = (y1 + y2)− (F1 + F2) ≤ 0

In this case, the total endowments are more than the sum of the thresholds. The
equilibrium in Model 3 belongs to one and only one of the following three cases.

Case 2.1. F1 < y1 and F2 ≥ y2

In the general equilibrium in Model 1, agent 2 consumes only y2 units of harm-
ful overconsumption commodity, and there is an excess supply of F2 − y2 ≥ 0
units of harmful overconsumption commodity, which is free for agent 2. Agent
1 can consume Ȳ1 = y1 ≤ (F1 + F2) − y2 = F1 + (F2 − y2) units of harm-
ful overconsumption commodity. In spot markets there is an excess supply of
(F1 + F2) − (y1 + y2) ≥ 0 units of harmful overconsumption commodity. Thus
this commodity is free and its price, Q̄, is 0. Therefore the two agents consume
the usual commodity as many as possible, so X̄i = Ei for i = 1, 2. Hence the
equilibrium in Model 1 is

((P̄ , Q̄), (X̄1, Ȳ1), (X̄2, Ȳ2)) = ((1, 0), (E1, y1), (E2, y2)).

Case 2.2. F1 ≥ y1 and F2 < y2

This case is symmetric to Case 2.1. The analysis is similar except we switch
between agents 1 and 2. Hence the equilibrium in Model 1 is

((P̄ , Q̄), (X̄1, Ȳ1), (X̄2, Ȳ2)) = ((1, 0), (E1, y1), (E2, y2)).

Case 2.3. F1 ≥ y1 and F2 ≥ y2

In the general equilibrium in Model 1, agent i consumes only yi units of harmful
overconsumption commodity, and there is an excess supply Fi − yi ≥ 0 units
of harmful overconsumption commodity, which is free for agent i = 1, 2, thus
Q̄ = 0. In spot markets there is an excess supply of (F1 + F2) − (y1 + y2) ≥ 0
units of harmful overconsumption commodity. Therefore the two agents consume
the usual commodity as many as possible, so X̄i = Ei for i = 1, 2. Hence the
equilibrium in Model 1 is

((P̄ , Q̄), (X̄1, Ȳ1), (X̄2, Ȳ2)) = ((1, 0), (E1, y1), (E2, y2)).

In a word, the equilibrium for Case 2 in Model 1 is

((P̄ , Q̄), (X̄1, Ȳ1), (X̄2, Ȳ2)) = ((1, 0), (E1, y1), (E2, y2)).
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We provide four examples in the next section to solve the equilibrium in Model
1 for economies with harmful overconsumption commodity from the solution in
Model 2.

4 Simple Examples

We study a specific form of the utility functions,

vi(X) =
1
γi
Xγi and Vi(Y ) = y2

i − (Y − yi)2, i = 1, 2.

Then the utility functions for Model 1 are

Ui(Xi, Yi) =
αi

γi
Xγi

i + [y2
i − (Yi − yi)2], i = 1, 2;

the utility functions for Model 2 are

U0i(Xi, Yi) =
αi

γi
Xγi

i + V0i(Yi), i = 1, 2

where

V0i(Y ) =
{
y2

i − (Y − yi)2, if Y < yi

y2
i , if yi ≤ Y ;

and the utility functions for Model 3 are

Uεi(Xi, Yi) =
αi

γi
Xγi

i + Vεi(Yi), i = 1, 2

where

Vεi(Y ) =

{
y2

i − (Y − yi)2, if Y < yi − ε
2ε
γi

(yi − ε)1−γiY γi + (yi − ε)
[
yi − 2−γi

γi
ε
]
, if yi − ε ≤ Y .

We provide the four examples for the case γ1 = γ2 = 1
2 . The characteristics

of model parameters are given in Table 1. The four examples correspond to
the four cases discussed in Section 3. Thresholds of harmful overconsumption
commodity for the two agents are y1 = 10 and y2 = 10. Setting 1 : F1 = 4
and F2 = 8 satisfying

∑2
i=1(yi − Fi) > 0. There are three cases for Setting 2 2:∑2

i=1(yi − Fi) ≤ 0. They are Case 1: F1 = 4 and F2 = 16; Case 2 : F1 = 12 and
F2 = 8; and Case 3 : F1 = 12 and F2 = 16.

The four equilibria in Model 3 for the four cases are calculated in Table 2 by
using GAMS codes. In Table 1, ε = 0.01 is small. As ε approaches zero, the limit
of general equilibria in Model 3 degenerate into the general equilibria in Model
2, which is showed in Table 3. Then we have the equilibria in Model 1.
2 If we change Case 1 to the case : F1 = 4 and F2 > 16, the equilibrium is the same

as that in Case 1. On the other hand, if we change Case 2 to the case : F1 > 12 and
F2 = 8, the equilibrium is the same as that in Case 2.
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Table 1. Characteristics of Model Parameters

Case 1 Case 2.1 Case 2.2 Case 2.3
2
i=1(yi − Fi) > 0 2

i=1(yi − Fi) ≤ 0 2
i=1(yi − Fi) ≤ 0 2

i=1(yi − Fi) ≤ 0
y1 > F1 and y2 ≤ F2 y1 ≤ F1 and y2 > F2 y1 ≤ F1 and y2 ≤ F2

Utility Share Parameter
α1 = 10
α2 = 10

Utility Power Parameter
γ1 = 1

2
γ2 = 1

2
Utility Adjustment Parameter

ε = 0.01
Threshold for Harmful Overconsumption Commodity

y1 = 10
y2 = 10

Initial Endowment of Usual Commodity
E1 = 40
E2 = 60

Initial Endowment of Harmful Overconsumption Commodity
F1 = 4 F1 = 4 F1 = 12 F1 = 12
F2 = 8 F2 = 16 F2 = 8 F2 = 16

Table 2. General Equilibria for Usual Goods Model 3

Case 1 Case 2.1 Case 2.2 Case 2.3
2
i=1(yi − Fi) > 0 2

i=1(yi − Fi) ≤ 0 2
i=1(yi − Fi) ≤ 0 2

i=1(yi − Fi) ≤ 0
y1 > F1 and y2 ≤ F2 y1 ≤ F1 and y2 > F2 y1 ≤ F1 and y2 ≤ F2

Equilibrium Price Pair
P = 1.000000 P = 1.000000 P = 1.000000 P = 1.000000
Q = 5.400561 Q = 0.015487 Q = 0.012642 Q = 0.011946

Equilibrium Consumption of Usual Commodity
X1 = 32.986531 X1 = 39.907270 X1 = 40.025180 X1 = 40.009525
X2 = 67.013469 X2 = 60.092730 X2 = 59.974820 X2 = 59.990475

Equilibrium Consumption of Harmful Overconsumption Commodity
Y1 = 5.298589 Y1 = 9.987742 Y1 = 10.008162 Y1 = 11.202667
Y2 = 6.701411 Y2 = 10.012258 Y2 = 9.991838 Y2 = 16.797333

Utility Value
U1 = 192.764333 U1 = 226.344256 U1 = 226.531176 U1 = 226.529625
U2 = 252.842622 U2 = 256.039347 U2 = 254.886757 U2 = 255.025495

Income
J1 = 61.602244 J1 = 40.061947 J1 = 40.151699 J1 = 40.143356
J2 = 103.204488 J2 = 60.247787 J2 = 60.101133 J2 = 60.191141

5 Concluding Remarks

This paper studies economies with overconsumption commodities. We define the
general equilibrium for economies with harmful overconsumption goods. By trun-
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Table 3. General Equilibria for Wasteful Overconsumption Model 2

Case 1 Case 2.1 Case 2.2 Case 2.3
2
i=1(yi − Fi) > 0 2

i=1(yi − Fi) ≤ 0 2
i=1(yi − Fi) ≤ 0 2

i=1(yi − Fi) ≤ 0
y1 > F1 and y2 ≤ F2 y1 ≤ F1 and y2 > F2 y1 ≤ F1 and y2 ≤ F2

Equilibrium Price Pair
P = 1.000000 P = 1.000000 P = 1.000000 P = 1.000000
Q = 5.400561 Q = 0.000000 Q = 0.000000 Q = 0.000000

Equilibrium Consumption of Usual Commodity
X1 = 32.986531 X1 = 40.000000 X1 = 40.000000 X1 = 40.000000
X2 = 67.013469 X2 = 60.000000 X2 = 60.000000 X2 = 60.000000

Equilibrium Consumption of Harmful Overconsumption Commodity
Y1 = 5.298589 Y1 = 10.000000 Y1 = 10.000000 Y1 = 11.200000
Y2 = 6.701411 Y2 = 10.000000 Y2 = 10.000000 Y2 = 16.800000

Utility Value
U1 = 192.764333 U1 = 226.491106 U1 = 226.491106 U1 = 226.491106
U2 = 252.842622 U2 = 254.919334 U2 = 254.919334 U2 = 254.919334

Income
J1 = 61.602244 J1 = 40.000000 J1 = 40.000000 J1 = 40.000000
J2 = 103.204488 J2 = 60.000000 J2 = 60.000000 J2 = 60.000000

Table 4. General Equilibria for harmful Overconsumption Model 1

Case 1 Case 2.1 Case 2.2 Case 2.3
2
i=1(yi − Fi) > 0 2

i=1(yi − Fi) ≤ 0 2
i=1(yi − Fi) ≤ 0 2

i=1(yi − Fi) ≤ 0
y1 > F1 and y2 ≤ F2 y1 ≤ F1 and y2 > F2 y1 ≤ F1 and y2 ≤ F2

Equilibrium Price Pair
P = 1.000000 P = 1.000000 P = 1.000000 P = 1.000000
Q = 5.400561 Q = 0.000000 Q = 0.000000 Q = 0.000000

Equilibrium Consumption of Usual Commodity
X1 = 32.986531 X1 = 40.000000 X1 = 40.000000 X1 = 40.000000
X2 = 67.013469 X2 = 60.000000 X2 = 60.000000 X2 = 60.000000

Equilibrium Consumption of Harmful Overconsumption Commodity
Y1 = 5.298589 Y1 = 10.000000 Y1 = 10.000000 Y1 = 10.000000
Y2 = 6.701411 Y2 = 10.000000 Y2 = 10.000000 Y2 = 10.000000

Utility Value
U1 = 192.764333 U1 = 226.491106 U1 = 226.491106 U1 = 226.491106
U2 = 252.842622 U2 = 254.919334 U2 = 254.919334 U2 = 254.919334

Income
J1 = 61.602244 J1 = 40.000000 J1 = 40.000000 J1 = 40.000000
J2 = 103.204488 J2 = 60.000000 J2 = 60.000000 J2 = 60.000000

cating the utility functions we then define the general equilibrium for economies
with wasteful overconsumption goods. We can find the equilibria in these two
economies by approaching them from traditional Arrow-Debreu economy with
usual utility functions.

This paper considers a simple case of one usual commodity and one harmful
overconsumption commodity. Both agents have harmful overconsumption utility
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functions. How about only one agent has a harmful overconsumption utility
function (and another has a traditional utility function)? The equilibrium may
be very different from this paper. Moreover, we can also consider other relating
problems. For example, we can study the case where there are multiple usual
commodities and multiple harmful overconsumption commodities. These are left
for future research.
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Abstract. This paper analyzes activity mechanism designers with. asymmetric 
agents of voluntary contributions to a project between several agents. He 
equilibrium pattern of contributions is one in which each agent makes may 
explain why the completion of a joint project is made step by step. We show 
that whenever the project is desirable, the project is completed, and in 
equilibrium, each agent makes large contribution. We recursive expected utility 
allows an agent to care about the timing of the resolution of uncertainty. 
Recursive expected utility achieves this flexibility by reduction of preferences 
are build up preferences depend on unrealized contingencies. We show that if 
an agent prefers resolution of uncertainty, then the forms of the most commonly 
used dependence, each collapsed to recursive expected utility. The agent's 
preferences must fail to conform to either the between be quite inconsistent in 
her preferences. We refers to a class of problems in which a individual, the 
agent, controls a decision that has consequences for many individuals with 
preferences. The mechanism designers, influence the agent's decisions by 
actions chosen under imperfect information.  

JEL: C70, D83, G12. 

Keywords: Asymmetric information, voluntary contributions, expectations 
efficiency.  

1   Introduction 

We conclude that the character of contributions provide a satisfactory explanation of 
the commonly observed contribution pattern in which agents alternate in making steps 
towards the completion of the transaction. We define a premium to measure of 
preference for think of the analogy to a risk, that sequentially consistent, the agent 
uses the same family of preferences to evaluate stage induced by each strategy in a 
decision tree. We find that and consistency with imply that deviations from expected 
utility are possible in he stage. Sequential consistency, restrict an agent to prefer 
resolution of uncertainty, and preference for resolution imply action. 

Many procurement situations involve development with occurring at each stage of the 
process, where in each period for at most agent over time. A strategy is said to be relative 
to a given action if it reflects for any other action relative to the given action, that the 
equilibrium payoff is unique if the marginal contributions of mechanism designers to the 
value of the coalition. We show that in such equilibria, all mechanism designers receive 
their contributions as payoffs, and satisfying marginal contribution equilibria. 
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We assume that the agents commitment over periods, between the payoffs received 
at different stages, the agent chooses the available actions for the next stage. We refer 
to this agenda as the agent initially determines the set of actions from which the 
choice of relevant policy alternatives by a mechanism designers. The equilibrium 
payoff to the agent depends on the degree of competition between the mechanism 
designers in the next stage. Since the competitiveness in turn depends on the set of 
available actions, he agent is able to increase her next period actions. We can be quite 
general in formulating the states of nature governing the transitions between states. 
We require that the current state depends on the previous state and the previous action 
by the agent. We concentrate on strategies since we want to study the effects of 
changes from effects created by conditioning on payoff histories. The truthful 
equilibrium payoffs are unique if the processes a contribution equilibrium. The 
structure of the paper is as follows. 

Section 2 discusses mechanism asymmetries.  Section 3 presents asymmetries of 
agents expectations.  

2   Mechanism Asymmetries 

Peters (2001) suppose expected utility preferences, and the set of efforts E that the 
agent can take is interpreted as a tariff or some policy.  

The set Y is the set of feasible transfers of income from the mechanism designer to 
agent.  

The payoff to mechanism designer { }nj ,....,1∈  is represented by 

[ ]1,0: 1 →Ω××ΑΠ = Ev k
n
kj . For agent, payoffs are represented by the function 

[ ]1,0: 1 →Ω××ΑΠ = Eu k
n
k , where the set jΑ varies  in applications depending 

on the mechanism designer's ability to write actions. The mechanism designer can 
make his action depend on every aspect of the agent's action, while in others he may 
be limited to actions that depend on some component of the agents effort, or to 
actions at all.  

The mechanism designer's payoff is ( )( )eeav jj ,  while the agent's payoff is 

( ) ( )egea j

n

j

−
=1 , where ( )eg  is the utility associated with effort level e, the 

mechanism designer's payoff depends on his own action and the effort of the agent. In 
this environment it is natural to assume that supplier j can only write actions that 

specify function of quantity je  that demand from him.  

So jΑ is just the set of maps from the j th component of e into the set of per unit 

assets, and  ℜ⊂Q  be a set of feasible asset, with each mechanism designers, and e 

as a vector of a components ( )nqq ,....,1  of actions that the agent makes with each of 

the mechanism designers, so 
nQE = to the agent.  
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The mechanism designer condition his transfer on transactions that the agent 

makes with other mechanism designer, so that jΑ  is the set of functions 

YEa j →: that depend only on the j th agent for each possible quantity that the 
mechanism designer could have demand from to he agent.  

The asset being has a random value τ  whose distribution depends on the agent's 
information ω . The agent's payoff function when her information is iω  is given by 

( ) ( )−=
==

jj

n

j
j

n

j
nn qaqUEqqaau

11
11 ,,....,,,...., τω ωτ

, 

(1) 

and the mechanism maker function is given by  

( ) ( ) τω ωτEqqaqqaav jjjnnj −=,,...,,,.... 11 . (2) 

The agents decides whether the mechanism designer's actions depend at all on the 

agent's effort so 2ℜ=Α , when there is dependence of mechanism designers' 
payoffs settings. These commitments should as part of the action that their 
undertakes, and have output consequences that will affect the actions of the agent's 
competitors. For this reason it seems sensible to make allowance for this possibility in 
the payoff functions.   

Ultimately competition among mechanism designers will be that it this competition 
as a offer appropriately designed menus o the agent. 

It is desirable to avoid imposing additional restrictions on competition among 
mechanism designers, forcing them o use random mechanisms, or focussing attention 
on pure strategy equilibria, even though restrictions be perfectly sensible of specific 
applications.  

The process be designing mechanisms o guide communication that the agent is 
bound by the mechanisms, agents communicate with the mechanism designers, 
possibly sending information about their types. 

The mechanism designers responds to the agent's communications by taking 
actions, and possibly sending messages, according to the rules that they specified by 
their mechanism.  

Sandroni (2000) show that if agent's have the rule, then the most prosperous 
predictions need be driven of the market. The set of states of nature is given to 

{ } NLLT ∈= ,,....,1 . 
The true stochastic process of states of nature is given by an arbitrary probability 

measures defined P as on ( )ℑ,T . Given history Tst ′∈ , let sP  is the defined by 

( ) ( )
( )( )t

s

s SCP

AP
AP t

t
=

, 

for all ℑ∈A , where jsA  is the sets of all paths Ts ∈  such that 

( )( ) ( )nt
p sssE ,...,1=ℑ

. 
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At period an mechanism designer has initial wealth w. At period +∈ Nt  she 

chooses a portfolio ta that determines how the wealth is allocated among M assets.   

A actions a is an tℑ  such that an strategy is a actions ( )+∈= Ntaa t , . 

The entropy of a actions is ( )( )tt
p raE ℑ+1,log , if consumption is a proportion 

( )1,0∈δ  who invest  

( ) k
t
k

t raw 1=Π= δ
. 

If there is 0>ε , for all +∈ Nt  , then ( )1−ℑ− kk
p

k yEy , and kz  is uniformly  
bounded. 

We have the strategy defined by  

( )( )ttt
p

t raEa ℑ= +1
* logmaxarg

, 

when returns are independent and states of nature follow an identical stochastic 
process. If agent actions under this rule and then agents holding actions with the 
entropy those making if all agents have correct beliefs. 

An agent who has correct beliefs, which would eventually result in more wealth. 

At period t, the action of tree m is given by tmp , , agent i 's consumption and holdings 

of tree m are given by 
i

tm
i
t kandc , . Let 

i
tw  be agent i 's wealth 

( ) i
tntn

i
tntn

i
t kpkpw 1,,1,1,1 1 −−−− ++=

. (3) 

Agent i 's budget constraint is given by 

0,0,,,,1,1 ≥≥≤++ −−
i
t

i
t

i
t

i
tntn

i
tntn

i
t wcwkpkpc

.  
(4) 

By agents' conditions and the market clearing condition, 

t
n
t

n
tn

n

n
t

n
t ecc

c

c
=+= −

−

−

1
1

1
,

λ
λ

, 

(5) 

imply that agent's consumption may depend on the current state of nature. At period 

+∈ Nt actions are given by ( )tMt eee ,,1 ,....,= , share actions are given by 

( )tMtt ppp ,,1 ,....,= , agents i' s consumption is given by 
i
tc , agent i 's wealth is 

given by 

( ) i
ttt

i
t kepw 1−+=

. (6) 

We define ( ) ( ) ( )+++ ∈=∈=∈= NtccNtppNtee i
t

i
tt ,,,,,

,  
( )+∈ Ntk i

t , , and ( )+∈= Ntww i
t

i , . 

=k i
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Let P and iP  be the probability measures on ( )ℑ,T  representing the probability 
measure and agent i 's beliefs.  

We assume that markets are dynamically complete, and so agents may transfer 

wealth across sates of nature by actions the existing assets. At period +∈ Nt  , agent 
i ' s observed and anticipated budget constraints are given by 

( ) +++−++++++ ∈≥≥+≤+ Nrcwkepkpc i
rt

i
rt

i
rtrtrt

i
rtrt

i
rt ,0,0,1 . (7) 

Market clear at period t if 

−

=

−

==

==
1

1

1

1
,

1
, 1

n

i

n

i

i
tn

n

m
tm

i
t kandec

, 

in equilibrium, agents maximize expected utility to the budget constraints and markets 
clear in every period. 

Agent i is driven out of the market on a path Ts ∈ if agent i' s wealth, if agent i is 
driven out of the market on s. That is, agent i makes accurate actions if the 
probabilities assigned by agent i become similar to the probabilities. Agent i's beliefs 
with eventually makes accurate, if merge with the truth. 

So, agent i' s beliefs over events within many periods become to the true 
probabilities. The difference between is illustrated by the presented in which the 
probability of the state of nature, that all other states will occur in the next 1−n    
periods  with probability. Agent i always makes in such that accurate next period on a 

path ( )nsssTs ,....,, 1=∈   , if there is 0>ε  ( ) ε>− ii s
i
ssn PPd ,1  for all Nt ∈ . 

An agent may inaccurate actions in some all periods. An agent may eventually 
make actions on path but always make inaccurate next period actions on another path. 
Some agents make accurate actions in every path Ts ∈  , there exists t least gent 
who eventually makes accurate actions on s. 

If agent i believes that a path s is much likely to occur than agent j does. They have 
the same factor, then agent i allocates much less wealth on s than agent j does and 
believe that a path s is much likely to occur than any other agent does. We provide an 
example in which an agent whose beliefs weakly with the truth is driven of the market 
although other agent eventually makes accurate next period actions. 

At periods ( ) Nkkt ∈, , agent n believes that state a will occur next period with 
probability 1. There were and another agent, who eventually makes accurate actions 
on s has arbitrarily high probability, provided that t is large enough. 

3   Asymmetries of Agents Expectations 

Compte and Jehiel (2003) analyzes a problem of contributions o a joint project 
between several agents.  

Each agent i values the immediate completion of the project according to iV , so that 
we allow for asymmetries between the agents. The project is completed as soon as the 
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cumulative contribution made by agent reaches the cost K. We assume that neither 

agent can afford to complete the project alone. Let 
t
ic  be the amount of agent i' s 

contribution in period t. A history at time τ a strategy for agent i' s specifies the size of 
the agent's contribution for each history after which it is agent i 's turn to move.  

Possible interpretation of δ  is that at the end of each period, with probability 

δ−1 , in which event the contributions made up to that date T be the first time at 
which the cumulative contribution. 

4   Conclusion 

The proposition shows that if agents have the same factor and some agent eventually 
makes accurate actions, then a necessary and sufficient condition for survival is to 
eventually make accurate actions. We shows that only agents with survive in the 
market, and shows that if agents have the same inter-temporal factor and some agent 
eventually makes accurate next period actions, then agents who always make 
inaccurate next period actions are driven of the market. If agents have the same 
factors, and then agents which eventually make accurate actions will be driven of the 
market by agents, who eventually make accurate actions. The surviving agents may 
differ may differ across paths, and all agents who survive must be making accurate 
actions. Given enough data, the actions of gents over events within finitely many 
periods become similar but actions over some future events are different. These 
differences in beliefs have impact on agent's decisions. Agents with diverse 
preferences over risk survive wit probability if their beliefs merge with the truth. This 
holds the relative wealth of agents with different preferences over risk is a random 
variable. There are states of nature, and agent believes correctly, that they have 
probability. 

Agents who eventually make accurate actions allocate amounts of wealth to high 
probability paths, and are driven of the market. Assume that the ratio of beliefs and 
true probabilities over states of nature in the next period is bounded away infinity.  

All agents have the same inter-temporal factor, and that some agents eventually 
make accurate next period actions. Agents who make inaccurate next period actions 
are driven of the market. However, as mentioned, agents who eventually make 
accurate next period actions.   

Although has implications concerning the efficiency of the outcome, that main 
interest in identifying what can induce the equilibrium contributions o be made step 
by step.     
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Abstract. A novel “Quantile predicting Return” method (Q R) is presented to 
predict VaR (Value-at-Risk). In the paper, a nonlinear mapping between 
quintile and VaR is constructed by using neural networks instead of traditional 
statistical methods. Two related models are proposed. One is QDMN (Quantile-
Data Mapping Network) based on BP and the other is SVR-QD (Support 
Vector Regression Quantile- Data mapping) based on SVM. There is no 
assumption for distribution in both proposed models. The operation mode and 
the reasonableness of measuring VaR using the two models are analyzed. 
QDMN and SVR-QD are applied to predict VaR in Shanghai Stock Exchange. 
Comparisons of the proposed methods with Monte Carlo approach are 
performed. Numerical experiments based on Basle traffic lights, Proportion of 
Failures and exception computing show that the two new models are superior to 
Monte Carlo approach based on a certain assumptions in accuracy. 

1   Introduction 

Nowadays, Value-at-Risk (VaR) has undoubtedly become one of the most important 
techniques for risk optimization in the field of financial engineering. It has some 
attractive characteristics such as simplicity, understandability and practicality and is 
able to summarize various risks into a real number. VaR has widespread applications 
in banks, non-bank institutions, and supervisory authorities. 

VaR is used to estimate the potential loss of positions or portfolios held due to the 
reverse movement of the price over a certain period of time. VaR depends on two 
factors: firstly, the horizon over which the portfolio’s change in value is measured and 
secondly the “degree of confidence” chosen by the risk manager. In 1996, Basle 
Committee on Banking Supervision recommended VaR as an internal solution of risk 
management. 

There are three significant methods in measuring financial risks with VaR 
presently: Analytical approach (Variance-Covariance method), History simulation 
(HS), and Monte Carlo simulation (MC). 

The most popular method of analytical approaches is Risk Metrics [1]. In the 
method very simple calculation is needed. Evaluating the standard deviation and the 
correlation coefficient between each position is the whole work, but normal  
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distribution and zero-mean are two necessary assumptions for the compound return; 
in addition, empirical data show that the distribution of compound return has several 
important characteristics such as kurtosis, fat-tailedness and skewness. Generalized 
autoregressive conditional heteroskedastic (GARCH) method is another analytical 
approach used for VaR. It was proposed by Bollerslev [2] in 1986, GARCH can 
reflect heteroskedastic of the portfolio return to some extent, but fat-tailedness and 
left-skewness cannot be reflected in GARCH [3-5]. Moreover, it is discovered that the 
third moment of the return varies over time [5]. Other analytical methods also make 
distribution assumptions that always deduce the accuracy of the methods in the 
computational process. 

HS method simply depends on a great deal of history data. So Basle Committee 
suggests that banks should use at least one year’s history data in HS when forecasting 
daily VaR. However, the quantity of data is much more than a year’s for high required 
precision in real forecasting. It is assumed that the return distribution of the whole 
history period is fixed, so one cannot calculate the loss outside the simulation set. 

Although Monte Carlo simulation has a high accuracy, its limitations cannot be 
ignored. In this method, the computational procedure is very complex and the amount 
of calculation is very large. The precision of VaR estimation would critically depend 
on the number of simulation trials and the portfolio should be fully revalued in each 
simulation run, thereby making it time-consuming, computer-intensive and expensive 
compared to analytical method [6]. As for the portfolio that has thousands of 
instruments, it is impossible to forecast VaR with MC simulation at present. 

Recent years, artificial neural networks (ANN) have been employed with success 
in pattern recognition, characteristic extraction, prediction and adaptive control on 
nonlinear systems etc. ANN also uses in finance and economics such as stock 
prediction, assets allocation, securities pricing and so on. Support vector machines 
(SVM) are a kind of machine learning technique developed in the middle of 1990s’. 
SVM is founded on structural risk minimization (SRM), instead of empirical risk 
minimization (ERM), which is commonly used in traditional neural network. SVM 
has been applied successfully to classification tasks [7, 8] and more recently also to 
regression [9]. In the articles estimating VaR using neural networks, most estimate 
parameters of the asset distribution with ANN. References [10] and [11] predict 
essential parameters with neural network, and then forecast returns with analytical 
approach. Reference [12] minimizes the financial risk with recursive network under 
certain assumptions. All articles above use neural network to estimate parameters for 
predicting portfolio return. They fall into the “Assumption Parameter 
estimation Return prediction” (A P R) trap. The A P R method takes 
redundant computing steps that may reduce the accuracy. Therefore, in this paper, 
Quantile-Data Mapping model based on artificial neural network (Quantile-Data 
Mapping Network, QDMN) and Support vector regression Quantile-Data mapping 
model (SVR-QD) are introduced to calculate VaR. The “Quantile Return data” 
method (Q R) is also used in the two models. 

2   QDMN and SVR-QD 

QDMN is a feedforward network with a single hidden layer, Back Propagation 
algorithm is used for training the net. In our case the transfer function in hidden layer 
should be a bounded, nonlinear, non-decrease one, and the output neuron transfer 
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function may be an unbounded function. For QDMN, the two functions below are 
used; they are tangent sigmoid function (1) and pure linear function (2). 

)1)(tan1(1
1

2
)(tan

2
<<−−

+
= − xsig

e
xsig

x
 

 
(1) 

cxxpurelin =)(  (2) 

In the simplest case, QDMN is consisted with one input unit, one layer of hidden 
units and one output unit, the following mapping is used 

~

1 1
1

( ) ( tan ( ) )
Z

j j j
j

f x purelin T sig x a dω
=

= + +  
 

(3) 

where Z is the number of the hidden units, 1j is weight between input and hidden 
layer,  Tj1 is the weight between the hidden and output layer. Aj  and d are thresholds 
of the hidden and output layer. 

The steps for predicting VaR using QDMN is shown in the following flow chart: 

 

Quantile

Input variables

  –  Distribution
QDMN  – Mean 

– Variance 

QDMN 

VaR estimate

Training

 

Fig. 1. Flow chart of QDMN 

In SVR the basic idea is to map the data x into a high dimensional feature space F 
via a nonlinear mapping  and to do linear regression in this space [7, 8]. 

FFbxxf ∈→ℜΦ+Φ⋅= ωω ,:))(()(  
(4) 
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where b is a threshold. Thus, linear regression in a high dimensional space 

corresponds to nonlinear regression in the low dimensional input space ℜ . Since  is 
fixed,  is determined from the data by minimizing the sum of the empirical risk R 

emp[f] and a complexity term 2 

2

1

2
))((][][ wyxfCwfRfR ii

l

i
empreg λλ +−=+=

=  

 
(5) 

where l denotes the sample size. C (.) is a cost function and is regularization constant. 
Eq.(5) can be minimized by solving a quadratic programming problem. 
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where 
iα , *

iα  denotes the solution of the aforementioned quadratic programming 

problem. The whole problem can be rewritten in terms of dot products in the low 
dimensional input space. 
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where k(x1, x)=  (x1)• (x) is a kernel function. A RBF kernel is used here. 
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the steps for predicting VaR using SVR-QD is similar as QDMN’s. The SVR’s 
structure is 

1x 2x dx
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Fig. 2. SVR-QD structure 
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“Q R” method can be described as follows: Let f(x) be the portfolio return 

distribution, nxxx ,,, 21 L  be the discrete points. 1 ,i ix x x+Δ = − 1( , ]i i ix xε +∈ , (i=1,  
2 …n). The following equation can be obtained according to the definition of VaR 

1
0

{ | ( , ] }

1 ( ) lim ( )
i i i i i

VaR

i
x

x x VaR

f x dx f x
ε ε ε

α ε
+

−

Δ → ∈ ∩ ≤−−∞

− = = Δ  

 
(9) 

During time T, suppose the history returns (-Tr, -T+1r, … -1r,)= 
→
R , when T + , T-

1= x, the compound return –kr ≈ i (-k∈[-T, -1])then (9) implies (10) 
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where rVaR denotes the logarithmic compound return rate corresponding to VaR.  
When T is limit, formula (10) can be considered as mapping from the compound 

return rVaR to confidence level α  where 
→
R and T can be obtained from history data. 

QDMN and SVR-QD can be constructed with history data. The Q R method 
mentioned above doesn’t depend on any assumption and is able to enhance the 
accuracy of the calculation. Consider a simple example: 

The recent T period history return sequence (-Tr, -T+1r, … -1r)=
→
R is used to estimate 

VaR under confidence level α  over one day horizon. According to the return 
distribution and the relationship between quantile and compound return in the 
definition of VaR, the compound return will change with quantile q (q=1-α , stands 
for the left tail probability of the density distribution). Q vary between 0 and 1. In a 
stable financial market, the history return will reflect the future return. –Tr, -T+1r, … -1r 
can be used to predict VaR. In Q R method, the training samples  of the network are 
composed of VaR quantile and the compound return (qj, 

-jr)  where qj∈ (0, 1), -jr 

∈
→
R . Qj is the input, and –jr is the network teacher. Corresponding to each –jr, qj can 

be obtained through the following two steps: First, sort the history return –Tr, -T+1r, … -

1r increasingly. Take T quantile points between 0 and 1 uniformly. The quantile points 
is marked as qj (j=1…T); second, match qj with each –jr according to their value 
relationship. Then T training vectors can be obtained. The quantity of the training 
sample and the maximum training generation relies on the required VaR confidence 
level. The mapping will be: 

rRT j
j

−
→

→ℜ ),|(α
 

 
(11) 

Formula (11) is a more convenient form of formula (10). The training will stop 

when the total error 

1

P

k
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k l l
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e t O
=

= − ) is less than a given positive real 

number η  or the generation reaches its limitation. 
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After training, the network can be used to predict the compound return 
corresponding to any quantile and the return under certain VaR confidence level. 
Taking the quantile 1-α  (such as 1-95%) as the input of the network, we can obtain 
the rVaR under the confidence level α , which is taken as the expected output of the 
network. One day horizon VaR can be estimated by formula (12) with the portfolio 
price P0. 

VaRr

ePVaR 0=
. 

(12) 

3   Simulation Results 

The two models are used to analyze the composite index in Shanghai Stock 
Exchange. The data set consists of 2747 daily return covering the time from 19th, 
December 1991 up to 28th, February 2002. 

  

            Fig. 3. Return sequence over time       Fig. 4. Return distribution 

Figure 3 shows that the return sequence over the given horizon is heteroskedastic. 
Figure 4 shows the kurtosis and fat-tailedness characteristics. From Figure 5 it can be 
seen that the normality of the distribution is denied. 

 
    Fig. 5. Normality checkout of the return     Fig. 6. Daily VaR estimated by QDMN 
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3.1   Estimate VaR with QDMN and SVR-QD 

In QDMN, the daily VaR is forecasted under different confidence levels, different 
numbers of hidden layer units and different history returns. In the simulation, the 
maximum generation of QDMN is taken as 100, and 100 training samples are used 
under 90% and 99% confidence while 1000 training samples under 99.9% confidence. 
Simulation results are shown in Table 1, where CL means the confidence level. The 
total number of testing samples is 2647 under 95% and 99% confidence, while 1747 
under 99.9%. The true exceptions are 132, 26 and 2, respectively, for different CLs. 

Table 1. Exceptions of Daily VaR in QDMN 

CL  
N 95%(exceptions) 99%(exceptions) 99.9%(exceptions) 
3 5.59%(148) 1.59%(42) 0.17%(3) 
4 5.55%(147) 1.32%(34) 0.1%(2) 
5 5.40%(143) 1.28%(34) 0.1%(2) 
7 5.63%(149) 1.21%(32) 0.05(1) 

Figure 6 shows 1000 daily VaR estimated by QDMN under 95% confidence level 
(1991.12.19- 1994.12.18), nearly 5% of the total return below VaR. 

In SVR-QD, take  as RBF kernel parameter, C as the bound of the Lagrange 
multipliers. 100 training sample under 90% and 95% confidence is used while 200 
under 99% confidence. 

Table 2. Exceptions of Daily VaR in SVR-QD 

CL    &      
C 90% &0.5(exceptions) 95%&0.05 99%& 0.001 
70 10.65%(282) 5.17%(137) 

100 10.28%(272) 5.33%(141) 
200 10.05%(266) 5.52%(146) 
300 9.97%(264) 5.55%(147) 

1.88%(48) 
1.26%(32) 
1.17%(30) 
1.17%(30) 

In Table 2, the total number of training samples is 100 under 90% and 95% 
confidence, while 200 under 99%. The true exceptions are 264, 132 and 25 under 
90%, 95% and 99% confidence respectively. 

3.2   Estimating VaR Using Monte Carlo Simulation 

Suppose the distribution is normal, logistic, Extreme Value and lognormal 
respectively, 1 million samples with Monte Carlo simulation. VaR can be directly 
predicted from sample set. The results are shown in Table 3. 



 A Quantile-Data Mapping Model for VaR Based on BP and SVR 1101 

 

Table 3. Exceptions of daily VaR using MC 

CL 
Dist/VaR 95%(exceptions) 99%(exceptions) 99.9%(exceptions) 

Normal 4.00%(110) 1.78%(49) 0.80%(22) 
rVaR (10-2) -4.38 -6.23 -8.30 

Logistic 5.72%(157) 2.58%(71) 0.80%(22) 
rVaR (10-2) -3.49 -5.47 -8.25 

Extreme Value 3.17%(87) 1.60%(44) 0.98%(27) 
rVaR (10-2) -4.99 -6.46 -7.86 
lognormal 4.22%(116) 2.33%(64) 1.02%(28) 

rVaR (10-2) -4.19 -5.83 -7.59 

In Table 3, the total number of training samples is 2747. The true exceptions are 
137, 27 and 3 respectively under 95%, 99% and 99.9% confidence.  

3.3   Comparison Results 

Basle traffic lights [13] and Kupiec’s [14] Proportion of Failures (PF)1 are used to 
evaluate the proposed models. The results are shown in Table 4. 

Table 4. Comparison of QDMN, SVR-QD and MC for predicting Value-at-Risk 

VaR  
CL/
% 

MC /Dist Zone/PF QDMN/N Zone/PF SVM-QD Zone/PF 

95 4.2%/lognorm G/accept 5.4%/5 G/accept 5.17% G/accept 

99 1.6%/EV G/accept 1.21%/7 G/accept 1.17% G/ accept 
99.9 0.8%/norm R/reject 0.1%/4|5 G/ accept null null 

In Table 4, Dist, G and R represent distribution, Green and Red, respectively, and 
N is the number of units in hidden layer. From the simulation it is found that SVR-
QD’s convergence is very slow under 99.9% CL. 

MC simulation assumes a certain distribution that cannot accurately fit the 
historical data in most of the running time. From Table 4, it is clearly shown that the 
assumption will affect the accuracy of the prediction. On the contrary, the two 
proposed models with Q R method do not take any assumption. The prediction 
accuracy of VaR is improved significantly. QDMN is able to calculate VaR with high 
confidence level while SVR-QD is able to calculate VaR with more accurate. QDMN 
is faster than SVR-QD, while SVR-QD underestimates VaR with less probability. 

4   Conclusion 

History data of the financial instruments show that the distribution of return has the 
characteristics of kurtosis, fat-tailedness and skewness. Most analytical methods cannot 
                                                           
1 Basle traffic lights were brought forward by Basle committee in 1996. It divides the results of 

the risk models into three zones: green, yellow and red based on binomial distribution. PF is 
also called Likelihood-Ratio-Test; it’s a method of hypothesis testing. 
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deal with these problems properly, and MC method and HS method have inherent 
drawbacks. A neural network model QDMN and a regression method based on support 
vector machines, SVR-QD, are proposed in this paper to try to handle these problems. 
VaR can be more easily and accurately estimated by either model. The two methods are 
independent with distribution assumptions and encapsulate the financial parameters in 
the network. Simulated experiments show some useful results have been obtained as 
applying QDMN and SVR-QD to the forecasting of VaR. Simulations show that Q R 
models perform better than the assumption models. It is able to reflect the kurtosis, fat-
tailedness and skewness of the return distribution, and more accuracy can be obtained 
under most confidence levels with QDMN and SVR-QD. 
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