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Preface

The first SKLOIS Conference on Information Security and Cryptography (CISC
2005) was organized by the State Key Laboratory of Information Security of
the Chinese Academy of Sciences. It was held in Beijing, China, December
15-17, 2005 and was sponsored by the Institute of Software, the Chinese Academy
of Sciences, the Graduate School of the Chinese Academy of Sciences and the
National Science Foundation of China. The conference proceedings, represent-
ing invited and contributed papers, are published in this volume of Springer’s
Lecture Notes in Computer Science (LNCS) series.

The area of research covered by CISC has been gaining importance in recent
years, and a lot of fundamental, experimental and applied work has been done,
advancing the state of the art. The program of CISC 2005 covered numerous
fields of research within the general scope of the conference.

The International Program Committee of the conference received a total of
196 submissions (from 21 countries). Thirty-three submissions were selected for
presentation as regular papers and are part of this volume. In addition to this
track, the conference also hosted a short-paper track of 32 presentations that
were carefully selected as well. All submissions were reviewed by experts in the
relevant areas and based on their ranking and strict selection criteria the papers
were selected for the various tracks. We note that stricter criteria were applied
to papers co-authored by program committee members. We further note that,
obviously, no member took part in influencing the ranking of his or her own
submissions. In addition to the contributed regular papers, this volume contains
the two invited papers by Serge Vaudenay and Giovanni Di Crescenzo.

Many people and organizations helped in making the conference a reality.
We would like to take this opportunity to thank the Program Committee mem-
bers and the external experts for their invaluable help in producing the confer-
ence program. We would like to thank the Organizing Committee members, the
Co-chairs Dongdai Lin and Chunkun Wu, and the members Jiwu Jing and Wen-
ling Wu. Dongdai Lin also served as a “Super Program Chair”, organizing the
electronic program discussions and coordinating the decision making process.
We thank the various sponsors and, last but not least, we wish to thank all
the authors who submitted papers to the conference, the invited speakers, the
session chairs and all the conference attendees.

December 2005 Dengguo Feng and Moti Yung
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On Bluetooth Repairing: Key Agreement Based
on Symmetric-Key Cryptography

Serge Vaudenay

EPFL,
CH-1015 Lausanne, Switzerland
http://lasecwww.epfl.ch

Abstract. Despite many good (secure) key agreement protocols based on
public-key cryptography exist, secure associations between two wireless devices
are often established using symmetric-key cryptography for cost reasons. The
consequence is that common daily used security protocols such as Bluetooth
pairing are insecure in the sense that an adversary can easily extract the main
private key from the protocol communications. Nevertheless, we show that a fea-
ture in the Bluetooth standard provides a pragmatic and costless protocol that can
eventually repair privateless associations, thanks to mobility. This proves (in the
random oracle model) the pragmatic security of the Bluetooth pairing protocol
when repairing is used.

1 Setting Up Secure Communications

Digital communications are often secured by means of symmetric encryption and mes-
sage authentication codes. This provided high throughput and security. However, set-
ting up this channel requires agreeing on a private key with large entropy. Private key
agreement between remote peers through insecure channel is a big challenge. A first
(impractical) solution was proposed in 1975 by Merkle [19]. A solution was proposed
by Diffie and Hellman in 1976 [12]. It works, provided that the two peers can commu-
nicate over an authenticated channel which protects the integrity of messages and that
a standard computational problem (namely, the Diffie-Hellman problem) is hard.

To authenticate messages of the Diffie-Hellman protocol is still expensive since those
messages are pretty long (typically, a thousand bits, each) and that authentication is of-
ten manually done by human beings. Folklore solutions consist of shrinking this amount
of information by means of a collision-resistant hash function and of authenticating only
the digest of the protocol transcript. The amount of information to authenticate typically
reduces to 160 bits. However, collision-resistant hash functions are threatened species
these days due to collapses of MDS5, RIPEMD, SHA, SHA-1, etc. [9,23, 24,25, 26].
Furthermore, 160 bits is still pretty large for human beings to authenticate. Another
solution using shorter messages have been proposed by Pasini and Vaudenay [20] us-
ing a hash function which resists second preimage attacks (like MD5 [21]; namely:
collision resistance is no longer required) and a commitment scheme. Other solutions
such as MANA protocols [13, 14] have been proposed. They can reduce the amount
of information to be authenticated down to 20 bits, but they work assuming a stronger
hypothesis on the authenticated channel, namely that the authentication occurs with-
out any latency for the delivery. Some protocols based on the Diffie-Hellman one were

D. Feng, D. Lin, and M. Yung (Eds.): CISC 2005, LNCS 3822, pp. 1-9, 2005.
(© Springer-Verlag Berlin Heidelberg 2005



2 S. Vaudenay

proposed [11, 15] with an incomplete security analysis. A provably secure solution was
finally proposed by Vaudenay [22]. This protocol can work with only 20 bits to authen-
ticate and is based on a commitment scheme. Those authentication protocols can be
pretty cheap (namely: without public-key cryptography) and provably secure (at least
in the random oracle model). So, the remaining overwhelming cost is still the Diffie-
Hellman protocol. Since key agreement is the foundation to public-key cryptography, it
seems that setting up secure communications with an authenticated channel only cannot
be solved at a lower expense than regular public-key algorithms.

The Bluetooth standard starts from a slightly different assumption, namely that there
is a private channel between the two devices involving the human user. Of course,
this channel should be used to transmit as few bits as possible. This would, in prin-
ciple, be possible by using password-based authenticated key agreement. A first proto-
col family was proposed (without security proof) in 1992 by Bellovin and Merritt [8].
SRP [27, 28] is another famous protocol, available as the RFC 2945, proposed in 1998
by Wu. The security analysis followed a long research program initiated by Bellare
and Rogaway [5, 6]. Specific instances of the Bellovin-Merritt protocols with security
based on the random oracle model were provided in [3,4,7, 10, 18] starting in 2000.
Finally, another protocol without random oracles were proposed in 2001 by Katz, Os-
trovsky, and Yung [16]. All those protocols are however at least as expensive as the
Diffie-Hellman protocol.

Despite all this nice and extensive piece of theory, standards such as Bluetooth [1,
2] stick to symmetric-key techniques (for cost reasons) and continue to use insecure
protocols.

In this paper, we review the Bluetooth pairing protocol and its insecurity. The Blue-
tooth version 1.2 [1] mentioned (in a single sentence) the possibility to refresh keys.
More details (namely, how to do so) were provided in Bluetooth version 2.0 in 2004 [2].
We finally show that this feature (that we call repairing) substantially increases the se-
curity and may be considered as a pragmatic costless solution. Security is based on the
assumption that the radio channel (considered to be insecure by default) sometimes pro-
vides privacy in an unpredictable way, i.e. that the adversary Eve can in principle easily
listen to the channel from time to time, but it is unlikely that she can do it all the time
throughout the history of the devices association. This assumption is quite reasonable
due to the mobility context of Bluetooth applications.

2 Bluetooth-Like Pre-pairing and the Security Issue

We assume a set of N possible participants with identifier strings ID;. (Note that the
notion of identity is rather weak since authentication will be based on a human user
manipulating physical devices: it can just be a mnemonic identifier like “laser printer”,
maybe extended by a MAC address.) We assume that they all manage a local database
of (K;,1D;) pairs, meaning that the current private key to be used with participant ID;
is K;. The goal of a pairing protocol between Alice of identity ID4 and Bob of iden-
tity IDp is to create (or replace) an entry (K,IDp) in the database of ID4 and an entry
(K,ID4) in the database of IDp so that the key K is the same and private to both

participants.
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Alice Bob
input: IDp input: ID4
private input: w4 private input: 7
pick R €1/ {0,1}° R
K}, « G(ID,,1Dg, R, m4) Kj; < G(ID, 1Dg, R, m5)
final key for IDp: K} final key for 1D4: Kj

Fig. 1. A One-Move Preparing Protocol

For cost reasons, nowadays wireless devices (e.g. Bluetooth devices) only use
symmetric-key cryptographic protocols for establishing secure communications over
insecure channels. When they connect to each other for the first time, they establish
some initial private key materials K’. Both devices, Alice and Bob, start with their iden-
tities ID4 and IDg, pick some random numbers R/, and R%. Additionally, a user types
some random one-time private code 7 on both devices and both devices run a n-based
authenticated key agreement protocol. When they prompt the user to type w, they may
display a piece of the identifier strings (a mnemonic) for user-friendliness reasons. Due
to the state of the art on symmetric-key primitives, the protocol must leak Rix and RiB SO
that we have

K = G(ID4, 1D, R}, RL, )

for some function G. In a one-move variant, R}'g is void so that only Ri‘ (which is rather
denoted R) needs to be sent. (See Fig. 1)}

Following our setting model, © has low entropy. Indeed, the private code is typed
by a human user and is typically pretty small. Eventually, exhaustive search leads to
guessing 7. Hence, an adversary can typically compute K’ from R’ by guessing w. The
adversary only needs some information about K’ to check whether 7 is correct or not
to run an offline dictionary attack. Peer authentication protocols based on K’ are based
on symmetric-key cryptography. They eventually leak such an information by releasing
some S and F (S, K") for some function F from the protocol. In the Bluetooth case, this
attack was described by Jakobsson and Wetzel [17].

This attack can be completed by a man-in-the-middle attack. Namely, an adversary
can claim to have identity IDp to Alice of identity ID4 and to have identity ID4 to Bob of
identity IDp. Even though the adversary does not get t from the user who wants to pair
the real Alice and Bob, the adversary can easily infer it from the previous attack. The
consequence is that Alice and Bob would be independently paired with the adversary
even though they think they are paired together.

Those protocols can nevertheless be secure in principle provided that

— either enumerating all possible values for the code 7 is infeasible
— or the transmission of R’ is confidential.

In Section 6 we prove it in the random oracle model.

! By convention, notations without a hat are sent values and notations with a hat are received
values. If no attack occurs, the value should not be changed by putting a hat.
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3 The Two-Round Bluetooth Pairing

The Bluetooth standard [1,2] is quite interesting in the sense that it uses a 2-round
pairing protocol that we call preparing and repairing. Fig. 1 and Fig. 2 illustrate the
two rounds, respectively. In a first round, a 128-bit (ephemeral) initialization key K’ is
established from some random numbers R’ and 7. In a second round, the final key is
established from new random numbers R4 and Rp, the identities of Alice and Bob, and
K. More precisely, the second round works as follows.

1. Bob picks a random Rp and sends Cg = Rp & K to Alice.
2. Alice picks arandom R4 and sends C4 = R4 ® K" to Bob?. ' '
3. Both compute K = I‘I(|DA7 |DB,RA,RB) = I‘I(lDA7 |DB,CA @K’,CB @K’).

We assume that (K,IDp) (resp. (K,IDa)) replaces (K',IDp) (resp. (K',1D4)) in the
database of ID4 (resp. IDp) so that K* is discarded.

Alice Bob
input: I/ISB input: I/ISA
initial key for I/E\)B: K i initial key for I/ISA: K é
pick Ry €y {O, I}P pick Rp €y {O, I}P
Cy HRA@KA Ca RA HCA@KE
1@34—63631(2 Cs CBHRBEBKE
Ky — H(ID4,1Dp, R4, Rp) Kp — H(IDy,1Dg, R4, Rg)
final key for I/E\)B: Ka final key for I/E\)A: Kp

Fig. 2. The Bluetooth Repairing Protocol

Note that the internal structure of H in Bluetooth is of the form
H(IDa,IDp,Ra,Rp) = H'(IDa,R4) ® H'(IDp, Rp).

Obviously, this does not instantiate a random oracle since we have unexpected relations
such as

H(|DA,|DB,RA,RB) @H(|DB, |Dc,RB,Rc) :H(|DA, |Dc,RA,Rc)‘

We further note that if Alice and Bob were already the victims of a man-in-the-middle
attack, they can remain in the same attacked state if the adversary can continue an active
attack. When the adversary becomes out of reach, the repairing protocol fails and Alice
and Bob end in a state so that they can no longer communicate.

In Section 6 we prove that the repairing protocol alone is secure if either the ini-
tialization key is private or the communication of either C4 or Cp is private. We deduce
that the preparing and repairing together achieve a secure pairing protocol provided that
either 1 is large or the communication is private: repairing does not decrease the secu-
rity. The incremental role of the repairing protocol will be made clear in the following
section.

2 Tt is worth noticing that Alice and Bob actually exchange R4 and Rp by using a (safe) two-time
pad.
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4 Repairing and Forward Secrecy

The Bluetooth standard [1, 2] already suggests that a key K could be refreshed. Indeed,
new pairing protocols could just skip the first round and use the old K as the K’ initial-
ization key. (Note that the user no longer needs to type a private code in this protocol.)
If the old key was not known by the adversary, it could not be guessed like 7. So the new
link key would be safe as well. Now, if the old key K had leaked out, but the adversary
did not listen to the new pairing protocol, then the new key would be safe: the secure
communication would be repaired. This way, we claim that the new link key is at least
as safe as the old one.

Similarly, mobility and repairing can detect man-in-the-middle attacks as previously
discussed. This repairs the weak notion of authentication.

Furthermore, frequent repairs provides forward secrecy when we make sure that old
link keys are destroyed. Indeed, if we let K; denote the link key generated by the jth
pairing protocol, assuming that this pairing was safe and that K, is the first key which
is leaked after the jth pairing, then none of the link keys K;,K;,1,...,Kj, 1 can be
recovered by the adversary. In the mobility context of Bluetooth, it is reasonable that
the adversary does not listen to all pairing protocols. Since security only increases here,
communications are eventually secure between Alice and Bob. It is indeed the case
where mobility can help security.

What can happen in the case of active attacks? The two devices will end up in an
unpaired state. Due to the mobility and the inability for the adversary to follow both
devices, the user will eventually realize that the two devices are not paired and launch
a new pairing protocol. An adversary could use this behavior and try a denial of service
attack combined with social engineering: indeed the adversary could make sure that the
two devices are unable to communicate, making as if the two devices were not well
paired. The consequence would be for the user to launch a new pairing protocol with a
humanly selected x. This would clearly provide openings to the adversary. This problem
can only be fixed by clear human-machine interfaces and education of users. A pairing
should not be perceived a benign action.

Another helpful feature would be, if possible, to enlarge the database by adding a
new field telling the length of © in the preparing protocol and the number of repairs.
Keys with low length for © and low number of repairs would have a low security confi-
dence, but would become more trustable as the number of repairs increase.

To conclude, we believe that the repairing protocols provide a truly pragmatic and
costless security solution for lightweight wireless communications.

5 Adversarial Model

The launch and send oracles. We adapt the security model of [5, 6] and [22]. We assume
that the powerful adversary can launch instances of the preparing/repairing protocol on
chosen inputs by making a chosen participant to play the (chosen) role of Alice or
Bob with a chosen input. For instance, the IT < launch(n, Alice, ID) query creates an
instance T of Alice with input ID, played by node n. We assume that the adversary can
play with all participants in a concurrent way and basically run the protocol step by
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step. The adversary is the central node of the communication channels, can send an
arbitrary message to any instance and get the response message in return. For instance,
y < send(I1,x) sends the message x as being the current protocol message to instance
I1, makes this instance step the protocol, and tells the protocol answer y of I1.

The test oracle. We assume that the adversary can make test(n, k, ID) oracle calls which
tell whether (k, D) is an entry of the database of node n. We say that an adversary wins
if one test query positively answered. Note that contrarily to the traditional Bellare-
Rogaway [5, 6] model, the adversary can make as many test queries as he wants. The
reason is that, in practice, information leaks so that the adversary can simulate this
oracle in an offline way.

Every key K in a database can be seen as a random variable. In that case, every
(unsuccessful) test query reduced the entropy by telling the adversary that K is not
equal to a given k.

The remove oracle. We also assume that the adversary can make remove(n, D) oracle
queries which make node n remove any entry with ID from its database. This simulates
a user managing the database of paired devices.

The inputPIN oracle. The preparing protocol assumes a special channel which privately
sends the same random value & to two instances. We model this by the ability for the
adversary to make some G « inputPIN(n;) and inputPIN(G,n;) oracle calls which
make n; receive a new random input 7 attached to a fresh tag G, then n, receive the
same input T. We assume that 7 is discarded by inputPIN(o,n) after that (namely, a
single  cannot be input more than twice). The distribution of © (namely, the entropy)
will play a role in the analysis.

The reveal and corrupt oracles. Participating nodes are assumed to be honest by default.
In the traditional Bellare-Rogaway model [5, 6], the adversary can nevertheless make
reveal(n) queries which simply dump the private database of a node n, and corrupt
(n,code) queries which go beyond that by further installing a malicious code on the
node so that this node can no longer be assumed to follow the protocols. For simplicity
reasons we assume that adversaries have no access to these oracles here. Extensions of
our results is left to further work. Note that excluding malicious participants de facto
exclude the adversary from getting any © form inputPIN.

The secureLaunch oracle. The repairing protocol assumes that communication between
two prepared participants can sometimes be private. Additionally, we sometimes con-
sider instances of the preparing protocol that are also run in a private environment. In
such a case, we assume that an oracle query secureLaunch(ng,ng,x4,xp) launches a
complete run of the protocol on nodes n4 and np with input x4 and xp respectively. The
adversary has no access to the transcript of the protocol.

6 Security of the Preparing Protocol

Theorem 1. Given an integer p and a random oracle G which outputs u-bit strings, we
consider the preparing protocol of Fig. 1. We assume that inputPIN selects © uniformly
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distributed in a set of S elements. For any adversary limited to t test queries, the wining
probability is at most t /S + ét22’“.

A key that was set up by secureLaunch can only be successfully tested with proba-
bility at most min(27P 27).

We can easily tune u so that r> < 2*. This result thus tells us that the protocol is secure
when S is large. Typically, for S = 280 and u = 128, an adversary requires at least nearly
264 trials so succeed. The theorem also says that if p and u are large and R’ is privately
sent, then the protocol is secure.

Proof. Let us consider the ith test query test(n;,k;,ID}) and assume that all previous
test queries were negative. We want to compute the probability that the answer is pos-
itive. Due to the protocol, it relates to some random variable K; = G(ID;, |D;,R,',TE,')
where R; is known but 7; is a priori not.

Let L be the number of pairwise different (ID;, 1D}, R;) triplets. Let s; be the num-
ber of occurrences for the /th triplet, for £ = 1,... L. Since G is a random oracle, it
produces no collision G(ID;, 1D}, R;, o) = G(ID;, 1D}, R;, B) with probability higher than
1-— ;s%2_” where { is the number of the triplet for the ith test. Let us focus in this case.

Clearly, the protocol leaks no information about any 7, so information only comes
from previous test oracles. Since G is a random oracle, any previous test query (let
say the jth one) leaks some useful information about K; only if (ID;, ID’J-,R ) =
(IDy, |D§,Ri,TE,'). Hence, the maximal information is that K; is one value out of
S — s¢ + 1. The wining probability for this query is thus at most 1/(S — sy + 1). The
loosing probability for all queries related to this triplet is thus 1 — s;/S.

The overall loosing probability is thus at least

S — Sg 1 DA —u
I1 — 5 252
o S 29
with constraint ¥, s; = . The probability is the lowest for L = 1 for whichitis 1 —z/S —
1.2~9—u
274,
2
When a key was set up by secureLaunch, we can best assume that the adversary
caught T but no other information leaked. The best strategy to guess K' is either to
guess K or to guess R'. with probability at most min(27P,27%), O

We similarly prove the following result.

Theorem 2. Given an integer p and a random oracle H which outputs u-bit strings,
we consider the preparing protocol of Fig. 2. We assume that initialization keys are
randomly preset. For any adversary limited to t test queries, the wining probability is
at most t*274,

A key that was repaired by secureLaunch can only be successfully tested with prob-
ability at most min(27P,271).

7 Conclusion

We have shown that the pairing concept of Bluetooth can in principle lead to a secure
protocol, provided that repairing is frequently done and is eventually privately run. This
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is proven provided that G and H behave like random oracles. This provides a pragmatic
costless alternative to key agreement based on public-key cryptography.

We also proposed to store the length of the used PIN in the preparing protocol and

the number of performed repairs in order to better assess the security of a given link
key. This could help audit and increase the confidence in the Bluetooth security.

One open question would be to extend this result to the specific structure of the

Bluetooth primitives. Another challenge would be to consider (namely to model and
prove) security when the adversary has access to reveal or corrupt oracles.

References

10.

11.

12.

13.

14.

15.

. Specification of the Bluetooth System. Vol. 2: Core System Package. Bluetooth Specification

version 1.2, 2003.

. Specification of the Bluetooth System. Bluetooth Specification version 2.0, 2004.
. M. Abdalla, O. Chevassut, D. Pointcheval. One-Time Verifier-Based Encrypted Key Ex-

change. In Public Key Cryptography’05, Les Diablerets, Switzerland, Lecture Notes in Com-
puter Science 3386, pp. 47-64, Springer-Verlag, 2005.

. M. Bellare, D. Pointcheval, P. Rogaway. Authenticated Key Exchange Secure against Dictio-

nary Attacks. In Advances in Cryptology EUROCRYPT’00, Brugge, Belgium, Lecture Notes
in Computer Science 1807, pp. 139155, Springer-Verlag, 2000.

. M. Bellare, P. Rogaway. Entity Authentication and Key Distribution. In Advances in Cryp-

tology CRYPTO’93, Santa Barbara, California, U.S.A., Lecture Notes in Computer Science
773, pp. 232-249, Springer-Verlag, 1994.

. M. Bellare, P. Rogaway. Provably Secure Session Key Distribution: the Three Party Case.

In Proceedings of the 27th ACM Symposium on Theory of Computing, Las Vegas, Nevada,
U.S.A., pp. 57-66, ACM Press, 1995.

. M. Bellare, P. Rogaway. The AuthA Protocol for Password-Based Authenticated Key Ex-

change. In Contribution to the IEEE P1363 study group for Future PKC Standards, 2002.
(Available from http://grouper.ieee.org/groups/1363/)

. S. M. Bellovin, M. Merritt. Encrypted Key Exchange: Password-Based Protocols Secure

Against Dictionary Attacks. In IEEE symposium on Research in Security and Privacy, Oak-
land, California, USA, pp. IEEE Computer Society Press, 72—84, 1992.

. E. Biham, R. Chen, A. Joux, P. Carribault, C. Lemuet, W. Jalby. Collisions of SHA-0 and

Reduced SHA-1. In Advances in Cryptology EUROCRYPT 05, Aarhus, Denmark, Lecture
Notes in Computer Science 3494, pp. 3657, Springer-Verlag, 2005.

V. Boyko, P. MacKenzie, S. Patel. Provably Secure Password Authenticated Key Exchange
Using Diffie-Hellman. In Advances in Cryptology EUROCRYPT 00, Brugge, Belgium, Lec-
ture Notes in Computer Science 1807, pp. 156-171, Springer-Verlag, 2000.

M. Cagalj, S. Capkun, J.-P. Hubaux. Key Agreement in Peer-to-Peer Wireless Networks. To
appear in the Proceedings of the IEEE, late 2005.

W. Diffie, M. E. Hellman. New Directions in Cryptography. /IEEE Transactions on Informa-
tion Theory, vol. IT-22, pp. 644-654, 1976.

C. Gehrmann, C. Mitchell, K. Nyberg. Manual Authentication for Wireless Devices. RSA
Cryptobytes, vol. 7, pp. 29-37, 2004.

C. Gehrmann, K. Nyberg. Security in Personal Area Networks. In Security for Mobility,
C. Mitchell (Ed.), pp. 191-230, IEE, 2004.

J.-H. Hoepman. The Ephemeral Pairing Problem. In Financial Cryptography, 8th Interna-
tional Conference (FC 2004), Key West, Florida, USA, Lecture Notes in Computer Science
3110, pp. 212-226, Springer-Verlag, 2004.



16

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

On Bluetooth Repairing: Key Agreement Based on Symmetric-Key Cryptography 9

J. Katz, R. Ostrovsky, M. Yung. Efficient Password-Authenticated Key Exchange using
Human-Memorable Passwords. In Advances in Cryptology EUROCRYPT’01, Innsbruck,
Austria, Lecture Notes in Computer Science 2045, pp. 475-494, Springer-Verlag, 2001.

M. Jakobsson, S. Wetzel. Security Weaknesses in Bluetooth. In Topics in Cryptology (CT-
RSA’01), San Francisco, California, USA, Lecture Notes in Computer Science 2020, pp.
176-191, Springer-Verlag, 2001.

P. MacKenzie. The PAK Suite: Protocols for Password-Authenticated Key Exchange. Tech-
nical report No. 2002-46. DIMACS Center, Rutgers University, 2002. (Available from
http://dimacs.rutgers.edu/TechnicalReports/abstracts/2002/2002-46.html)
R. C. Merkle. Secure Communications over Insecure Channels. Communications of the
ACM, vol. 21, pp. 294-299, 1978.

S. Pasini, S. Vaudenay. An Optimal Non-Interactive Message Authentication Protocol. To
appear in the proceedings of CT-RSA’06, Springer, LNCS, 2006.

R. L. Rivest. The MD5 Message Digest Algorithm. RFC 1321, 1992.

S. Vaudenay. Secure Communications over Insecure Channels Based on Short Authenticated
Strings. In Advances in Cryptology CRYPTO’05, Santa Barbara, California, U.S.A., Lecture
Notes in Computer Science 3621, pp. 309-326, Springer-Verlag, 2005.

X. Wang, X. Lai, D. Feng, H. Chen, X. Yu. Cryptanalysis for Hash Functions MD4 and
RIPEMD. In Advances in Cryptology EUROCRYPT’05, Aarhus, Denmark, Lecture Notes in
Computer Science 3494, pp. 1-18, Springer-Verlag, 2005.

X. Wang, H. Yu, L. Y. Yin. Efficient Collision Search Attacks on SHA-0. In Advances
in Cryptology CRYPTO’05, Santa Barbara, California, U.S.A., Lecture Notes in Computer
Science 3621, pp. 1-16, Springer-Verlag, 2005.

X. Wang, L. Y. Yin, H. Yu. Finding Collisions in the Full SHA-1. In Advances in Cryptology
CRYPTO’05, Santa Barbara, California, U.S.A., Lecture Notes in Computer Science 3621,
pp. 17-36, Springer-Verlag, 2005.

X. Wang, H. Yu. How to Break MD5 and Other Hash Functions. In Advances in Cryptology
EUROCRYPT’05, Aarhus, Denmark, Lecture Notes in Computer Science 3494, pp. 19-35,
Springer-Verlag, 2005.

T. Wu. The Secure Remote Password Protocol. In Proceedings of the 1998 Internet Soci-
ety Network and Distributed System Security Symposium, San Diego, CA, pp. 97-111, The
Internet Society, 1998.

T. Wu. The SRP Authentication and Key Exchange System. RFC 2945 standard track, The
Internet Society, 2000.
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Abstract. We present a short survey of known notions of zero-
knowledge proof systems in the interactive model and main results about
these notions. We then introduce a new notion, an extension of proofs
of knowledge, which we call Proofs of Non-Zero Knowledge, as they al-
low a prover to convince a verifier that he knows a secret satisfying
some relation, without revealing any new information about the secret
or even the relation that the secret satifies with the common input. We
prove a number of basic results about proofs of non-zero knowledge, and,
in the process, revisit previously studied protocols, described as ‘proofs
of partial knowledge’, which are particular cases of proofs of non-zero
knowledge.

1 Introduction

The seemingly paradoxical notion of Zero-Knowledge protocols, introduced in
[24], has received a great amount of attention in both the Cryptography and
Computational Complexity literature. Very informally, a zero-knowledge proof
is a method allowing a prover to convince a verifier of a statement without re-
vealing any additional information other than the fact that the theorem is true.
In other words, all the verifier gains by interacting with the prover on input a
true statement is something that the verifier could have generated without help
by the prover. While the two requirements of ‘convincing a verifier’ and ‘not
revealing anything else’ may seem hard to coexist, zero-knowledge proofs have
found rigorous formulations and numerous theoretical and practical instantia-
tions in various settings. Furthermore, the general zero-knowledge methodology
of revealing only the necessary minimal information in communication in the
presence of adversaries has become a fundamental tool having wide applicability
throughout Cryptography. As a consequence, zero-knowledge protocols are stud-
ied along several dimensions, with respect to: adversary computational models
(e.g., proof systems sound against infinitely powerful provers and zero-knowledge
against polynomial-time verifiers, or argument systems with dual security guar-
antees); provability notions (e.g., zero-knowledge proofs of membership, knowl-
edge, computational ability, decision power, decision); setup models (e.g, inter-
active, non-interactive, pre-processing, public-key models); and security notions
(e.g, sequential, concurrent, resettable, non-malleable, universally-composable
security).

D. Feng, D. Lin, and M. Yung (Eds.): CISC 2005, LNCS 3822, pp. 10-27, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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In this paper we present a short survey of known provability notions for zero-
knowledge proof systems (and argument systems)in the most basic setup model
(the interactive model) and security notion (sequential zero-knowledge). We then
introduce a new provability notion, (an extension of proofs of knowledge), which
we call Proofs of Non-Zero Knowledge, as they allow a prover to convince a veri-
fier that he knows some information about a secret satisfying some relation, with-
out revealing anything new about the secret or even the relation that the secret
and the common input satify. We prove a number of basic results about compu-
tational zero-knowledge, perfect zero-knowledge and relation-indistinguishable
proofs of non-zero knowledge. In the process, we revisit certain previously stud-
ied protocols, also denoted as ‘proofs of partial knowledge’, which turn out to be
particular instances of proofs of non-zero knowledge. We point out and fill some
gaps in the claimed theorems and proofs for results on this type of proofs.

2 Known Notions of Proof Systems

We review known notions of interactive protocols, such as proofs of membership,
proofs of knowledge, proofs of computational ability, proofs of decision power,
and proofs of decision. For each notion, we recall informal definitions and discuss
their main results.

2.1 Proofs of Membership

We start by recalling the formal definition for zero-knowledge proof systems of
membership, introduced in [24].

A zero-knowledge proof system of membership is an interactive protocol in
which a prover convinces a polynomial time verifier that a string x belongs to
a language L. Informally, the requirements for zero-knowledge proof systems of
membership are three: completeness, soundness and zero-knowledge. The com-
pleteness requirement states that for any input z in language L, the verifier ac-
cepts with overwhelming probability. The soundness requirement states that for
any input z not in the language L, the verifier rejects with overwhelming prob-
ability. The zero-knowledge requirement can come in three main variants: com-
putational, statistical and perfect zero-knowledge. The perfect zero-knowledge
(resp., statistical zero-knowledge) (resp., computational zero-knowledge) require-
ment states that for all probabilistic polynomial time verifiers V', the view of V'
on input z € L and the output of an efficient algorithm, called the ‘simulator’, on
input the same z, are equal (resp., have exponentially small statistical distance)
(resp., are indistinguishable by any polynomial-time algorithm).

Applications of zero-knowledge proofs of membership can be found in essen-
tially all types of cryptographic protocols: encryption and signature schemes,
financial cryptography schemes (electronic cash, digital elections and auctions,
etc.), and, more generally, in private multi-party computation. A major appli-
cation in the latter area, from [23], is that of compiling protocols secure in the
presence of honest parties to protocols secure in the presence of malicious par-
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ties, where the latter are forced to prove their honesty by using zero-knowledge
proof of correctness of their messages and computations.

A variant on the definition of interactive proof systems is public-coin proof
systems, which can be defined from the definition of interactive proof systems
by requiring the verifier to send only its random coins.

Another variant on the definition of zero-knowledge is honest-verifier zero-
knowledge, which can be obtained from the definition of zero-knowledge by re-
quiring the same property to hold only with respect to the honest verifier, rather
than with respect to all probabilistic polynomial time verifiers.

A major result in this area is the existence of a computational zero-knowledge
proof system of membership for any language in NP, assuming the existence of
non-uniformly secure one-way function families [23]. This result has found many
applications in theoretical cryptography and has also played an important role
in enlarging as much as possible the class of languages having zero-knowledge
proof systems of membership, as proved in [25,5]. We note that the class IP
of languages having an interactive proof system of membership has been proved
equal to PSPACE in an important result in [27]. It follows then that any language
in PSPACE has a computational zero-knowledge proof system of membership
under the existence of non-uniformly secure one-way function families. On the
other hand, as proved in [7,19], it is very unlikely that all languages in NP have
a statistical or perfect zero-knowledge proof system (as otherwise the polynomial
hierarchy would collapse to its second level). An important consequence of these
results is that a way to give evidence that a language is not NP-complete is to
construct a perfect zero-knowledge proof system for it.

Protocol games. Most zero-knowledge proof system of membership can be ab-
strated as relatively simpler protocol games, perhaps the most important one
being the so-called ‘meet-the-challenge games’, first formally defined in [16]. We
start by considering a basic version of such games and later discuss some exten-
sions of interest. Informally, in such games, the prover sends a single message
to the verifier; the verifier sends a single random bit as a challenge; and the
prover’s goal is to answer properly for each value of the challenge and with a
single message. At the end the verifier accepts if it received a proper answer,
according to whether the received transcript satisfies a prespecified polynomial-
time predicate.

Definition 1. A meet-the-challenge game (A,B) for language L is a perfect
zero-knowledge proof system of membership for L having the following form.
On common input x, game (A, B) can be divided into three phases: in the first
phase the prover A computes a string com, called the first message, and sends
it to the verifier B; in the second phase B uniformly chooses a bit b, called the
challenge, and sends it to A; then A replies by computing a string ans, called the
answer, and sending it to B; finally B outputs ACCEPT or REJECT according
to whether predicate p(x; com,b,ans) is equal to 1 or 0.

Note that the above definition implies that the prover can answer to one value of
the challenge if the statement it is proving is false, and to both values otherwise.
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By using results in [28,24, 23], we directly obtain the existence of a meet-the-
challenge game for every random self-reducible language (these include several
languages related to the graph-isomorphism problem, residuosity problems mod-
ulo composite integers, and discrete logarithm problems modulo primes). By us-
ing results in [13], we directly obtain the existence of a meet-the-challenge game
for various boolean formula compositions over random self-reducible languages
membership statements, including monotone formulae.

Let S be the simulator associated with a meet-the-challenge game, and let
s(n) be the number of random bits used by S on input a string z of size n. For
b € {0,1}, define distribution S, = {r « {0,1}°™); (com, c,ans) « S(z,r) :
r|c=0bAp(com,c,ans) = 1}. An element com returned according to Sy p will
also denote the first message sent by the prover to the verifier. We observe that
any meet-the-challenge game for L satisfies the following: for each x € L, the
two distributions S; ¢ and S;,1 are equal; for each = ¢ L, the distributions S, o
and S; 1 have disjoint support sets.

2.2 Proofs of Knowledge

The concept of proof systems of knowledge has been alluded to in [24], developed
by [17,18,28] and fully formalized in [2].

A proof system of knowledge is an interactive protocol in which, on input a
string x, a prover convinces a poly-bounded verifier that he knows a string y
such that a polynomial-time relation R(x,y) holds. The requirements for proof
systems of knowledge are two: verifiability and extraction. The verifiability re-
quirement states that for any input = in the domain of relation R, the verifier
accepts with overwhelming probability. The extraction requirement states that
there exists an extractor that, for any input x in the relation domain domR,
and interacting with any prover that forces the verifier to accept with ‘suffi-
ciently high’ probability, is able to compute a string y such that R(z,y) holds,
within a ‘properly bounded’ expected time. A proof system of knowledge is
witness-indistinguishable if for any probabilistic polynomial-time V', any input
x € domR, and for all y1,y2 such that (z,y1) € R and (z,y2) € R, the view of
V' when P uses y; is identical to the view of V/ when P uses y2. A proof sys-
tem of knowledge is zero-knowledge if it is zero-knowledge over language domR,
analogously as for proofs of membership.

Applications of proofs of knowledge include secure entity authentication, as
originally suggested from [17], where parties prove their identity by witness-
indistinguishable proofs of knowledge of a secret that was previously assigned to
them by an appropriate authority. More generally, the concept of extraction has
proved very useful in several other cryptographic protocols, such as bit commit-
ment, non-malleable auction protocols, etc.

For all known languages having a meet-the-challenge game (using protocols in,
e.g., [28,24,23,13]), one can define a natural relation such that
the meet-the-challenge game is also a proof of knowledge for this relation. Given
a meet-the-challenge game (A,B), in the sequel we will also need a proof of
knowledge for a relation R, (A gy with some special properties, where R, A B) =
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{(com; (b, ans)) |(com,b,ans) € S(z,-) : p(x;com,b,ans) = 1}. For all languages
that are known to have a meet-the-challenge game, i.e., random self-reducible
languages and monotone formulae over them, a proof of knowledge for the asso-
ciated relation R, (o p) has been given in [23,13]. A protocol for all languages
having such games can be obtained by combining the mentioned properties of
meet-the-challenge games with techniques from [26,5]. We have the following

Fact 1. Let L be a language, x be an input string and k be a polynomial. Let
(A, B) be a meet-the-challenge game for L and let S be the simulator associated
with (A, B). Then there exists a proof of knowledge (C,D) for relation R, (A ),
with the following properties:

1. (C,D) has soundness error 2~ *(z])

2. if x € L then (C,D) is witness-indistinguishable,

3. C’s program can be performed in probabilistic polynomial time, when given
an auxiliary input.

2.3 Proofs of Computational Ability

The concept of proving the ability to perform a certain task has been introduced
n [29]. A formalization of this concept, in the spirit of the formalization for
proofs of knowledge given in [2], has been first given in [14]. (In fact, proofs of
knowledge can be seen as a particular case of proofs of computational ability.)

An interactive proof system of computational ability is an interactive protocol
in which, on input a string x, a prover convinces a poly-bounded verifier that for
each string z in a certain domain, it can compute a string y such that relation
R.(z,y) holds. Informally, the requirements for proofs of computational ability
are two: verifiability and extraction. The verifiability requirement states that for
any input x there exists a prover that convinces the verifier with probability 1.
Extraction states that there exists an extractor that, for any input z € dom(R,,),
and interacting on input x with any prover that forces the verifier to accept with
‘sufficiently high’ probability, is able to compute a string y such that R, (z,y)
holds, within a ‘properly bounded’ expected time.

Applications of proofs of computational ability, as discussed in [29, 4, 14], in-
clude the following: 1) if an efficient factoring algorithm being discovered, the
owner of such an algorithm would like to prove that he has the ability to factor,
without revealing information about his algorithm [29]; 2) proving the ability
to compute a trapdoor permutation [4]. In addition to the mentioned results
in [29,4], ideas in [14] can be extended to show the following result for many
languages L that are known to have a meet-the-challenge game (A,B): for any
input « ¢ L, the proof system of knowledge for relation R, (4 p) from Fact 1, is a
proof of computational ability of the function that associates to each input com
the bit b such that (z,com, b, ans) € S(x,-), where S is the simulator for (A,B).
Furthermore, [14] shows (informally speaking) that this proof is not a proof of
knowledge for the naturally associated relation, unless the language considered
is trivial, thus proving a separation between proofs of knowledge and proofs of
computational ability.
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2.4 Proofs of Decision Power

The idea of proving the knowledge of whether a string belongs to a language or
not has been given in [17]; a related concept of proving computational power has
been introduced in [29]; the formal definition of zero-knowledge proof systems
of decision power has first appeared in [15].

A zero-knowledge proof system of decision power is an interactive protocol
in which a prover convinces a poly-bounded verifier that he knows whether a
string x belongs to a language L or not, without revealing which is the case,
or any other information. Informally, the requirements for zero-knowledge proof
systems of decision power are three: verifiability, extraction and zero-knowledge.
Verifiability states that the verifier accepts with high probability for any input
z, in the language L or not. Extraction states that there exists an extractor
that, for any input z, and interacting with any prover that forces the verifier to
accept with ‘sufficiently high’ probability, is able to decide whether x € L or not,
within a ‘properly bounded’ expected time. This differs from proofs of knowledge
in which the extractor exists only for input in the language and is required to
output a string satisfying a polynomial relation with the input. In particular,
note that this approach allows to consider even languages above NP. Finally,
the zero-knowledge requirement states that for all probabilistic polynomial time
verifiers V', the view of V' is efficiently simulatable, and the simulation is correct
for all  (in L or not).

Applications of this type of protocols include an even larger class of entity
authentication protocols than in the applications obtained using proofs of knowl-
edge. In [16] it was shown that every language having a meet-the-challenge game
has a perfect zero-knowledge proof of decision power, which we now describe.
Informally, the main idea is that of replacing the challenge sent by the veri-
fier by the outcome of a ‘language-dependent coin flipping’ subprotocol, whose
distribution depends on whether x € L or not.

The Proof System of Decision Power (A,B)

— A uniformly chooses an s(n)-bit string r, runs algorithm S on input z,r, and
lets (com, a,ans) be its output. If p(z;com, a,ans) = 0 then A sets acc =0
and mes; = (r,acc) else A sets acc = 1 and mes; = (com,acc). A sends
mes; to B.

— If acc = 0 then B runs algorithm S on input z,r and lets (com, a,ans) be
its output; if p(z;com, a,ans) # 1 then B outputs: ACCEPT and halts else
B outputs: REJECT and halts.

— If acc =1 then A and B run the following coin flipping protocol:

e B uniformly chooses an s(n)-bit string 7o, run algorithm S on input x, ro
and lets (coma, b, anss) be its output; if p(x; coma, b, anss) # 1 then B
sets mes = ro and accy = 0 else he sets mes = coms and accy = 1. B
sends mes, acco to A.

e If acc = 1 then B and A run protocol (C,D) on input (x, coms), where B
runs algorithm C and A runs algorithm D. If D outputs: REJECT then
A halts.
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e If x € L then A uniformly chooses ¢ € {0,1}. If z ¢ L and accy =
1 then A computes b such that there exists a string anss for which
p(x; coma,byanse) = 1 and sets ¢ = a @ b. If ¢ L and acca = 0 then
A runs algorithm S on input z,r and lets (com, b, ans) be its output; if
p(x;com,b,ans) = 1 then A halts else she sets ¢ = a®b. A sends ¢ to B.
e B sends b, ansy to A; if p(x; coma, b, anss) # acco then A halts.
— If x € L then A sets mesy = ans. If x € L then A runs algorithm A on input
(z; com, b @ ¢), obtaining ansg as output, and sends mess = ansg to B.
— If p(z;com,b ® c,mesz) = 1 then B outputs: ACCEPT else B outputs:
REJECT.

The verifiability property of (A,B) can be easily verified to hold. The extraction
property follows by showing an extractor that, by properly rewinding the prover,
obtains, in correspondence of the same first messgae from the prover, multiple
independent executions of the special flipping-coin protocol, for which the verifier
later accepts. By correlating the values of these executions with the first message
from the prover, the extractor has an advantage over the verifier in understanding
the the prover’s behavior and can therefore compute whether x € L or not.

These techniques were crucial in [16] towards proving that any language hav-
ing a honest-verifier statistical zero-knowledge proof of membership has a honest-
verifier statistical zero-knowledge proof of decision power.

2.5 Proofs of Decision

The model for zero-knowledge and result-indistinguishable proofs of decision has
been introduced in [21]. A zero-knowledge and result indistinguishable proof of
decision is an interactive protocol in which a prover convinces a poly-bounded
verifier of whether a string x belongs to a language L or not, without revealing
which is the case, or any other information to any eavesdropper, and without
revealing any other additional information to the verifier.

Zero-knowledge and result-indistinguishable proofs of decision have three re-
quirements. The completeness requirement states that for any input z, with
overwhelming probability the verifier accepts and can compute the value xr,(z).
The correctness requirement states that for any input  and any (possibly dis-
honest) prover, the probability that the verifier accepts and receives the wrong
value 1 — x(z) is negligible. The zero-knowledge requirement states that for all
probabilistic polynomial time verifiers V', the view of V' is efficiently simulatable,
by a simulator that queries an oracle returning xr,(x). Moreover, the simulation
is correct for all « (in L or not). The perfect result-indistinguishability require-
ment states that for all input x, the conversation between prover and verifier is
efficiently simulatable.

An important application of this type of protocols are interactive encryption
schemes that are secure with respect to stronger definitions, based on languages
with such proofs. In [16] it was shown that every language having a meet-the-
challenge game has a perfect zero-knowledge transfer of decision, which we now
describe. Informally, the main idea is that of replacing the challenge sent by
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the verifier by the outcome of a ‘result-revealing and language-dependent coin
flipping’ subprotocol, whose distribution depends on whether x € L or not.
Additionally, the verifier’s final output depends on whether an equality among
messages in the coin flipping subprotocol is satisfied or not.

The Proof of Decision (A,B)

— A uniformly chooses an s(n)-bit string r, runs algorithm S on input z, r, and
lets (com, a,ans) be its output. If p(x; com,a,ans) = 0 then A sets acc =0
and mes; = (r,acc) else A sets acc = 1 and mes; = (com,acc). E sends
mesy to B.

— If acc = 0 then B runs algorithm S on input z,r and lets (com, a,ans) be
its output; if p(x; com,a,ans) # 1 then B outputs: ACCEPT and halts else
B outputs: REJECT and halts.

— If acc =1 then A and B run the following coin flipping protocol:

e B uniformly chooses 721,722, runs algorithm S on input x,72; and lets
(comaj,bj, ansa;) be its output, for j = 1,2; if p(x; comaj, bj, ansg;) # 1
for some j = 1,2 then B sets mes = (721, 722) and acca = 0 else he sets
mes = (comai, comas) and acce = 1. B sends mes, acca to A.

e If acc = 1 then A and B run protocol (C,D) twice in parallel, first on
input coms; and then on input comses, where B runs algorithm C and A
runs algorithm D. If D outputs: REJECT then A halts.

e If v € L then A uniformly chooses ¢1,c2 € {0,1}. If ¢ L and acca =1
then A computes b1, by such that there exist strings anssi, ansss for
which p(z; comar, b1, anse1) = p(x;comaz, ba,ansaz) = 1 and sets ¢ =
a®by and co = a®by. If ¢ & L and accy = 0 then A halts. A sends ¢y, co
to B.

o If by &1 = by Py then B sets d =b1 & c¢; and e =0 else he sets e =1
and uniformly chooses a bit d. B sends d to A.

Let e be the bit computed by B denoting whether the equality b1 ®ci; = ba®es
was satisfied or not during the execution of the coin flipping protocol.

— If x € L then A sets mesy = ans. If x € L then A runs algorithm A on input
(z; com, d) obtaining ansg as output and sets mess = ansy. A sends mess
to B.

— If p(z;mesy,d, mesz) = 1 then B outputs: (ACCEPT,e) and halts; else B
outputs: REJECT and halt.

The completeness and correctness properties of (A,B) can be easily verified to
hold. The perfect zero-knowledge property follows from the following two facts:
1) a simulator can rewind the verifier’s proof of knowledge and extract bits
b1, ba; 2) by having access to xr(z), a simulator can successfully simulate tran-
scripts of the coin-flipping subprotocols for each value of y(z). The result-
indistinguishability property follows from the fact that a simulator is now given
the verifier’s random coins and can use the knowledge of by,bs to successfully
simulate the observer’s view.

We remark that these techniques were crucial in [16] towards proving that any
language having a honest-verifier statistical zero-knowledge proof of membership
has a honest-verifier statistical zero-knowledge proof of decision.
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3 A New Notion: Proofs of Non-zero Knowledge

Our new notion can be seen as a generalization of the previously discussed
proofs of knowledge. Specifically, according to the zero-knowledge variant of
the previous notion, a prover can convince a verifier that he knows a “secret”
related to the common input according to a known “relation”, without revealing
anything new about the value of the secret. More formally, a prover and a verifier
share a common input  and a relation R of size polynomial in |z|, and the prover
can convince the verifier that he knows a string y such that relation R is satisfied
(i.e., R(z,y) = 1), without revealing any additional information about string y.

According to the zero-knowledge variant of proofs of non-zero knowledge, we
would like the prover to be able to convince a verifier that he knows a “secret”
related to a common input, according to “some relation”, without revealing
anything new about the value of the secret or the relation. More formally, a
prover and a verifier share a common input x and the prover can convince the
verifier that he knows a string y and a relation R of size polynomial in |z|, such
that relation R is satisfied (i.e., R(x,y) = 1), without revealing any additional
information about string y or relation R, not even its size. Here, the “knowledge”
concept is formalized by extending the same formalization for the same concept
in proofs of knowledge.

The formal definition for proofs of non-zero-knowledge requires that these
are interactive protocols satisfying two requirements. First, the verifiability re-
quirement states that for any input z, if the prover uses as input y, R such that
R(z,y) = 1, then the verifier accepts x with overwhelming probability. Second,
the extraction requirement states that there exists an extractor that, for any
input x, and interacting with any prover that forces the verifier to accept with
‘sufficiently high’ probability, is able to compute y, R such that R(z,y) holds,
within a ‘properly bounded’ expected time.

Definition 2. Let P be a probabilistic Turing machine and V a probabilistic
polynomial-time Turing machine that share the same input and can communicate
with each other. Let err : {0,1}* — [0, 1] be a function. We say that a pair (P,V)
is a PROOF SYSTEM OF NON-ZERO KNOWLEDGE with knowledge error err and
with respect to polynomial-size relations if

1 (Verifiability). For all z, and all y, R such that |y|+|R| is polynomial in |z|, with
probability 1 the verifier outputs ACCEPT, when given as input the transcript
of an execution (Ply, R],V)(x), where y, R are P’s private input and z is the
input common to P and V.

2 (Extraction). There exists a probabilistic oracle machine E (called the extrac-
tor) such that for all x, and for any Turing machine P', and letting accp:(x) the
probability that V outputs ACCEPT, when given as input the transcript of an
execution (P',V)(z), the following holds: if accp:(x) > err(z) then,

— Prob(Ep/(z)) = (y,R)) > 2/3, where R(z,y) =1 and |y| + |R| =poly(|x]).
poly(|z|)
accpr(x)—err(z)) "

— FE halts within expected time bounded by (
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Remark. It directly follows from the definitions that a proof of knowledge for
a relation R does not satisfy the relation-indistinguishability requirement for
proofs of non-zero-knowledge (as the proof of knowledge obviously reveals which
relation R it works for). Furthermore, we note that a proof of knowledge for a
relation R does not necessarily satisfy the verifiability or extraction requirements.
In particular, the attempt of using the verifier or extractor for the proof of
knowledge as a verifier or extractor for a proof of non-zero knowledge fails in
general, as the latter algorithms have no access to any relation, but only to the
common input x.

Parameters and Extensions. It may be useful to consider proofs of non-
zero knowledge for a class of relations. In fact, the above definition of proofs
of non-zero knowledge already refers to the class of polynomial-size relation,
which seems to combine generality and applicability. Extensions along this line
are possible. For instance, one could define proofs of non-zero knowledge with
respect to relations bounded by size t(n), for some function ¢ (bounded by a
specific polynomial or not), or even practical examples of relations obtained by
boolean formula composition. We study both variants in Sections 4 and 5. A for-
mal definition of arguments of non-zero knowledge is obtained by modifying the
extraction requirement in the formal definition of proofs of non-zero knowledge
so that it holds with respect to all polynomial time provers P’.

Security Against Verifiers. We now define relation-indistinguishable and
zero-knowledge requirements for proofs of non-zero knowledge. The former re-
quirement states that the verifier cannot distinguish which relation R and which
string y satisfying R is used by the prover. The latter requirement states that
the verifier does not obtain any information at all about y, R or anything else
that he could not compute before. Formal definitions follow.

Definition 3. Let (P,V) be a proof of non-zero knowledge with error function
err and with respect to polynomial-size relations. We say that (P,V) is COM-
PUTATIONALLY RELATION-INDISTINGUISHABLE (resp., PERFECTLY RELATION-
INDISTINGUISHABLE) if for any probabilistic polynomial-time V', for any z, and
any (y1, R1), (y2, Ra) such that (z,y1) € Ry, (z,y2) € Re, and |y1|+ |y2| + |R1| +
|Rz| is polynomial in ||, the following two probability distribution are computa-
tionally indistinguishable by V' (resp., equal): the view of V' in (P[yy, R1],V')(x)
when P uses y1, Ry as private input and the view of V' in (Plya, R2],V')(x) when
P uses ya2, R as private input.

Definition 4. Let (P,V) be a proof of non-zero knowledge with error function
err and with respect to polynomial-size relations. We say that (P,V) is COM-
PUTATIONAL ZERO-KNOWLEDGE (Tesp., PERFECT ZERO-KNOWLEDGE) if for any
probabilistic polynomial time verifier V', there exists an efficient algorithm Sy,
called the simulator, such that for any , and any (y, R) such that (x,y) € R, and
|y|+|R| is polynomial in |z|, the probability spaces S, (x) and P(y, R)-Viewy (z)
are computationally indistinguishable (resp., equal).
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Applications of proofs of non-zero knowledge obviously expand the applications
of proofs of knowledge. In particular, one could use proofs of non-zero knowledge
in arbitrary knowledge-based transactions, where a party needs to convince an-
other party about his state of knowledge on some public data, without revealing
anything at all about the nature of this knowledge. Knowing this knowledge
state of other parties may be relevant in incentive-based transactions.

4 Computational Zero-Knowledge PNZKs

We start the study of the new notion by investigating computational zero-
knowledge proofs and arguments of non-zero knowledge with respect to classes
of generic polynomial-size relations. We discuss two simple protocols that are
obtained as applications of protocols from [23, 6] and [1], respectively.

Proofs of Non-zero Knowledge. The first protocol is a computational zero-
knowledge proof of non-zero knowledge for all relations whose size is bounded
by a fixed polynomial. Specifically, we obtain the following

Theorem 1. Let p be a polynomial. If non-uniform one-way function families
exist, then there exists a computational zero-knowledge proof system of non-zero
knowledge (with negligible knowledge error) with respect to the class of relations
having size at most p(n), where n is the size of the common input.

We sketch the proof system (P,V) that proves Theorem 1. The tools used by
(P,V) are a computationally-hiding and statistically-binding commitment scheme
(Com,Rec) and a computational zero-knowledge proof system of knowledge for
any polynomial-time relation. Using well-known results, we can implement both
primitives under the existence of non-uniform one-way functions.

Let x be the common input to P and V, and let y, R be P’s input such that
R(z,y) = 1, and |R| < p(|z|). The prover P, on input R,y, uses algorithm
Com to commit to the two strings sz = R|10P(=D=IEl and Sy = yl10PUeD =1yl
sends the resulting commitment keys compr, com, to the verifier, and keeps
secret the decommitment keys decg, decy, respectively. This implicitly defines
the relation R’ = {((comy, coma, s1, $2); (y, R,71,decy,r2,deca)) | R(x,y) =1 A
(comy,decr) = Com(s1,m1) A (comg,dec) = Com(sa,72)}. Then the prover
proves to the verifier the knowledge of a witness for input (com,, comy, sg, sy)
with respect to relation R’, using a computational zero-knowledge proof system
of knowledge for R’. The verifier accepts if and only if this proof is convincing.

Arguments of Non-zero Knowledge. The second protocol is a computational
zero-knowledge argument of non-zero knowledge for all polynomial-size relations
(that is, relations whose size is bounded by any polynomial). We obtain the
following

Theorem 2. If collision-intractable hash function families exist then there ex-
ists a computational zero-knowledge argument system of non-zero knowledge
(with negligible knowledge error) with respect to all polynomial-size relations.
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We sketch the argument system (P,V) that proves Theorem 2. (P,V) uses a
collision-intractable hash function family H = {h,}, a computationally-hiding
and statistically-binding commitment scheme (Com,Rec), and a zero-knowledge
universal argument of knowledge for any polynomial time relation (such as the
one in [3]). We use here two properties of the universal argument in [3]: 1) the
argument of knowledge is a single protocol that can be used to prove knowl-
edge of any polynomial-time relation (that can be decided by the prover during
the protocol); 2) when the common input is in the relation domain, there is
a polynomial-time witness certifying this fact and the extractor returning this
witness runs in polynomial time. (We remark that, contrarily to [1,3], in this
paper we are not addressing any soundness property, and therefore we are not
facing extractors running in super-polynomial time.)

Let x be the common input to P and V, and let y, R be P’s input such that
R(z,y) =1, and |R| < p(|z]), for some arbitrary polynomial p. (This also implies
that |y| < p(x).) The verifier sends a random index w for a hash function h,,
in family H to the prover. The prover P, on input R,y, uses function h, to
hash pair (R,y) to a fixed length string s, and uses algorithm Com to commit
to s. Then P sends the resulting commitment key coms to the verifier, and
keeps secret the associated decommitment keys decs. This implicitly defines the
language L' = {com | 3 (y, R,r,dec)) s.t.R(z,y) =1 A (com,dec) = Com(s,r) A
s = hy(y|R)}. Then the prover proves to the verifier that coms € L’ using a
computational zero-knowledge universal argument system (of knowledge), and
using (y, R, rs,decs) as a witness. The verifier accepts if and only if this proof is
convincing.

5 Perfect ZK and Relation-Indistinguishable PNZKs

We continue the study of the new notion by investigating perfect zero-knowledge
and relation-indistinguishable proofs of non-zero knowledge with respect to more
specific classes of polynomial-size relations.

Specifically, given a language L having a meet-the-challenge game, as defined
in Section 2.1, we consider the (sub)class of such relations whose domain contains
m instances x1, ..., &, and the boolean variables xr,(x1),..., xL(Zm) denoting
their membership (or not) to L satisfy some given boolean functions ¢4, ..., ¢,.
More formally, let ¢ a boolean function over m variables, and define relation
R¢ = {(:L'7 X) | T = ($1, R J,‘m), X = (XL(xl)v s 7XL(xm))7 ¢(X) = 1}' In gen-
eral, we consider as an interesting problem that of presenting a proof system of
non-zero knowledge for a class of relations of the type {Rg4|¢ € {¢1,...,. 04} },
any such class varying over all possible choices or descriptions of ¢1, ..., ¢,.

In the sequel, we study two examples of such classes. In Subsection 5.1 we
study 3-round perfect zero-knowledge proof systems of non-zero knowledge with
constant knowledge error. (These can be transformed so that they have negligible
knowledge error using well-known techniques increasing the number of rounds.)
In Subsection 5.2 we study 3-round relation-indistinguishable proof systems of
non-zero knowledge with negligible knowledge error.
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5.1 Perfect Zero-Knowledge PNZKs

We study proofs of non-zero knowledge for classes containing relations only in-
dexed by monotone formulae, and for classes containing relations indexed by
monotone and negations of monotone formulae.

Proofs of Non-zero Knowledge for Classes of Monotone Formulae.
In our first example we consider the class MONy 4 4 of relations Ry, for ¢ €

{é1,...,¢Pq}, where all boolean functions in ¢ = (¢1, ..., @¢) are monotone(that
is, they contain OR, AND operators but no NOT operator), and, moreover,
we assume that all quantities m, q, [¢1], ..., |¢q| are polynomial in the size n of
instances 1, ..., T,. We obtain the following

Theorem 3. Let L be a language having a meet-the-challenge game. Let q
be a polynomial and let ¢ = (¢1,...,¢4) be a g-tuple of boolean functions.
Then there exists a 3-round perfect zero-knowledge proof system of non-zero
knowledge (with constant knowledge error) with respect to the class MONy, 4 ¢ of
relations.

We sketch the proof system (P,V) that proves Theorem 3. Informally, (P,V) is
obtained by proving the OR, for i =1, ..., ¢, of the statement “formula ¢; over
X is true”. Using for this protocol a 3-round proof of knowledge as the one in
[13], we inherit a property implying that an extractor for our protocol obtains a
witness certifying that one of the m formulae ¢1, ..., ¢, is true.

Protocol (P,V) uses the fact, directly following from results in [13], that the
language of monotone formula ¢; over x has a meet-the-challenge game (4;, B;),
fori =1,...,q. The prover P, on input ¢* such that ¢;« is true, does the following.
For i = i*, it generates the first message mes; using algorithm A;«, and, for
1 # i*, it generates the first message mes; using the simulator S; associated
to (A;, B;). Also, P denotes as a;, ans; the values obtained in the output from
S;; that is, such that (mes;, a;,ans;) = S;(x;,r;), where a; € {0,1} and r; is a
random string. P sends mesq, ..., mes,; to V, that replies with a single random
bit b. Now, P computes ans;« by running algorithm A; on input mes;-, ¢, where
c=bPa1® - Bai—1Da+1D---Dag. Finally, P sends ansy, ..., ans, to V, that
uses algorithm B; to verify that (mes;, a;, ans;) is an accepting conversation of
the meet-the-challenge game for ¢;. Finally, V accepts if and only if all these
checks are satisfied and a1 ® - ® a,, = b.

Proofs of Non-zero Knowledge for Classes of Monotone and Negated
Monotone Formulae. We now consider the class NEG-MON, 4 4 of relations
Ry, for ¢ € {¢1,...,¢q}, where all boolean functions in ¢ = (¢1,...,¢,) are
either monotone (that is, they contain OR, AND operators but no NOT oper-
ator), or negated monotone formulae (that is, they can be written as the NOT
of a monotone formula). Moreover, as in our first example, we assume that all
quantities m, q, |@1], . . ., |@q| are polynomial in the size n of instances 1, ..., Tp,.
We obtain the following
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Theorem 4. Let L be a language having a meet-the-challenge game. Let q be
a polynomial and let ¢ = (¢1,...,¢4) be a g-tuple of boolean functions. Then
there exists a 3-round perfect zero-knowledge proof system of non-zero knowledge
(with constant knowledge error) with respect to the class NEG-MONTy, 4 ¢ of
relations.

We sketch the proof system (P,V) that proves Theorem 4. Interestingly, an ap-
proach for obtaining (P, V), similar to that in our first example, fails. Specifically,
if we design (P,V) by proving the OR, for i = 1,..., g, of the statement “formula
@; over x is true”, for instance, using a proof of knowledge as the one in [13], it is
unclear how to design an extractor that always obtains a witness certifying that
one of the m formulae is true. Instead, we prove the OR differently, by extending
the meet-the-challenge games for the monotone formulae so that the challenge
bit is determined by a language-dependent flipping-coin protocol ([16]) based on
the meet-the-challenge game for the negated formula. Then we can design an
extractor that can compute which formula is known to be true by the prover,
by obtaining several outcomes for the language-dependent flipping-coin protocol
with respect to the same first message in the meet-the-challenge games for the
monotone formula. We present protocol (P,V) for the simple case of ¢ = 2, and
assuming that formula ¢; is monotone and formula ¢, is negated monotone.
Protocol (P,V) uses the fact, directly following from results in [13], that, for
¢ = @1, P2, the language of monotone formula ¢ over x has a meet-the-challenge
game (Ay, By); furthermore, protocol (P,V) uses protocol (C,D) from Fact 1.

The prover P, on input i* € {1,2} such that ¢;« is true, does the following.
First, it generates the first message mes; by using algorithm A; if i* = 1 or
the simulator S; otherwise; in the latter case, P denotes as a1, ans; the values
obtained in the output from Sy; that is, such that (mesy, a1, ansy) = S1(z1,r1),
where a; € {0,1} and rq is a random string. Now, V sends the first message mess
by using the simulator Sy for the meet-the-challenge game (As, Ba) for ¢o; here,
V denotes as as, anss the values obtained in the output from Sy; that is, such
that (mesz, az, ansz) = Si(x2,r2), where az € {0,1} and 75 is a random string.
Now, P and V run subprotocol (C,D) on common input z2, coms, where V plays
as C and P plays as D. If D rejects at the end of this subprotocol, then P stops.
Otherwise, P computes as from coms and sets ¢ = a1Paq if i* = 2, or sets ¢ equal
to a random bit if ¢* = 1. P sends ¢ to V that replies by returning aq, anss. If
(coma, az,anss) is not an accepting conversation of the meet-the-challenge game
for ¢, then P stops; otherwise, P uses algorithm A; on input x1, comq, c®as and
sends ans; to V, that accepts if and only if (comy, c @ ag,ansy) is an accepting
conversation of the meet-the-challenge game for ¢;.

The extractor works as follows. First, the extractor plays as V and obtains one
accepting conversation (comi, coma,trc py,c, az,anss,ansy) from P, and then
rewinds P to the state just after sending com;. Now, it keeps playing independent
executions of the language-dependent flipping-coin protocol and rewinding the
prover to the state just after sending com; until it obtains a new accepting
conversation, with bits ¢, a5. At this point, if ¢ ®a), = ¢ aq, then the extractor
returns: 2; otherwise, it returns: 1.
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5.2 Relation-Indistinguishable Proofs of Partial Knowledge

We now study relation-indistinguishable proofs of non-zero knowledge with re-
spect to more specific classes of polynomial-size relations. Although we target
a weaker security guarantee against the verifier (relation-indistiguishability in-
stead of perfect zero-knowledge), we obtain more efficient protocols in terms of
both communication and rounds, when negligible soundness error is required.
In particular, we are interested in proving results analogous to the previous
two theorems, with the only difference that we start with languages having a
large-challenge meet-the-challenge game, where we recall that these games are
honest-verifier zero-knowledge, rather than any-verifier zero-knowledge, as for
(standard) meet-the-challenge games.

It would appear that an analogue of Theorem 3 in this setting would directly
follow from results in [10] (which are, in turn, very similar to techniques in [12,
13]). Unfortunately, a bug in Proposition 1 of [10] was pointed out by [30], which
also invalidates all main subsequent results in [10]. As a further complication,
the explanation suggested by [30] to fix Proposition 1 in [10] is incorrect as well,
as we later show. We therefore revisit [10], prove a number of simple results that
clarify the state of the art on this topics, and propose a simple fix that, when
applies to all techniques in [10], makes those results valid by only a loss of a
factor of 2 in the communication complexity of the resulting protocol. (Indeed,
this may be relevant as some papers applying results from [10, 13] cite constant
factors in the communication complexity to argue efficiency of their results.)
Moreover, in certain cases, including our application of relation-indistinguishable
proofs of non-zero knowledge, we can achieve our goals without increase in the
communication complexity.

Revisiting the “Proofs of Partial Knowledge”. Proposition 1 in [10] states
that any 3-round public-coin honest-verifier zero-knowledge proof system for a
language L in NP is also witness-indistinguishable (against any verifier) over
L. Using this proposition as a starting point, several other results are proved
in [10] on the witness-indistinguishability of threshold compositions of 3-round
public-coin honest-verifier zero-knowledge proof systems.

In [30] it was observed that the proof of Proposition 1 in [10] is flawed; fur-
thermore, a converse of this proposition is proved in [30]: specifically, that there
exists a 3-round public-coin honest-verifier zero-knowledge proof system for a
language L in NP that is not witness-indistinguishable (against any verifier) over
L. In footnote 3 and beginning of Section 3 of [30], it is suggested that perhaps
Proposition 1 holds if the 3-round public-coin proof system for language L in NP
is actually “special-honest-verifier zero-knowledge”. We remind that a 3-round
public-coin proof system is defined to be special-honest-verifier zero-knowledge
if there exists a simulator that, on input the challenge message b generated by
a honest verifier, returns a conversation (com, b, ans) that is indistinguishable
from the transcript of a real execution of the 3-round proof system.

In the following fact, we show that even this suggestion from [30] is false.
We actually show a stronger statement, by showing that it is false even if the
zero-knowledge type of the original 3-round proof system is of statistical type.
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Fact 2. Let L be a language having a 3-round public-coin and special-honest-
verifier statistical zero-knowledge proof system of membership. Then there exists
a 3-round public-coin and special-honest-verifier zero-knowledge proof system of
membership for L that is not witness-indistinguishable over L.

SKETCH OF PROOF. Let (P,V) be a 3-round public-coin and special-honest-
verifier statistical zero-knowledge proof system for L. We construct a new proof
system (P’,V’) as follows. First, we use simple padding techniques to modify P
and V so that the length of the first message from P is equal to the length of the
message from V. Then we define V/'=V; and P’=P with the only difference that
if the message from V' is equal to the first message from P’ then P’ sends the
witness as a third message. Note that (P’,V’) is a 3-round public-coin special-
honest-verifier statistical zero-knowledge proof system; to see that, just note that
the special-honest-verifier simulator uses the same simulator as for (P,V). The
statistical difference is still exponentially small. Then note that (P’,V’) is not
witness-indistinguishable as a malicious V' just sends its message equal to the
first message from P’ and therefore obtains the witness. a

One consequence of Fact 2 is that many theorems in [10] do not hold any more.
Furthermore, several other papers use Proposition 1 in [10] as a black-box (see,
e.g., [22,9,11,20]) and therefore they inherit the same problem. The following
simple observation suggests a way for fixing all these results.

Fact 3. If there exists a 3-round public-coin honest-verifier zero-knowledge proof
system of membership for language L then there exists a 3-round public-coin
witness-indistinguishable proof system of membership for L.

SKETCH OF PROOF. Let (P,V) be a 3-round public-coin honest-verifier per-
fect zero-knowledge proof system with simulator Sim. We use the OR tech-
nique from [12,13] (also used in [10]) to construct a perfect zero-knowledge
proof system (P’,V') for the statement “(z € L) V (z € L)”, starting from
protocol (P,V). (Also used in the proof of Theorem 3; recall that (P/,V’) is
some particular composition of two executions of subprotocol (P,V).) Assume
(P, V') is not witness-indistinguishable. Then there is an efficient algorithm dis-
tinguishing P’ (wq, w1 )-Viewy (z) and P’ (ws, we)-Viewy: (x), where the notation
P/(w!, w?)-Viewy (x) denotes the view of V’ in an execution of (P’,V’) for prov-
ing statement “(z € L) V (z € L)”, where P’ uses witness w' in the i-th execution
of subprotocol (P,V). Then the same algorithm can be used to distinguish ei-
ther: P/ (wq, wq)-Viewy: (x) and P/ (we, wy)-Viewy: (x); or: P/ (wq, wr)-Viewy: ()
and P’/ (wg, wy)-Viewy (z). Consider the first case (the second being similar).
An algorithm distinguishing P’(wq, w1)-Viewy:(x) from P’/(we,w;)-Viewy: (x)
can be used to distinguish either: P’(wq,ws)-Viewy:(z) from (Sim+P’'(w2))-
Viewy (z); or (Sim+P’'(w2))-Viewy: (x) from P’(we, we)-Viewy (x); where the
notation (Sim+P’(ws))-Viewy (x) denotes the view of V' in an execution of
(P, V') for proving statement “(x € L) V (x € L)”, where P’ uses witness ws in
the second execution of subprotocol (P,V), and the first execution of subproto-
col (P,V) is generated using simulator Sim. Using the fact that the challenge to
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the first execution of (P,V) in (P’/,V’) can always be chosen before the protocol
starts, this violates the honest-verifier zero-knowledge property of (P,V). O

Fixing Other Results. We note that thanks to Fact 3, Theorem 8,9 and
Corollary 12,13,14 in [10] can then continue to hold when their Proposition
1 is replaced by the above Fact 2 and each construction is preceeded with the
transformation in Fact 3. We note that the construction in Fact 3 increases the
communication complexity by a multiplicative factor of 2. Actually, the problem
in Theorems 8,9 and Corollary 12,13,14 in [10], as written, only lies with mono-
tone formulae of the form ¢ = ¢1 A ¢o. Instead, for monotone formulae of the
form ¢ = ¢1 V ¢2, the construction of Fact 3 is actually not necessary, although
the proof needs to be modified to incorporate arguments similar to the proof of
Fact 3, thus resulting in no loss in communication complexity.

Our Results on Relation-Indistinguishable PNZKs. Following the above
observations, we can use essentially the same protocol from the proof of The-
orem 3 and 4 (with the only modification that we use large challenges, and,
consequently, a suitable large-challenge extension of meet-the-challenge games)
to have no loss in communication complexity and obtain the following results.

Theorem 5. Let L be a language having a large-challenge meet-the-challenge
game. Let g be a polynomial and let ¢ = (¢1,...,¢4) be a g-tuple of boolean
functions. Then there exists a relation-indistinguishable proof system of non-zero
knowledge (with negligible knowledge error) with respect to the class MONy, 4 ¢
of relations.

Theorem 6. Let L be a language having a large-challenge meet-the-challenge
game. Let g be a polynomial and let ¢ = (¢1,...,¢q) be a g-tuple of boolean
functions. Then there exists a relation-indistinguishable proof system of non-
zero knowledge (with negligible knowledge error) with respect to the class NEG-
MONTy, 4,4 of relations.
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Abstract. Concrete security reduction plays an important role in prac-
tice, because it explicitly bounds an adversary’s success probability as a
function of their resources. In this paper, we study the security reduc-
tions of Boneh-Franklin identity based encryption (IBE) schemes and its
variants, focusing on the efficiency of their security reductions:
Improvements on proofs of Boneh-Franklin IBE and variants.
The proof of the Boneh-Franklin IBE (BF-IBE) scheme was long believed
to be correct until recently, Galindo pointed out a flawed step in the
proof and gave a new proof, however, the new reduction was even looser.
We give a new proof of the BF-IBE scheme that essentially improves
previously known results. Very interestingly, our result is even better
than the original underestimated one. Similar analysis can also be applied
to Galindo’s BF-IBE variant, resulting in a tighter reduction.

A new BF-IBE variant with tighter security reductions. We
propose another variant of the BF-IBE that admits better security re-
duction, however, the scheme relies on a stronger assumption, namely
the Gap Bilinear Diffie-Hellman (GBDH) assumption.

Keywords: IBE, tight security reductions, BDH assumption.

1 Introduction

Identity Based Encryption. Identity Based Encryption (IBE) provides a
public key encryption mechanism where an arbitrary string, such as recipient’s
identity, can be served as a public key. The ability to use identities as public
keys avoids the need to distribute public key certificates. Such a scheme is largely
motivated by many applications such as to encrypt emails using recipient’s email
address.

Although the concept of identity based encryption was proposed two decades
ago [11], it is only recently that the first full-fledged IBE schemes were proposed.
In 2001, Boneh and Franklin proposed the first secure IBE (BF-IBE) [3,4], and
defined a security model, namely Indistinguishability under Chosen-Ciphertext
Attack for ID-based encryption (IND-ID-CCA) and gave the first efficient con-
struction provably secure in the random oracle model based on the Computa-
tional Bilinear Diffie-Hellman (CBDH) assumption.

Justification on the BF-IBE. The Boneh-Fraklin scheme has attracted much
focus since the very beginning and the correctness of its security proof was

D. Feng, D. Lin, and M. Yung (Eds.): CISC 2005, LNCS 3822, pp. 28-41, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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never challenged until recently. Galindo [9] noticed that the proof regarding
security reduction given in [4] contains a flawed step, he then gave a new proof.
However, for the modified reduction result given in [9], as in the sense of IND-ID-
CCA security, its security is reduced only loosely to its underlying intractability
assumption.

Concrete Security Reductions. It is crucial to note that an inefficient secu-
rity reduction would imply either the lower security level or the requirement of
larger key size to obtain the same security level. In fact, if considering a prac-
tical adversary breaking the security of the BF-IBE, it is not sufficient to say
that such an adversary can be used to solve the CBDH problem in a meaningful
sense.

We remark that all the analyses above [3,9] are in the random oracle model
[7,2]. A proof in the random oracle may not guarantee the security when this
random oracle is instantiated with any particular hash function [5]. However, a
proof in the random oracle model indicates there is no “inherent” weaknesses in
the scheme thus is certainly better than no proof at all.

1.1 Owur Contributions

Improvements on Proofs of the BF-IBE and Variants. We give a new
security proof of BF-IBE scheme which significantly improves Galindo’s result.
More exactly, we show how to solve the problem of applying Coron’s technique [6]
in BF-IBE and variants. Very interestingly, this shows a better security reduction
than that given by Boneh and Franklin in [4], though the original proof was in
fact underestimated. We then apply similar analysis to improve the security
reduction of Galindo’s BF-IBE variant.

A New BF-IBE Variants with Tighter Security Reductions. We propose
a variant of BF-IBE, called CIBE, whose security can be reduced to the difficulty

Table 1. Comparison of Schemes

Scheme  Assumption’ Security Notion Reduction cost* ciphertext size*
BF-IBE ([4]) CBDH IND-ID-CCA O((Q +QD)Q2 ) ([4])  |r|+2|M]|
A\ A\ A\ ( ) (9D \\
i\ i\ \ 0o, 0. ) (thlS work) \
G05 ([9]) DBDH W A (19) ~ 2| +|M]|
\ \ \ o( QlE) (thls work) \
Ours (ZIBE)  GBDH ! O(QE) [r| + 1] + | M|

t CBDH, DBDH and GBDH are referred as Computational, Decision and Gap
Bilinear Diffie-Hellamn assumptions.

* @Qp and Qg are the numbers of decryption queries and hash queries, respectively.

Y |r| is the bit-length of an element of G; (an optimistic parameter choice could
be |r| = 171bits). |M| is the length of plaintext, |I| (typically 160bits) is the bit
length of the output of a hash function.
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of solving the Gap Bilinear Diffie-Hellman (GBDH) problem, which is a stronger
assumption than the BF-IBE. A supplementary remark is that GBDH assump-
tion is very helpful and many efficient schemes are based on it. A comparison of
the results of security reduction is listed in Table 1.

2 Preliminaries

We review the model and the security notion of IBE scheme. The definitions
are similar with [3,4]. We also give a brief review of bilinear maps and related
computational assumptions.

2.1 ID-Based Encryption: Algorithms

An IBE scheme € is constructed by four efficient algorithms (Setup, Extract,
Encrypt, Decrypt).

Setup: takes a security parameter k and returns params (system parameters)
and master-key. The system parameters include a description of a finite mes-
sage space M, and a description of a finite ciphertext space C. Intuitively,
the system parameters will be publicly known, while the master-key will be
known only to the “Private Key Generator” (PKG).

Extract: takes as input params, master-key, and an arbitrary ID € {0, 1}*, and
returns a private key sk. Here ID is an arbitrary string that will be used as a
public key, and sk is the corresponding private decryption key. The Extract
algorithm extracts a private key from the given public key.

Encrypt: takes as input params, ID, and M € M. It returns a ciphertext C € C.

Decrypt: takes as input params, C' € C, and a private key sk. It returns M € M
or “reject”.

These algorithms must satisfy the standard consistency constraint, namely when
sk is the private key generated by algorithm Extract when it is given ID as
the public key, then VM € M : Decrypt(params,C,sk) = M, where C =
Encrypt(params, ID, M).

2.2 Security Notion

In [3,4], Boneh and Franklin defined chosen ciphertext security for IBE under
a chosen identity attack. In their model the adversary is allowed to access both
an Extract oracle and a Decryption oracle.

We say that an IBE scheme £ is semantically secure against an adaptive cho-
sen ciphertext attack and a chosen identity attack (IND-ID-CCA) if no polynomi-
ally bounded adversary A has a non-negligible advantage against the challenger
in the following IND-ID-CCA game:

Setup: The challenger takes a security parameter k and runs the Setup al-
gorithm. It gives the adversary the resulting system parameters params. It
keeps the master-key to itself.
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Phase 1: The adversary issues several queries @1, - ,Q,, where query @; is
one of:

— Extraction query (ID;): The challenger responds by running algorithm
Extract to generate the private key sk; corresponding to the public key
(ID;). It sends sk; to the adversary.

— Decryption query (ID;, C;): The challenger responds by running algo-
rithm Extract to generate the private key sk; corresponding to ID;. It
then runs algorithm Decrypt to decrypt the ciphertext C; using the pri-
vate key sk;. It sends the result to the adversary.

These queries may be asked adaptively, that is, each query @); may depend
on the replies to @1, ,Q;_1.

Challenge: Once the adversary decides that Phase 1 is over it outputs two
equal length plaintexts Mg, M; € M and an identity ID* on which it wishes
to be challenged. The only constraint is that ID* did not appear in any
Extraction query in Phase 1. The challenger picks a random bit § € {0,1}
and sets C* = Encrypt(Params, ID*, M3). It sends C* as the challenge to the
adversary.

Phase 2: The adversary issues more queries Q 41, - - , @maz Where each query
is one of:

— Extraction query (ID;) where ID; # ID*: Challenger responds as in
Phase 1.

— Decryption query (ID;,C;) # (ID*,C*): Challenger responds as in
Phase 1.

These queries may be asked adaptively as in Phase 1.
Guess: Finally, the adversary outputs a guess 3’ € {0,1} and wins the game if

p=pg.

We refer to such an adversary A as an IND-ID-CCA adversary. We define adver-
sary A’s advantage in attacking the scheme & as:

Advg’_A = Pr[ﬂ = ﬂ/] — 1/2
The provability is over the random bits used by the challenger and the adversary.

Definition 1. We say that the IBE system & is (tigg, €1se)-adaptive chosen ci-
phertext secure under a chosen identity attack if for any #gg-time IND-ID-CCA
adversary A, we have Adve 4 < eige. As shorthand, we say that £ is IND-ID-CCA
secure.

2.3 Bilinear Maps

We briefly review several facts about bilinear maps. Throughout this paper, we
let Gy and G2 be two multiplicative cyclic groups of prime order g and g be
a generator of Gy. A bilinear map e : G; x G; — Gy satisfies the following
properties:
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1. bilinearity: For all u,v € G; and a,b € Z, e(u®,v") = e(u, v)?.

2. non-degeneracy: e(g,g) # 1.

3. computability: There is an efficient algorithm to compute e(u,v) for any
u,v € Gi.

Note that a bilinear map is symmetric since e(g?, g°) = e(g%, g%) = e(g, 9)*.

2.4 Complexity Assumptions

We review three problems related to bilinear maps: the Computational Bilinear
Diffie-Hellman (CBDH) problem, the Decision Bilinear Deffie-Hellman (DBDH)
problem and the Gap Bilinear Diffie-Hellman (GBDH) problem. Let G; and Go
be two groups of order ¢ and g be a generator of Gj.

CBDH Problem. The CBDH problem [3] in G; is as follows: given a tuple
(9,9% 6% 9°) € (Gy)* as input, output e(g,g)?® € Go. An algorithm Apan
solves CBDH problem in G; with the probability e.pqp if

abc]

Pr[Acban (9. 9% 9%, 9°) = (g, 9)""] > €cvan,

where the probability is over the random choice of generator g € G1\{1}, the
random choice of a, b, ¢ € Zy, and random coins consumed by Acpan.

Definition 2. We say that the (tcpan, €cban)-CBDH assumption holds in Gy if no
tepan-time algorithm has advantage at least eqpqp in solving the CBDH problem
in (Grl.

DBDH Problem. The DBDH problem in G; is defined as follows: given a tuple
(g,9% g% 9%, T) € (G1)* x Gy as input, outputs a bit b € {0,1}. An algorithm
Aapan solves DBDH problem in G; with advantage €gpqpn if

|Pr[Advan (9. 9% 9%, 9% (g, 9)*°) = 0] — PrlAasan(g, 9% 9", 9°. T) = 0]| > €avan

where the probability is over the random choice of generator g € G1\{1}, the

random choice of a,b,c € Z,, the random choice of T" in G2, and the random
coins consumed by Agpar.

Definition 3. We say that the (tapan, €dpan)-DBDH assumption holds in Gy if no
tapan-time algorithm has advantage at least €gpqp in solving the DBDH problem
in Gl.

GBDH Problem. The GBDH problem in G is as follows: given a tuple (g, g%, ¢°,
g°) € (G1)* as input, output e(g, g)?*¢ € Gy with the help of a DBDH oracle O
which for given (g, g% g%, ¢¢,T) € (G1)* x Gg, answers “true’ if T = e(g, g)?%°
or “false” otherwise [10]. An algorithm Agpqp, solves GBDH problem in G; with
the probability €gpqp if

PT[AEJDI»dh(Shga,gb’gc) = e(g,9)""] > €gban.
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where the probability is over the random choice of generator g € G1\{1}, the
random choice of a, b, ¢ € Zy, and random coins consumed by Agpap.

Definition 4. We say that the (tgpan, €gpan)-GBDH assumption holds in G, if no
tgban-time algorithm has advantage at least €4pqp in solving the GBDH problem
in Gl.

3 The Missing Details

We briefly review the justification on BF-IBE by Galindo [9] in this section.
Towards the proof, some intermediate schemes, BasicPub and BasicPub™, are
devised to help complete the proof. Fullldent and BasicPub are reviewed in Figure
1 and Figure 2.

Setup (1): Extract’ (ID, params, master-key):
s ZLy; Gpub = g° hio := H1(ID);
params (= <q, Gl, G2, €, M, g, Gpub; H1, Hz, H3, H4> d|D = (h|D)S;
Hi: {0,1}* — GI, Hs: GQ — {07 1}”7 return d|D.

Hs : {0,1}" x {0, 1}" — Z, Hy: {0,1}" — {0,1}".
master-key := s;
return (params, master-key)

Encrypt (ID, params, M): Decrypt (C,params, skip):
hip := H;(ID); parse C' = (c1, 2, ¢3).
o« {0,1}"; if 1 ¢ G, return “reject”.
ri= H3(O',M); o= CQEBHQ(C(C1,d|D));
c1:=g"; M :=c3 ® Ha(o).
c2 := 0 & Ha(e(gpuv, hip)"); set r := Hz(o, M);
c3 = Hy(o) & M, ifer #g"
C = (c1,c2,c3). return “reject”;
return C' else

return M.

! Extract first checks if dip has been generated before. If it has, the previously-
generated dip is output.

Fig. 1. The algorithms of Fullldent

BasicPub is a semantically secure public key encryption scheme where hjp «—
G1 (once chosen then is fixed), r is generated random rather than Hs(o, M),
and M is encrypted as ¢ := M @© Ha(e(gpup, hip)"). The resulting ciphertext is
C = {(c1,ch). BasicPub™ is the public key encryption scheme where the Fujisaki-
Okamoto (FO) conversion is applied [8] to have chosen ciphertext attack (CCA)
security for BasicPub. Refer [4] for details.

In order to establish the reduction from Fullldent to BasicPub™, Coron’s tech-
nique was used in simulation the random oracle H; [4]. But as pointed out in
[9], by the simulation given in [4], the random oracle Hj is not controlled by the
simulator then any decryption queries that implicitly with call to Hs will in fact
cause the simulator to abort with overwhelming probability.
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Setup (1%):

N s Extract’ ID, params, master-key):
8 Lg; Gpub =g (b p 2

params := (¢, G1, Gz, e,n, g, gpus, H1, H2) up = H1(||33);

Hi:{0,1}" — G dip := (hip)?;
ton ’ d

I_]2 . GQ — {O, 1}71,. return dp.

master-key := s;

return (params, master-key)

Encrypt (ID, params, M): Decrypt (C, params, skip):
hio := H1(ID); parse C' = (c1, c2).
r—{0,1}™; if c1 ¢ G1, return “reject”.
c1:=g"; M :=co @ Ha(e(c1,dp));
c2 = M & Ha(e(gpub, ip)"); return M.

C = <C1,02>.
return C

T Extract first checks if dip has been generated before. If it has, the previously-
generated dip is output.

Fig. 2. The algorithms of BasicPub

4 An Improved Proof for the BF-IBE

The BF-IBE was proven via several intermediate steps, where each defines a
scheme with small modifications. However, this happens to be the reason why the
proof is flawed: some of those steps are not meaningfully linked for independent
parameter choices in each scheme.

In this section, we give another proof of the BF-IBE. The main difference lies
in that the simulator simulates itself all the oracles: the random oracles, Extract
oracle, Encryption oracle and Decryption oracle. The intuition is that if all the
oracles are simulated “properly”, then an IBE adversary will not distinguish the
simulated oracle from the real oracles. Interesting enough, this small modification
is all that needed to have a better reduction cost. In the rest of this section, we
prove the following theorem:

Theorem 1. Assume (tcbdn, €cban)-CBDH assumption holds in bilinear group
pairs (G1,Gs), then the BF-IBE is (tgr—i8g, €F—i8E ) -secure against IND-ID-CCA,
where

) < (egF—iBe — (Qu; + Qu, )27 ") (1 —Qp/q)
cbdh = e(QE + 1)(QH2 + QHS + QH4)
tevan > O((Q@pQu,y + Qu, + Qu, + QE)T) + ter—iBE

€BF—IBE
~ O( )

QeQH,

Here 7 is the mazxium time of one running step of B, e is the base of natural
logarithm, Qm,, Qrm,, Qm, and Qm, are the number of random oracles queries
to Hy, Ho, H3 and Hy, Qp and Qg are the number of Decryption oracle queries
and Extract oracle queries, respectively. ¢ = |G1| = |Ga|, is the order of Gy
and Go.
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4.1 The New Proof

We want to show the reduction of the security of the BF-IBE to the hardness of
CBDH problem. We start with the description of the CBDH adversary B who
interacts with an IND-ID-CCA adversary A. In Phase 1, A may access Extract
oracle and Decryption oracle. At the end of Phase 1, A submits a pair of messages
with equal length (M, M7) to Encryption oracle. After Encryption oracle creates
the challenge, in Phase 2, A may behave exactly as Phase 1 except that A may
not query C* to Decryption oracle.

Recall that B’s input is a 4-tuple (g, 9% g% ¢g¢) € (G1)* whose goal is to
output T € Gg, such that T = e(g, g)**°. For convenience, let g; = g%, g2 = ¢°
and g3 = ¢°.

Setup: B gives A params = (¢, G1,Go, e, n, g, g1, H1, Ha, H3, Hy) as the system
parameter, where n is the length of the plaintext, and H;, Ho, Hs, Hy are
random oracles controlled by B, described as follows (Phase 1,2):

Hi-oracle: B maintains an H;-list, initially empty. When a query ID; comes, if
there is already an entry (ID;, s;, hip,), B replies hip,; otherwise, B internally
flips a biased coin coin; with Pr[coin = 0] = 6, and § will be decided later.
If coin = 0, B selects s; «<—g Z, replies to A h; = g* € Gy; if coin = 1, B
returns h; = g5'. In both case, B adds (ID;, s;, hi, coin;) to H;-list.

Hs-oracle: When a query t; € Go comes, if there is an entry (¢;,v;) in Ha-list,
B returns v; to A; otherwise, B chooses v; € {0,1}", returns v; to A and
adds (t;,v;) to Ha-list.

Hs-oracle: When a query (o;, M;) comes, if there is an entry (o;, M;,r;) on
Hs-list, B returns r; to A; otherwise, B chooses r; <—g Zy, returns r; to A
and adds (o;, M;,r;) to Hs-list.

H,-oracle: When a query o; comes, if there is an entry (o;,w;) on Hy-list, B
returns w; to A; otherwise, B chooses w; < {0, 1}", returns w; to A and
adds (o;, w;) to Hy-list.

Extract oracle: When a query ID; comes, B in the H;-list for coin;. WLOG, we
can assume ID; has already been asked before. If coin; = 1, B reports “abort”
and quits the simulation. If coin; = 0, B sets dip, = gi* = (¢*)% = (¢9°¢)°
which is a valid secret key for ID;, and returns dip, to A.

Decryption oracle: When a query (ID,C) comes, B searches in H; for
(ID, hip, coin;), in Hy for (t,v), in Hs for (o, M,r), in Hy-list for (o, w),
such that (ID, hip,r, 0,t,v, w, M) satisfy below equations:

h|D :H1(|D) ’r‘:Hg(O',M)
t =e(g1, i) ca=g"
CQZU@HQ(tT) CgZMEBH4(0')

If there exists such an M and (o, t,v,w,r) in those lists, B returns M to A
as the answer. Otherwise, B returns “reject” to B.

Encryption oracle: On A’s input ID* and (My, My), if coinip~ = 0, B aborts
the simulation; otherwise, B chooses random v* «px {0,1}", d «—pr {0,1}
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and sets ¢5 = My @ v* and ¢z = {0,1}". Especially, B sets ¢j = g; "°" and
returns C* = (cf, ¢}, ) to A as the challenge ciphertext. For convenience,
we shall associate the variables that are related to the Challenge ciphertext
with a “x” hereafter.

B keeps interacting with A until A halts or aborts. If A doesn’t halt in polyno-
mial time, B also terminates the simulation. Finally, when A terminates, B first
searches Hy-list for the entry with (ID, hp,, Sip,, coinip,). Then B chooses: an ar-
bitrary ¢ from Hs-list and computes t~°P: as its answer to the CBDH problem.
This completes the description of B.

Then all that remains is to bound the success probability of B.

Lemma 1. B doesn’t abort in simulating Eztract oracle and Encryption ora-
cle with probability at least e(Q;+1) , where Qg is the number of Extract oracle
queries made by A.

Proof. Notice that B only abort on Extract and Encryption queries. It is suf-
ficient to show that B succeeds in answering QQp Extraction queries and one
Challenge query, i.e., B succeeds with probability pg = §9# (1 — §). This proba-
bility gets maximized at the point § = Qgr/(Qr + 1), and po = 1/(e(qr + 1)),
where e &~ 2.72 is the base of the natural logarithm. Furthermore, if 5 doesn’t
abort, Extract oracle and Challenge oracle are simulated perfectly.

Lemma 2. If B doesn’t abort, Decryption oracle can be simulated with proba-
bility at least

(1—27")9(1-27")9(1-1/q)9 ~ (1-Qp-a)(1 — (Qm, + Qn,) -27"),

where Qm,, Qm, are the numbers of random oracle queries to Hz and Hy, De-
cryption oracle queries made by A.

Proof. To ensure the correct simulation of Decryption oracle, all valid ciphertexts
should be answered correctly and all invalid ciphertexts are correctly answered
(with probability 1), and all invalid ciphertexts will get rejected. However, all but
a small proportion of ciphertexts may be rejected by the simulated Decryption
oracle. We bound the probability of this misbehavior as follows.

From the description of B, all random oracle queries are simulated identically
to a real random oracle except (o, %) is asked to Hjz or o* is asked to Hy.
Additionally, a random tuple C = {c1,ca,c3) outsides B’s lists forms a valid
ciphertext with probability at most 2~™ and this happens at most QQp times.
Combines all above, we achieve the claimed bound on B’s success probability of
simulating Decryption oracle.

Lemma 3. If B doesn’t abort, B succeeds solving the CBDH problem and this

happens with probability at least Qi+ Qg +Qrry

Proof. We have to show that when B terminates, the answer to the CBDH
problem is already in Hs. Notice that if A doens’t abort, since C* contains no
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information of M, which contradicts that A should get non-negligible advantage
in guessing C*. Then 4 must have already abort (even internally). This can be
achieved by asking T' = e(g, ¢)?*° to Hs oracle, or by queries to Hz or Hy oracles,
by the time B terminates. The probability of B’s success is then given by:

1 . QH2 . 1
QHQ QHQ + QH3 + QH4 B QH2 + QHs + QH4 .

Combine above lemmas, we conclude the bound given in the statement of The-
orem 1. The bound on time complexity can be verified easily.

4.2 Generalizations

The above proof technique can be generalized to a variety of IBE schemes. For
example, we can prove the following theorem. The proof of Theorem 2 is similar
to that of Theorem 1 and will be omitted here.

Theorem 2. Galindo’s BF-IBE variant is (', €')-secure against IND-ID-CCA, if
(t, €aban)-DBDH assumptions holds in the bilinear group pairs (G1,Gz), where

/ —1 _
€ > (6 QH22 )(1 QD/q) %O( € )
e(Qe +1) QE
t>0((QpQu; + Qr + Qu, + Qu, + Qu,)7) +1'
Here 7 is the mazxium time of one running step of B, e is the base of natural
logarithm, Q,, Qm, and Qm, are the number of random oracles queries to Hy,

Hs and H3, Qp and Qg are the number of Decryption oracle queries and Extract
oracle queries, respectively. q = |G1| = |Gz, is the order of G1 and Ga.

5 A New BF-IBE Variant

In this section, we propose a new BF-IBE variant called ZIBE, which is compact
in size and with better reduction cost. The scheme can be viewed as an adoption
of the tag-based KEM-DEM framework [1] in the IBE setting.

5.1 Construction

The algorithms of ZIBE is described in Figure 3. A possible speedup can be
achieved by computing e(gpup, H1(ID)) € G2 offline and regarded as a public
parameter for a particular ID.

5.2 Security

We prove that the security of our IBE scheme in the random oracle model via
the following theorem:
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Setup (1%): Extract’ (ID, params, master-key):
s Ly gpub == g° hip := H1(ID);
params := (¢, G1,Gaz, e,n, 1, g, gpuv, H1, H2) dip := (hip)?;
H,:{0,1}* — GI, H2 : G2 — {0,1}", return dp.

Hs: ({0,1}")% x G1 x {0,1}™ x G2 — {0, 1}
master-key := s;
return (params, master-key)

Encrypt (ID, params, M): Decrypt (C, params, skip):
hip := H1(ID); parse C' = (c1, 2, ¢3).
r—{0,1}"; if c1 € Gi, return “reject”.
c1:=g"; if cs # H3(ID, c1, c2,e(c1,dip))
c2 := M @ H>(ID, e(gpus, hip)"); return “reject”;
C3 = H3(|D,Mi,chcz,e(gpub,hm)r); else
C = <01,Cz,63>4 M = CQ@H2(|D,e(cl,d|D));
return C return M.

! Extract first checks if dip has been generated before. If it has, the previously-
generated dip is output.

Fig. 3. The algorithms of ZIBE

Theorem 3. ZIBE is (tzige, €zige)-secure against IND-ID-CCA, if (t,€gpan)
-GBDH assumptions holds in the bilinear group pairs (G1,Gs), where

(czie — (Qp + 127" +271)) m O( %)

1
€ >
P Qe+ 1) Qr

tgpan > O((Qp + Qr + Qu, + Qu, + Qm,)7) + tzise

Here T is the mazimum time of one running step of B, e is the base of natural
logarithm, Q,, Qm, and Qm, are the number of random oracles queries to Hy,
Hy and H3, Qp and Qg are the number of Decryption oracle queries and Extract
oracle queries, respectively. ¢ = |G1| = |Ga|, is the order of Gy and Ga.

Proof. Our goal is to show that any IND-ID-CCA adversary A against
ZIBE can be used as a subroutine to construct a GBDH adversary B. Let
(9,9% 9" 9¢,G1,Ga, e, q,O) be the input to B, where g is the generator of G; and
O is the decision oracle on input (g, g%, g°, g¢, T') outputs “true” if T = e(g, g)**°.
Let g1 = g%, g2 = g* and g3 = ¢°. B interacts with A as follows:

Setup: B gives A params = (q,G1,G2,e,n,l, g, 1, H1, Ha, H3) as the system
parameter, where n is the length of the plaintext, [ is the output length of
Hs, and Hy, Ho, H3 are random oracles controlled by B, described below:

Hi-oracle: B maintains an H;-list, initially empty. When a query ID; comes, if
there is already an entry (ID;, s;,g5°), B replies g5'; otherwise, B internally
flips a biased coin coin; with Pr[coin = 0] = 6, and § will be decided later.

If coin = 0, B selects s; «—g Z, replies to A h; = g° € Gy; if coin =1, B

returns h; = g5*. In both case, B adds (ID;, s;, hi, coin;) to Hy-list.
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Hs-oracle: When a query (ID;,t;) € {0,1}" x G2 comes, B queries O on
(9,9% g% g°,t;), if O outputs “true”, which indicates that this is a BDH
tuple, B terminates the simulation and returns ¢; as its answer to the GBDH
problem. Otherwise, if there is an entry (ID;,¢;,v;) in Hs-list, B returns v;
to A; otherwise, B chooses v; € {0,1}", returns v; to A and adds (1D, t;, v;)
to Ho-list.

Hs-oracle: When a query (ID;, M;, ¢4, 24, fi) comes, B queries (g, g1, 92, g3, fi)
to O. If O outputs “true”, then B terminates and report f; as its answer to
the GBDH problem. Otherwise, if there is an entry (ld;, M;, c14, coi, fi, w;)
on Hs-list, B returns w; to A; otherwise, B chooses w; «g {0, 1}, returns
w; to A and adds (ID;, My, ¢14, cai, fi, w;) to Hs-list.

Extract oracle: When a query ID; comes, B in the H;-list for coin;. WLOG,
we can assume |D; has already been asked before. If coin; = 1, B abort the
simulation. If coin; = 0, B sets dip, = g7* = (¢*)% = (¢®)* which is a valid
secret key for 1D;, and returns dip, to A.

Decryption oracle: When a query (ID,C) comes, B searches in H; for
(ID, hip, coin;), in Hy for (¢,v), in Hs for (o, M, ), in Hy-list for (o, w), such
that (ID, hip, 7, 0,t,v,w, M) satisfy below equations:

hip = H:(ID) f = Ha(e(g1,hip)")
co=M®Of c3 =M & H3(ID, M, c1,ca, f)

If there exists such an M and (o, ¢, v, w,r) in those lists, B returns M to A
as the answer. Otherwise, B returns “reject” to B.

Encryption oracle: On A’s input ID* and (Mg, M;), if coinip~ = 0, B aborts
the simulation; otherwise, B chooses random ¢; < g3 *°", co = My®v, where
d g {0,1} and v <5 {0,1}". c3 = {0,1}!, and returns C* = (c}, 5, c3) to
A as the challenge ciphertext.

When B terminates, B search Hs for ¢; such that O(g, g1, g2, g3, ti) = 1.

Lemma 4. The probability that B doesn’t abort in simulating FExtract oracle and
Encryption oracle is at least 1/(e(Qr + 1)).

The proof is similar to that of lemma 1 and will be omitted here.

Lemma 5. If B doesn’t abort, it can simulate Decryption oracle with probability
at least (1 — 27" —27H)@p,

Proof. Tt is noticed that the simulated Decryption oracle functions similar as a
real Decryption oracle except that it may reject some valid ciphertexts, how-
ever, we can bound the probability below. All valid ciphertexts will be replied
correctly. The simulation is successful except the case that for the challenge C*
if it has been queried via previous decryption queries. We have that this will not
happen with probability at least (1 — 2" —27)@0. Combining the discussions,
we have B succeeds in simulating Decryption oracle with probability at least
(1—27" —271H%p a5 claimed.
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Lemma 6. When B terminates, T = e(g, g)**¢ must have been in either Hy or

Hs lists with probability at least (1 — 271 —27").

Proof. Since Hs is a random oracle, My is perfectly hiding by the one-time pad if
either T' = e(g, g)?*° is not queried to Hy or My is not queried to Hz. Moreover,
once M and r* are chosen, C* is uniquely determined. Then for any IND-ID-
CCA adversary A who distinguishes My with non-negligible advantage, T" must
have appeared somewhere in Hy or Hj lists except that A correctly guessed b
without even looking at the challenge. But this happens with probability at most
(1—27Y). Then B can find T with the help of O with probability (1 —27!—27")
at least.

Combine above three lemmas, we get B succeeds with probability at least

(1—2""—27H9p (1 — 278 — 27 ™)ezpe 1

—n —1
(e(@e+1)) > (Qp 4 1) (7rE Q1) (277 +27).

It is easily to verify the correctness of the claimed time complexity tzgg-

6 Conclusion

In this paper, we revisit the proof the Boneh-Franklin IBE scheme in the random
oracle model. By simulating all the oracles at a time, we manage to acquire an
improved security bound. We also apply a similar analysis to Galindo’s BF-IBE
variant. Finally we propose a new variant of BF-IBE that enjoys essentially
better security reduction to the hardness of the GBDH problem.
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Abstract. This paper proposes an efficient ID-based verifiably
encrypted signature scheme based on Hess’s ID-based signature scheme
[3]. We provide some theoretical discussions for the security model of
ID-based verifiably encrypted signature schemes, and show that our new
scheme can be proven to be secure in the random oracle model. Our new
scheme can be used as primitives to build efficient ID-based optimistic
fair exchange protocols, which can be widely used in signing digital con-
tracts, e-payment and other electronic commerce.

Keywords: ID-based cryptography, verifiably encrypted signatures, bi-
linear pairings, fair exchange.

1 Introduction

In 1984, Shamir [1] first proposed the idea of ID-based public key cryptography
(ID-PKC) to simplify key management procedure of traditional certificate-based
PKI. In ID-PKC, an entity’s public key is directly derived from certain aspects
of its identity, such as an IP address belonging to a network host or an e-mail
address associated with a user. Private keys are generated for entities by a trusted
third party called a private key generator (PKG). The direct derivation of public
keys in ID-PKC eliminates the need for certificates and some of the problems
associated with them.

Recently, due to the contribution of Boneh and Franklin [2], a rapid develop-
ment of ID-PKC has taken place. Using bilinear pairings, people proposed many
new ID-based signature schemes, such as [3,4,5,6]. With these ID-based signa-
ture schemes, a lot of new extensions, such as ID-based blind signature schemes,
ID-based proxy signature schemes [7,8], and so on, have also been proposed.
ID-based public key cryptography has become a good alternative for certificate-
based public key setting, especially when efficient key management and moderate
security are required.

Verifiably encrypted signature scheme (VESS) is a special extension of general
signature primitive. VESSs enable user Alice to give Bob a signature encrypted
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using an adjudicator’s public key, and enable Bob to verify that the encrypted
signature is valid. The adjudicator is a trusted third party, who can reveal the
signature when needed. VESSs provide an efficient way to enable fairness in many
practical applications. Suppose Alice wants to show Bob that she has signed a
message, but does not want Bob to possess her signature of that message. She
can achieve this by sending Bob a verifiably encrypted signature. Bob can verify
that Alice has signed the message and the encrypted signature indeed contains
such a signature, but cannot deduce any information about her signature. Later
in the protocol, when a certain event has occurred, e.g., Bob had given Alice his
signature while Alice refused to reveal her signature, Bob can ask the adjudicator
to reveal Alice’s signature. The adjudicator (an off-line trusted third party) works
in an optimistic way. That is, the adjudicator does not participate in the actual
exchange protocol in normal cases, and is invoked only in case of disputes for
fairness.

Verifiably encrypted signature schemes can be used as efficient primitives to
build many practical optimistic fair exchange protocols, such as optimistic fair
signature exchange protocols [9, 10], certified delivery of E-Goods [15], certified e-
mail protocols [16]. In the last couple of years, researches on verifiably encrypted
signature schemes and fair exchange protocols have been fruitful. Several new
constructions of verifiably encrypted signature scheme and fair exchange proto-
cols [9,10,11,12,13, 14,15, 16] have been proposed. Very recently, new verifiably
encrypted signature scheme [12] and corresponding protocol [13] for fair signa-
ture exchange from bilinear pairings have also been proposed. However, all these
works are in traditional certificate-based PKI setting. How to construct new ID-
based verifiably encrypted signature schemes and build fair exchange protocols
in ID-based setting is an open problem.

In this paper, we propose an efficient and provably secure ID-based VESS
based on Hess’s ID-based signature scheme [3]. The rest of this paper is organized
as follows: In Section 2, we introduce the bilinear pairings and the hard problems
which our scheme relies on. In Section 3, we present a new ID-based VESS with
an analysis about correctness and efficiency. In Section 4, we provide the exact
security proofs for our new scheme in the random oracle model. Finally, we
conclude in Section 5.

2 Bilinear Maps

Let (G1,+) and (Ga,-) be two cyclic groups of order ¢. Let é : G x G1 — G»
be a map which satisfies the following properties.

1. Bilinear: VP, Q € G1,Va, 8 € Z,,é(aP, BQ) = é(P, Q)*?;

2. Non-degenerate: If P is a generator of Gy, then é(P, P) is a generator of Ga;

3. Computable: There is an efficient algorithm to compute é(P,Q) for any
P Q e G;.

Such an bilinear map is called an admissible bilinear pairing. The Weil pair-
ings and the Tate pairings of elliptic curves can be used to construct efficient
admissible bilinear pairings.
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Let P be a generator of G, and a, b, c € Z,. We are interested in the following

mathematical problems:

1.

2.

Computational Diffie-Hellman problem (CDHP). Given P,aP,bP € G,
compute abP.
Bilinear Diffie-Hellman problem (BDHP). Given P,aP,bP,cP € G, com-

pute é(P, P)2.

We assume through this paper that CDHP and BDHP are intractable, which
means that there is no polynomial time algorithm to solve CDHP or BDHP with
nonnegligible probability.

3

A New ID-Based VESS Based on Hess’s Scheme

3.1 Description

Let (G1,4) and (Ga,-) be two cyclic groups of order ¢, P be a generator of Gy,
é : G1 X G1 — G4 be an admissible bilinear pairing. We propose the following
ID-based VESS, which consists of seven polynomial-time algorithms:

— Setup: Given (G1,Ga,4q,¢é, P), pick a random s € Zy and set Ppyp = sP.

Choose three hash functions H; : {0,1}* — G7, Hs : {0,1}* x G2 — Z, and
Hs:Gy — Z,. The system parameters 2= (G1, G2, q, é, P, Pyup, H1, Ha, H3).
The master key (PKG’s private key) is s.

Extract: Given an identity IDx € {0,1}*, compute Qx = H1(IDx) € Gf,
Dx = sQx. PKG uses this algorithm to extract the user secret key Dy, and
gives Dx to the user by a secure channel.

Sign: Given a private key Dx and a message m, pick k € Z; at random,
and output a signature (r,U), where r = é(P, P)*, h = Hy(m,7), and U =
hDx + kP.

Verify: Given a signature (r,U) of an identity IDx for a message m, com-
pute h = Ha(m,r), and accept the signature if and only if
r=é(U,P)-é(Hi1(IDx), Pyup) "

VE Sign: Given a secret key Dy, a message m € {0,1}* and an adjudica-
tor’s identity I D4,

1. choose ki, ko € Z; at random,

2. compute r = é(P, P)¥'| h = Ha(m,r), b’ = H3(é(Qa, Ppup)*?),

3. compute Uy = WP, Uy = kaP, V = hDx + (k1 + h'k2) P + W' Q 4,

4. output the verifiably encrypted signature (r, V, Uy, Us).

VE Verify: Given a verifiably encrypted signature (r, V, Uy, Us) of a mes-
sage m, compute h = Ha(m,r), and accept the signature if and only if

é(P7 V) =T é(hppub7 QX) : é(U17 QA + UQ)

Adjudication: Given the adjudicator’s secret key D 4, and a valid verifiably
encrypted signature (r, V, Uy, Us) of IDx for message m, compute U =V —
H5(é(Da,Us))(Qa + Uz), and output the original signature (r, U)

We call our new scheme ID-VESS. Readers can see that (Setup, Extract, Sign,
Verify) constitute Hess’s scheme-1 in [3].
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3.2 Correctness

Validity requires that verifiably encrypted signatures verify, and that adjudi-
cated verifiably encrypted signatures verify as ordinary signatures, i.e., for
Vm € {0,1}*, IDx,ID4 € {0,1}*, Dx = Extract(IDx), Ds = Extract(ID4),
satisfying:

1. VE Verify(IDx,m,IDa,VE Sign(Dx, m,IDy4)) = 1;
2. Verify(IDx,m, Adjudication(Da,IDx,m,VE Sign(Dx,m,IDa))) =1

The correctness is easily proved as follows: For a verifiably encrypted signature
(r,V,Uy, Us) of an identity IDx for a message m.
é(P,V)=¢é(P,hDx + (k1 + k)P + ' Q4)
= &P, k1P +h-Dx)-ée(P,h(Qa + Us))
é

&(Ppub, Qx)" - (' - P,Qa + Us)
: é(h : PpubaQX) : é(UlaQA + U2)

That is, VE Verify(IDx,m,IDa,VE Sign(Dx,m,ID,)) = 1.
On the other hand,

U=V — H;3(é(Da,U2))(Qa + Uz)
=hDx + (k1 + hk2)P+ W Qa — H3(é(Qa, k2Ppup))(Qa + Us)
=kiP+hDx + 1 (Qa+ Us) — B (Qa + Us)
=k P+ hDx.

So we have &(U, P)-¢(Hy(IDx), Pyuy) ™" = é(U—~hDx, P) = é(k, P, P) = r. That
is, Verify(IDx,m, Adjudication(Da, IDx, m,VE Sign(Dx,m,IDa))) = 1.

3.3 Efficiency

Some general performance enhancements can be applied to our scheme. Pairings
are usually been constructed with the Weil pairings or the Tate pairings of
(hyper)elliptic curves. For a pre-selected R € G1, there are efficient algorithms
[17] to compute kR by pre-computing. We may assume that such a computation
is at most 1/5 an ordinary scalar multiplication in (Gy, +). In our scheme, P, Py,
are fixed. An identity’s private key if fixed for himself. For most instance, Q4
is also fixed. The signing operation can be further optimized by pre-computing
é(P, P) and é(Qa, Ppup)-

VESSs constructed with interactive zero knowledge proofs generally need a
number of message exchanges and Exp. operations. The ID-VESS needs no mes-
sage exchanges, which will bring us convenience in applications. Recently, Boneh
et.al. [12] and A.Nenadic et.al. [15] proposed new noninteractive VESSs. Denote
by M a scalar multiplication in (G1,+), by E an Exp. operation in (G2, .), and
by é a computation of the pairing. For RSA-based scheme [15], denote by Exp
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an Exp. operation. We do not take other operations into account. We compare
our ID-based VESS with the schemes in [12,15] (not ID-based) in the following
table.

Sign  Verify VE Sign VE Verify Adjudication certificate
Nenadic [15] 1FExp 1Exzp G6Exp 2Exp 1Exp needed
Boneh [12] 1M 2é 1.4M 3é 1M needed
Proposed 1E + 0.4M2é+ 1E2E + 1M3é+0.2M 1é+ 1M not needed

A Nenadic’s scheme is a RSA-based scheme which is less efficiency, because of
the larger parameter’s size (at least 1024 bits). Comparatively, our new scheme
is a little less efficient than Boneh’s scheme. But our new scheme is an ID-based
scheme, which needs no certificates and has a simple key management.

4 Security Proof of the ID-VESS

Security proof is a sticking point for the construction of new cryptographic
schemes. Besides the ordinary notion of signature security in the signature com-
ponent, Boneh et.al. [12] proposed two security properties of verifiably encrypted
signatures:

— Unforgeability: It is difficult to forge a valid verifiably encrypted signature.
— Opacity: It is difficult, given a verifiably encrypted signature, to extract an
ordinary signature on the same message.

In this section, we extend this security notation to ID-based VESSs.

The ordinary signature algorithm of the ID-VESS is the same as that of Hess’s
scheme-1 [3]. The signature unforgeability has been shown in the random oracle
model under the hardness assumption of CDHP in [3]. We do not repeat the
proof here.

4.1 Unforgeability

Definition 1. An ID-based VESS is said to be existential unforgeable se-
cure under adaptively chosen message, ID and verifiably encrypted
signature attacks (EUF-ACMISA), if no polynomial time adversary F,
which we call ACMIA adversary, has a non-negligible success probability in the
following game:

1. A challenger C runs Setup, and give the system parameters 2 to F.
2. F can issue queries to the following oracles adaptively:
— Eatract oracle E(.): For input an identity IDx, this oracle computes
Dx = Extract(IDx), and outputs the secret key Dx
— VE Sign oracle V.S(.): For input (IDx,m,ID,), this oracle computes
and outputs a verifiably encrypted signature m = VE Sign(Dx, m,1Dy),
where Dx = Extract(IDx).
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— Adjudication oracle A(.): For input (IDx,m,ID4,7), where w is a valid
verifiable encrypted signature, this oracle computes and outputs the cor-
responding ordinary signature 6 = Adjudication(D,IDx,m, ), where
Dy = Extract(IDy).

3. F outputs (ID%,m*, ID* %), such that ID% is not equal to the inputs
of any query to E(.) and (ID%,m*) is not equal to the inputs (or part of
inputs) of any query to V.S(.) and A(.).

F succeeds in the game if ™ is a valid verifiably encrypted signature of ID%, for
m* with adjudicator’s identity being 1D .

Note: An ordinary signing oracle is not provided, because it can be simulated by a
call to V'S(.) followed by a call to A(.). In the random oracle model, the adversary
also has the ability to issue queries to the hash function oracles Hy (.), Ha(.), Hs(.)
adaptively.

If the adversary has got an ordinary signature or a verifiably encrypted signa-
ture of I D% for message m™, he can easily to forge another verifiably encrypted
signature. Because the encryption uses the adjudicator’s public key, this is an
inherent property of VESS. However, this kind of forgery is insignificant since it
can’t forge a verifiably encrypted signature for a new message.

Without any loss of generality, we may assume that the set of signers X do
not intersect the set of adjudicators I', which means that a user can’t acts as
both an ordinary signer and an adjudicator.

Theorem 1. In the random oracle model, if there is an ACMISA adversary
Fo which performs, within a time bound Ty, an existential forgery against ID-
VESS with probability g, then there is an ACMIA adversary F1 which performs
an ezistential forgery against Hess’s scheme-1 with probability no less than eg,
within a time bound Ty + (4M + 1é)nys + (1é + 1M)(na + 1), where nys and
na are the number of queries that Fo can ask to V.S(.) and A(.), respectively.

Proof. From Fj, we can construct F; of Hess’s scheme as follows:

1. A challenger C runs Setup of Hess’s scheme, and gives the system parameters
= (Gl, Gg, q, é, P7 Ppubz H1, Hz) to .7:1.

2. Fi selects hash function Hs : Go — Zg, and runs Fy with input 2 =
20 {H3}. During the execution, F; emulates Fy’s oracles as follows:

— Hy(.), H2(.), E(.): Fi replaces these oracles with his own Hy (.), Ha(.), E(.)
oracles respectively. That is , F; asks his Hy(.), Ha(.), E(.) oracles with
the inputs of Fy, and lets the outputs be the replies to Fy, respectively.

— Hs(.): For input x € Ga, F; checks if Hs(z) is defined. If not, pick a
random h € Z;, and set Hs(x) = h. F; returns Hs(z) to Fy as the reply.

— VS(.): For input IDx € X, ID4 € I' and a message m, F; emulates
this oracle as follows:

1. Request to his own signing oracle Sign(.) with input (IDx,m) and
get reply (r,U).

2. Pick a random k2 € Z, and compute h = H3(é(H1(ID4), k2 Poup))-
3. Compute Uy = h'P, Uy = ko P, V =U + h'(H1(ID4) + Us).

4. Let (r,V,U1,Us) be the reply.
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— A(.): For input IDx € X, ID4 € I', a message m and corresponding
verifiably encrypted signature (r,V,Uy,Us), F1 emulates this oracle as
follows:

1. Request to his own E(.) oracle with input 1D 4 and get reply D 4.
2. Compute h' = H3(é(Da,Us)), U=V — R (Hi(ID4) + Us).
3. Let the ordinary signature (r, U) be the reply.
3. If Fo outputs (ID%,m*, ID%, 7*), where n* = (r,V,U1,Us)), F1 computes
U=V — H3(é(Da,Us)) - (Hi(ID%) + Us) and outputs (ID%,m*, (r,U)),
where D4 is the reply of the Extract oracle E(.) with input 1D%.

If 7y win in his game, then F; has not asked his Extract oracle and Sign
oracle with input I D% and (I D%, m*) respectively, and (r,U) is a valid ordinary
signature of I D% for m*. So we can see, F} succeed in existential forgery against
Hess’s scheme-1 with probability no less than e,

F1’s running time is roughly the same as F’s running time plus the time
taken to respond to Fy’s oracle queries and to transform 7 to ordinary signa-
ture in step3. Neglect operations other than pairing and scalar multiplication in
(G1,+), the total running time is Ty + (4M + 1é)nys + (1é+ 1M)(na + 1).

4.2 Opacity

Definition 2. An ID-based VESS is said to be opaque under adaptively cho-
sen message, ID and verifiably encrypted signature attacks (OPA-
ACMISA), if no polynomial time adversary F has a non-negligible success
probability in the following game:

1. A challenger C runs Setup, and gives the system parameters {2 to F.

2. F can adaptively issue queries to the Extract oracle E(.), the VE Sign
oracle VS(.) and the Adjudication oracle A(.) described the same as those
in Definition 1. In the random oracle model, F can also issue queries to the
hash function oracles H1(.), H2(.), H3(.) adaptively.

3. F outputs (ID%, m*, ID%, w*,6) satisfying: ID% and ID% are not equal to
the inputs of any query to E(.), and (ID%,m*) is not equal to part of the
inputs of any query to A(.).

F succeeds in the game if ™ is a valid verifiably encrypted signature of ID%, for
message m*, with adjudicator’s identity being ID% and A(ID%,m*, ID%, ")
= o*.

Theorem 2. In the random oracle mode, let Fy be an ACMISA adversary which
has running time T and success probability € in opaque attack. We denote by ny,, ,
Ny, NE, A and ny g the number of queries that Fo can ask to the oracles Hq(.),
Hs(.), E(.), A(.) and V. S(.) respectively. Then there is a polynomial-time Turing
machine Fy, which can output é(P, P)*®=®)¢ with probability e/(n} np,nvs),
or can output é(P, P)¢ with probability s/(n%lnvs) on input of any given
P,aP,bP,cP € G in expected time T + (5M + 3é)nys + (2M + 1é)na + (np, +
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Proof. Without any loss of generality, we may assume that for any ID, Fy
queries H;(.) with ID before ID is used as (part of) an input of any query to
E(.), VS(.), and A(.), by using a simple wrapper of Fy.

From the adversary Fj, we can construct a polynomial-time Turing machine
F1 as follows:

1. A challenger C generates (G1, G2, ¢, €) and selects randomly P, aP,bP,cP €
G. C gives (G1,Ga,q, ¢, P,aP,bP,cP) to F; as inputs.

2. Fi selects Hy : {0,1} — G, H2 : {0,1}* x Go — Z; and H3 : Go — Z, as
hash functions and sets Ppyup = cP.

3. Fisets v =1,2z=1, and picks randomly ¢, v and ¢ satisfying 1 < ¢,u < ny,,
t#u,and 1 <t <nyg.

4. F; picks randomly z; € Z;,@ = 1,2, ...ny,, and sets VSjjoe = @, Hijor = D.

5. F1 runs Fy with input 2 = (G1,Ge,q, €, P, Pyyy, H1, Ha, Hs). During the
execution, F; emulates Fy’s oracles as follows:

— H;(.): For input ID, F; checks if H;(ID) is defined. If not, he defines
H,(ID) = {zfp Uz;ztt, and sets ID, «— ID, v « v+ 1. F; returns
Hy(ID) to Fo.

— Hy(.): For input (m,r), Fi checks if Ho(m,r) is defined. If not, it picks
arandom h € Z,, and sets Ho(m,r) < h. F1 returns Ho(m, ) to Fo.

— Hs(.): For input e € Ga, F; checks if Hs(e) is defined. If not, it picks a
random g € Z,, sets Hs(e) < g. Fi returns Hi(e) to Fy and adds e to
Hyjst-

— Extract(.): Forinput ID;,if i =t or i = u, F returns with L. Otherwise,
Fi lets dj = x; - Ppyp be the reply to Fo.

— VS(.): For input a signer’s identity ID;, an adjudicator’s identity I Dy
and a message m, F1 emulates VE Sign oracle as follows:

elfz=ri=vand T =t
1. Pick randomly i € Z,;. And let Uy = paP, Uy = bP — aP.

. Pick randomly V' € G, h € Z,.
. Compute r = é(V, P) - é(H1(ID;), Ppup) ™" - é(uaP,bP)~1L.
.If Ha(m, r) is defined, then abort (a collision appears). Otherwise,

set Ha(m,r) = h.

5. Add (Z, 7;, T7 T, ‘/, Ul, Uz) to VSlist-

e Otherwise,

1. Pick randomly U’ € Gy, h € Zy;

2.Let U=U',r=¢(U,P)-(e((—=h)H1(ID;), Poup))-

3. If Hy(m,r) is defined, then abort (a collision appears). Otherwise,
set Ha(m,r) = h.

4. Pick randomly ky € Z;, and compute h' = Hs(é(H:i(IDr),
k2Ppub));

5. U1 =hWP;Us =koP; V=U+h(H(IDy) + Us)

6. Add (Z, i, T7 kg, r, Vv, Ul, Ug) to VSlist

In the (unlikely) situation where » = 1, we discard the results and restart
the simulation. Set z = z + 1 and let (r, V, Uy, Us2) be the reply to Fo.

=N
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— A(.): For input ID;, m, IDy and a valid verifiably encrypted signature
(r,V,U1,Us) of ID; for m with adjudicator’s identity being I Dy, F; ob-
tains the corresponding item (2,4, T, ko, r, V, Uy, Us) (or (2,4, T, .,r,V, Uy,
Us)) from the VSj;s. (With Theorem 1, verifiably encrypted signature
is unforgeable. Hence (r, V,Uy,Us) isin the V.S ) U T = tand j = ¢, F3
returns with L. Otherwise, F; computes U = V —H3(é(Qr, k2 Ppup) ) (Qr+
Us), and replies to Fy with (r, U)

6. If Fo’s output is (ID;,m*, IDp,r*, V* Uf,Us,U*), then F; obtains the
corresponding item (z,4, T, ko, 7*,V, Uy, Us) (or (2,i,T,.,7*,V,Uy, Us)) from
the VSpg. If 2z =+, i = w and T = t, F; computes R = V* — U*,
e1 = é(R, Ppub)"_l, picks a random item ey from Hj;s, and outputs e; and
eo. Otherwise F; declares failure and aborts.

This completes the description of Fj.

Because of the randomness of r, the probability of F; aborts as a result of
collision of Ha(m,r) is negligible. On the other hand, if Fy has not asked to
Hs(.) with e = é(aP, (b—a)cP), then the simulation of Hs(.) generate a random
distribution.

If Fo succeeds in his attack, then I D, and ID, are not equal to the inputs
of any query to E(.), and (ID,,m*) are not equal to part of the inputs of any
query to A(.). Now, let discuss in two cases:

— Fo has not asked to Hs(.) with e = é(aP, (b — a)cP). In this case, the
responses of Fj’s emulations are indistinguishable from Fy’s real oracles.
If T = ¢ i =uwand z = 1, then R = abP, e; = &(R, Pyp)* =
é(uabP,cP)*" = &(P, P)*. Because t and u are chosen randomly in 1
and ny,,, and ¢ is chosen randomly in 1 and ny g, F; can output é(P, P)2%¢
with probability e/(n} nvs).

— Fo has asked H3(.) with é(aP, (b — a)cP). In this case, é(aP, (b — a)cP) is
in the Hy;st. So the probability of Fp’s output es satisfying es = é(aP, (b —
a)cP) is 1/np,. That is, F; can output é(aP, (b — a)cP) with probability
(e/n} nnanvs).

Fi’s running time is roughly the same as Fy’s running time plus the time taken
to respond to Fy’s oracle queries. Neglect operations other than pairing and
scalar multiplication in (G1,+), the total running time is bounded with T +
(5M + 3é)nys + (2M + 1é)na + (np, +ng)M as required.

Theorem 3. For input P,aP,bP,cP € G1, suppose there is a Turing machine
My, which outputs é(P, P)**=®¢ with probability €, in a time bound T. Then
from My, we can construct a Turing machine My which outputs é(P, P)*¢ on

input of any given P,aP,bP,cP € G% with probability €* in expected time 2T'.
Proof. From M, we can construct a Turing machine My as follows:

1. My’s input is P,aP,bP,cP € G}.
2. My runs M; with input P,aP,bP,cP. If My outputs & = é(P, P)*=@),
then goto the next step.
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3. My runs M; with input P, —aP, bP, cP. If M; outputs & = é(P, P)(-®)(b+a)e,
then goto the next step.
4. M computes and outputs y = (£, /&)@~ 1/2,

Obviously, v = (é(P, P)?e¢)(a=1)/2 = ¢(P, P)ab¢. That is, in expected time 27,
M can output é(P, P)**? with success probability £3.

With Theorem 2 and Theorem 3, we can get our conclusion. That is, the ID-
VESS is OPA-ACMISA under the hardness assumption of BDHP in the random
oracle model.

5 Conclusion

This paper proposes an efficient ID-based verifiably encrypted signature scheme,
which we called ID-VESS, based on the ID-based signature scheme due to F.Hess
[3]. Our new scheme can be proven to be secure with the hardness assumption
of the bilinear Diffie-Hellman problem in the random oracle model. Our new
scheme is an entirely ID-based scheme, which provides an efficient primitive for
building fair exchange protocols in ID-based public key cryptosystem.
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Abstract. Key escrow is an inherent disadvantage for traditional ID-based
cryptosystem, i.e., the dishonest PKG can forge the signature of any user. On
the other hand, the user can deny the signature actually signed by him/herself.
To avoid the key escrow problem, we present an ID-based signature scheme
without trusted Private Key Generator (PKG). We also presented the exact
proof of security to demonstrate that our scheme is secure against existential
forgery on adaptively chosen messages and ID attacks assuming the complexity
of Computational Diffie-Hellman (CDH) problem. Compared with other signa-
ture schemes, the proposed scheme is more efficient.

1 Introduction

In a traditional Public Key Cryptosystem (PKC), the association between a user's
identity and his public key is obtained through a digital certificate issued by a Certifi-
cation Authority (CA). The CA checks the credentials of a user before issuing a cer-
tificate to him. To simplify the certificate management process, Shamir [1] introduced
the concept of ID-based cryptosystem in 1984, which allowed for a user’s identity
information such as his name, IP address, telephone number, email address, etc. to
serve as his public key. Such a public key is clearly bound to the user, and doesn’t
need a certificate to indicate the legitimate owning relation between the key and the
user. Compared with the traditional certificate-based cryptography, the main advan-
tage of ID-based cryptography is to reduce largely the amount of computation and
memory requirements for certificate management. Hence, after Shamir’s initial work
several practical identity based signature schemes [4,5,8,9,10] have been constructed.
However, those schemes confronted with an open problem in constructing ID-based
signature scheme from bilinear pairings, “key escrow”.

Key escrow is a fatal disadvantage for ID-based cryptosystem, which leads its only
to be applicable to small close environments. This problem results from the fact that
the PKG generates private keys for users. Namely, the PKG inevitably has users’
private keys. It is brought two problems to ID-based cryptosystem. Firstly, the PKG
can impersonate any user to sign any message as their wish. Secondly, the user can
deny the signature actually signed by him/her because s/he can indict that the PKG
also forges the signature of any user. In recent years, researchers have been trying to
solve the key escrow problem to allow for ID-based cryptography to be used in open

D. Feng, D. Lin, and M. Yung (Eds.): CISC 2005, LNCS 3822, pp. 53 -62, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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environments. Sattam et al. [2] introduced the concept of certificateless public key
encryption (CL-PKE) scheme from bilinear pairing, which avoids the inherent escrow
of ID-based cryptography and yet which does not require certificates to guarantee the
authenticity of public keys. Similarly to [2], Gentry [3] proposed certificate-based
encryption avoiding the inherent problems “key escrow” in ID-based Encryption
(IBE). In [13], Dae Hyun Yum provided a generic secure construction of a certificate-
less signature and presented an extended construction whose trust level is the same as
that of a traditional public key signature scheme. Avoiding “key escrow” problem in
encryption scheme is preventing the PKG from knowing the message encrypted by
the user, but in signature scheme is impeding the PKG to forge the signature signed
by any user. For this purpose, Chen, Zhang and Kin [5] presented ID-based signature
scheme from parings to solve the key escrow problem and extended their scheme to
apply in group signature. However, we think their scheme is less efficient and have no
exact security proof. The discussion of [5] will be presented below.

In the paper we propose an ID-based signature scheme without trusted PKG. There
still needs a PKG in our scheme to generate the private key of the user. However, the
private key embeds some particular information chosen by the user. If the dishonest
PKG impersonate an honest user to sign a message, the user can provide this particu-
lar information to verify the dishonest of the PKG. Because the PKG is no longer
treated as a trusted party, so we must present the exact secure proof in two cases:
forgery with no participation of PKG and forgery with participation of PKG. The
conclusion of our analysis on security is that our scheme is secure against existential
forgery on adaptively chosen message and ID attacks assuming the complexity of
Computational Diffie-Hellman (CDH) problem. Compared with Chen’s signature
schemes, we think proposed scheme is more efficient.

The rest of paper is organized as follows: The next section contains some prelimi-
naries. Our scheme is proposed in Section 3. We present the secure proof in Section 4
and efficiency in Section 5. Finally, Section 6 concludes our paper.

2 Preliminaries
2.1 Bilinear Pairing and Gap Diffie-Hellman Groups

Let G, be a cyclic group generated by P, whose order is a prime p, and G, be a

cyclic multiplicative group of the same order p . The discrete logarithm problems in
both G, and G, is hard. Let e: G, XG, — G, be a pairing which satisfies the fol-
lowing properties:

1. Bilinear:e(F, + P,,0Q) = e(P,Q)e(P,,Q) and e(aP,bQ) =e(P, o)

2. Non-degenerate: there exists P,Q € G,, such that e(P,Q) #1;

3. Computability: There is an efficient algorithm to compute e(P,Q) for all
P,QegG,.
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Definition 1. Given a generator P of a group G and a 3-tuple (aP,bP,cP), the
Decisional Diffie-Hellman problem (DDH problem) is to decide whether ¢ = ab .

Definition 2. Given a generator P of a group G, (P,aP,bP,cP) is defined as a
valid Diffie-Hellman tuple if ¢ = ab .

Definition 3. Given a generator P of a group G and a random triple
(P,aP,bP), the Computational Diffie-Hellman problem (CDH problem) is to com-

pute abP.

Definition 4. If G is a group such that DDH problem can be solved in polynomial
time but no probabilistic algorithm can solve CDH problem with non-negligible ad-

vantage within polynomial time, then we call G a Gap Diffie-Hellman (GDH) group.

We assume the existence of a bilinear map e: G, XG, — G, that one can solve

Decisional Diffie-Hellman Problem (DDH problem) in polynomial time.

2.2 Security Model of ID-Based Signature Schemes

We consider the following security model, which is acceptable as a standard model of
security for ID-based signature schemes. An ID-based signature scheme consists of
four algorithms: Setup, Extract, Sign, and Verify. An ID-based signature scheme is
secure against existential forgery on adaptively chosen message and ID attacks if no
polynomial time algorithm A has a non-negligible advantage against a challenger C in
the following game [4]:

1. C runs Setup of the scheme. The resulting system parameters are given to A.

2. A issues the following queries as he wants:

Hash function query. C computes the value of the hash function for the requested
input and sends the value to A.

Extract query. Given an identity ID, C returns the private key corresponding to /D
that is obtained by running Extract.

Sign query. Given an identity /D and a message m, C returns a signature that is ob-
tained by running Sign.

3. A outputs (ID",m’, "), where ID’ is an identity, m’ is a message, and Jd isa

signature, such that /D" and (ID’,m’) are not equal to the inputs of any query to

Extract and Sign, respectively. A wins the game if O is a valid signature of m’ for
ID" .
3 Proposed ID-Based Signature Scheme Without Trusted PKG

In this section we present new ID-based signature scheme. Let G, be a Gap Diffie-

Hellman group of prime order g, G, be a cyclic multiplicative group of the same
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order g . A bilinear pairings is a map e : G, XG, — G, . Define two cryptographic
hash functions H, : {0,1}" G, = G,, H, :{0,1} XZ,xG, - G,.

Setup:

PKG chooses a random § €, Z; as master key and sets P, =sP as the public
key. The public parameters of the systems are
params :{q,G,,G,,e(s»),P,P , . H ,H,}.

Extract:

1. A user sends his/her identity ID to the PKG and authenticates himself to the PKG.
2. The user chooses a random ¥ €, Z; as his long-term secret key and sends
R =rP to the PKG.

3. The PKG computes S,, =5Q,, = sH,(ID||T,R) and sends it to the user via a

secure channel, where T is the life span of the secret key 7 .

4. The user accepts private key pair (S,,,7) and the public key ID .

D>
Sign:

To sign a message m using the secret key (S,,,7) corresponding to the identity

>
(public key) ID, the following steps are performed by the signer:

1. Choose a U € Z;
2. Compute V = H,(m,u, R)
3. Compute S =uS,, +rV

The signature O on the message m : & ={m,u,S,R, T}, which will be discussed
later.

Verify:

To verify a signature & = {m,u,S,R,T} of an identity ID on the message m , the
verifier does the following:

1. Compute Q,, = H,(ID||T,R)
2. Compute V = H,(m,u, R)

3. Accept the signature if and only if the equation e(S, P) =e(Q,,,P,,) e(V,R)
holds.
Trace:

In actually the dishonest PKG can impersonate a signature for an identity ID as fol-
lows:
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1. The PKG chooses a random 7 € R Z; , computes R =r'P and lets
Q,, =H,(ID||T,R’). This step means that the PKG can forge the user’s private

key (S7,,7) corresponding to identity ID. r"=r is a unlikely event.

2. The PKG then performs the above described sign protocol on a message m to
produce a valid signature & = {m,u’,S’,R’,T}, and the signature O passes the
verify protocol.

We note that the private key (S,,,7) grasped by the user is different from the private

key (S7,,7) used by the PKG to forge a signature O, because the PKG want to get

¥ (randomly chosen by the user) from 7P (the user sends to the PKG) they are con-
fronted with DLP.
The user can prove the dishonesty of the PKG by providing a “knowledge proof”

of his secret key (S,,,7) to an arbiter. If the equation
e(S, P)=e(H,(ID||T,rP),P,,) holds, ie. identity ID corresponds to rP

for a same period T, the arbiter deduces PKG dishonest because the private key S,
includes the master key §, which is only known by the PKG. So if the user can proof
the validation of their private key pair (S,,,7), then the PKG is dishonest. The proof

is similar to CA-based system in [7].

4 Security Proof

Many paper presented efficient security reduction from the Diffie-Hellman problem
to signature scheme [6, 8, 9, 10,11]. Our security reduction is slightly different be-
cause the PKG no longer is treated as a trusted party and the signer grasps two private

keys (5,5,
PKG and forgery with participation of PKG. Our secure proof presented below:

r). So we must discuss in two cases: forgery with no participation of

Case 1: Forgery with No Participation of PKG
In this case we assume that the PKG is a trusted parity so the forger F' cannot obtain
any signer’s secret key S, from the PKG. The signer also masters long-term private

key 7. We claim theorem below holds.

Theorem 1: In the random oracle model, if a probabilistic polynomial time (PPT)
forger F has an advantage € in forging a signature in an attack defined in section

2.2 when running in a time t and asking dy, queries to random oracles H,, dy,

queries to random oracles H,, q, queries to the key extraction oracle and g

queries to the signature oracle, then the CDHP can be solved with an advantage
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oo 7005y, ¥ au, +a5)+D/2
e(l1+q,)
within a time t' <t + 29y, + 45 +qy, +295)1, + (g5 + 1)1, where 1, is the time

of computing scalar multiplication in G1 , t, is the time to computing multi-

exponentiation in G,

Proof: Suppose the challenger C receives a random instance (P,aP,bP), denoted
by (P, A, B), of the CDHP and has to compute the value of abP , both a and b are

unknown to C. Let Ppub

using a PPT forger F. During the game, F will consult C for answers to the random

= A as a system overall public key. C solves the CDHP by

oracles H, and H,. Roughly speaking, these answers are randomly generated, but
to maintain the consistency and to avoid collision, C keeps two lists L, L, to store

the answers used. We assume F will ask for H| before ID is used in any other que-

ries. Now F performs a series of queries:

Queries on random oracle H 1 - When F asks queries on the hash values of identities,
C checks the list L, . If an entry for the query is found, the same answer will be given
to F; otherwise, C randomly chooses X € , Z; and computes R =rP <— xP . The

oracle input is (ID,R,T), where T is predetermined. C flips a coin D€ {0,1}
that yields O with probability & and 1 with probability 1—& . C then picks
Y€ Z; If D=0 then C returns yP as the value of the H,(ID||T,R) . If

D =1 then C returns yB . In both cases, C inserts a tuple (ID,R,T,D,x,y) ina

list L, to keep track of the way it answered the query.

Queries on key extraction: When F request the private key associated to an identity
ID, C recovers the corresponding (/D,R,T,D,x,y) from L, . If D=1 then C
outputs “failure” and aborts because it is unable to coherently answer the queries.
Otherwise, C returns pruh <— yAand x as a private key associated to ID.

Queries on random oracle H,: When F sends (ID,R,T,m,u) to the random ora-
cle C checks the corresponding list L, . If an entry for the query is found, the same
answer will be given to F. Otherwise, C randomly chooses Z € Z; , returns ZP as
the hash value to F and stores the tuple (ID,R,T,m,u,z) in L, .

Queries on signature: When F queries the signature oracle on a message m for an

identity /D, C randomly chooses X €, Z; , computes R=rP=xA<«xP,, .
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(ID,R,T) is the input of random oracle H | and return Q,, = H,(ID||T,R) as
hash value. It then chooses «, ,B,/lER Z; , lets u<¢<o and
S=uS,+rH,=pP,, < X . Then C stores the hash value
H,= r (S —usS,,) < x"(,BP—aQ,D) . The pair (u,S) is a valid signature
from the F’s point of view. C outputs “failure” and aborts when 7P (namely H ) or
H, is predefined for the input (/D,m,u) because selection on the value of 7 and

H, in signature queries is different from in queries on random oracle H, or H,.

Eventually, F output a signature & = {m’,u’,S’, R’,T} of identity ID”, and then C
recovers the truple (ID",R’,T,D"). 1f D" =0 then C outputs “failure” and aborts.
If D’=1 then C find out the entry of (ID",R’,T,H)) with overwhelming prob-
ability.
Hence, Noted that Q,,, = y'B and H, = 7'P in the list L, and L,, X, y,Z is
known for C. So it also knows that:
e(S',P)=e(Q,y, A)" e(H;,x'P)

o e(S'-XH;, P)=e(Q,,,A)"

S e(S’-xX'H,,P)=e(’y'B, A)

o e(S'-xX'H,, P)=e(u’y'abP, P)
According to the non-generation of  bilinear pairings, C  gets
abP = u'y)"'(§’=x'z/P) , which is the solution of CDH instance
(P,aP,bP) .In signature queries the probability of C’s abort is at most
45 (qy, + 4y, + 95 )/Zk . A conflict on H, is at most ¢ (g, + ¢ )/Zk , because
the list L, stores at most dyu, T4 entries. In the same way, the conflict on H| is at

most gqy / 2% . While the probability for F to output a valid forge signature with-

out asking the corresponding H , query is at most 1/ 2k

Similar to the analysis in [6], the probability of failure in query on key extract is
0’ . The probability that C does not abort during the forge step is 1— ¢ . Therefore,
the probability that C does not fail in the game is 0% (1—0). This value is maxi-
mized at 50[” =1- 1/ (g, +1) . Using 50[” , the probability that C does not abort is at

least 1/ e(1+g,) . Eventually, it comes that C’s advantage is at most:
€= (q5(qy, +4y, +45)+1)/2"
e(l1+q;,)
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Case 2: Forgery with Participation of PKG

In this case, the PKG is not a trusted parity, so the forger F' can obtain any signer’s
long-term public key 7P and secret key S, from the PKG. Therefore, the signer
only master private key 7. For a valid signature S =S8, +S§, =uS,, +rV , the
forger can compute S, =uS,, and V' while we declaim that the forger cannot out-
put S, =rV =rH,(m,u,R) with non-negligible probability. This kind of signa-
ture is similar to [12], We consider the following game as [5] defined:

Queries on oracle H| and key extraction are deleted because F knows the accurate
secret key S, and long-term public key 7P . F can make queries on oracle H, and
signature queries at most ¢ ,>4s times respectively. For simplicity we only discuss
the forgery on §, . Assumed that the input of i-th (1<i < qu) query is (m,,u, R)
and then F gets the corresponding signature S,.. Finally, F outputs a new signature

(m,,S,;). We say that the adversary wins the game if 7P is not queried. Now we

present a concise security proof similar to [5]:

An algorithm A executes an adaptively chosen message attack to our scheme with a
non-negligible probability. We can construct an algorithm B as follows:

- Chooses an integer x € {1,2,.. s, } . Define Sign(H,(m.,u,R))=S,,.

- For i =1, 2,...,qS2 , B responds to A’s queries to H, and Sign, while for
I =x, B replaces m_ with m .

- A outputs (m, S;)

- If m"=m and the signature S, is valid, B outputs (m,u,R,S,) ; otherwise,
outputs “failure”.

Note that X is randomly chosen, A knows nothing from the queries result. Also,
since H, is a random oracle, the probability that the output of A is valid without
query of H, is 1/2k . Let H,(m,u,R)=aP , we obtain S, =raP from

(P,rP,aP) , which means that we solved CDH problem. Actually, from the result

of [12], we also can deduce that the probability of the adversary can successfully
forge a valid partial signature is negligible.

5 Efficiency

Chen’s scheme [5] compare with our proposed scheme is showed in Table 1. We
consider the time-exhausting operations. Ga denotes the cost of point addition over
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G,. Gm denotes the cost of point scalar multiplication over G,. Za denotes the
cost of addition over Z, . Zm denotes the cost of multiplication over Z . H ; de-
notes the cost of hash function which hash {0,1}* into G, and H , denotes the cost

of hash function which hash {0,1}* into Z , - € denotes the cost of pairing

operation.
Table 1. Comparison with Chen’s Scheme
Phase Chen’s scheme Our scheme
Sign 3Gm+Ga+Za+H;+H, 2Gm+Ga+H,
Verify Gm+Ga+2H;+H,+4e Gm+H +3e

From the Table 1, we draw a conclusion that the computational costs of our
scheme are lower than previous scheme in the phase of “sign” and “verify”.

Moreover, the length of the signature of proposed scheme is shorter than the
Chen’s scheme. Except the necessary information, such as {m,R(rP),T}, the signa-

ture of our scheme includes an element of Z; and an element of Gl . On the contrary,

Chen’s signature includes three elements of G,. So our scheme is more suitable to

low-bandwidth communication and cabined storage space environments. The short
length of the proposed signature makes the cryptosystem much more practical.

6 Conclusion

Assumed that the PKG is no longer a trusted party, we present an ID-based signature
scheme to solve the inherent problem in ID-based cryptosystem, key escrow. More-
over, we demonstrate that our scheme is secure against existential forgery on adap-
tively chosen message and /D attacks assuming the complexity of Computational
Diffie-Hellman (CDH) problem. Basing on our proposed signature scheme, we can
furthermore construct group or ring signature scheme eliminating the problem of key
€SCIOW.
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Abstract. The formal analysis of cryptographic protocols has firmly developed
into a comprehensive body of knowledge, building on a wide variety of formal-
isms and treating a diverse range of security properties, foremost of which is
authentication. The formal specification of authentication has long been a sub-
ject of examination. In this paper, we discuss the use of correspondence to for-
mally specify authentication and focus on Schneider’s use of signal events in
CSP to specify authentication. The purpose of this effort is to strengthen this
formalism further. We develop a formal structure for these events and use them
to specify a general authentication property. We then develop specifications for
recentness and injectivity as sub-properties, and use them to refine authentica-
tion further. Our work is motivated by the desire to effectively analyse and ex-
press security properties in formal terms, so as to make them precise and clear.

1 Introduction

Schneider [14] uses the process algebra Communicating Sequential Processes (CSP)
[6] to model cryptographic protocols. The protocol participants are modelled as inde-
pendent processes, interacting with each other by exchanging messages. Different
roles are modelled as different processes, for example, initiator, responder and server.
The use of CSP to model this type of parallel message-passing distributed system has
many advantages. The model captures the precise specifications of a cryptographic
protocol and is extensible as different aspects of protocol modelling can be included.
Schneider [14] takes advantage of this feature and introduces additional control events
to help in the analysis. These events, called signals, are introduced in the model in
terms of protocol participants and messages. Signals are used to express security
properties, especially authentication, which is central to our discussion.

The purpose of this paper is to investigate further into this formalism and
strengthen it. We develop the structure of signals and their use within protocol model-
ling, and use them in CSP trace specifications to express authentication along with
further notions of recentness and injectivity.

Our work is motivated by the desire to effectively analyse and express authentica-
tion properties in formal terms, so as to make them more precise and clear [3]. Further
motivation is provided by Meadows [9], who notes the significance of the specifica-
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tion of requirements for formal cryptographic protocol analysis, and suggests three
important characteristics for expressing such requirements: they must be firstly, ex-
pressive enough to specify useful security properties, secondly, unambiguous and
finally, “easy to read and write”. In this paper, we present an approach that attempts
to satisfy these characteristics.

The rest of this paper is organised as follows. Section 2 discusses the trace seman-
tics in CSP in detail relevant to our usage in this paper. Section 3 discusses corre-
spondence with respect to authentication. Section 4 presents our main contribution
where we formalise a structure for signal events to specify properties such as authen-
tication, with recentness and injectivity. The Needham-Schroeder-Lowe [8] protocol
is presented, in Section 4.4, as an example of how to use these signal events. Section
5 concludes the paper.

2 CSP Trace Specifications

In this section we briefly go over the trace semantics in CSP. While we discuss this
notation in detail relevant to our usage in this paper, we take for granted the reader’s
basic knowledge of CSP and its use by Schneider [13,14] to model security protocols;
in-depth treatments of CSP are provided by Roscoe [11], Schneider [15] and Ryan, et
al [12].

The trace semantics in CSP allows us to capture the sequence of events performed
by a communicating process as a trace and then use the trace to model the behaviour
of the process. A trace is a sequence of events #r. A sequence fr is a trace of a process
P if some execution of P performs exactly that sequence of events. This is denoted as
tr € traces(P), where traces(P) is the set of all possible traces of P. An example of a
trace could be {(a, b) where event a is performed followed by event b, whereas () is an
empty trace. A concatenation of two traces tr; and tr, is written as tr; ™ tr,, which is
the sequence of events in #r; followed by the sequence of events in fr,. A trace tr of
the form (a)”tr' expresses event a followed by 7/, the remainder of the trace. A prefix
tr' of tr is denoted ' < tr. The length #tr of a trace is the number of elements that it
contains so that for example, #(a,b,d) = 3. The projection operation, tr | A, is the
maximal subsequence of ¢, all of whose events are drawn from a set of events A.

Schneider [13] uses trace semantics to specify security properties for protocols as
trace specifications. This is done by defining a predicate on traces and checking
whether every trace of a process satisfies the specification. For a process P and a
predicate S, P satisfies S if S(zr) holds for every trace tr of P. More formally, P sat S
& V tr e traces(P) o S(tr).

3 Authentication by Correspondence

The notion of signals is inspired by Woo and Lam’s [17] use of correspondence asser-
tions to specify authentication. This section describes the notion of correspondence
and its relationship with the property of authentication.

We define the notion of correspondence as, for some A and B, if a participant A ini-
tiates communication with a corresponding participant B then the correspondence
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property requires B to have taken part in the communication and indeed been A’s
correspondent. The idea is used to make explicit a participant’s involvement (role) in
their run of the protocol with respect to the involvement of a corresponding partici-
pant and, therefore, a basis on which the “authenticated-to-authenticator” relationship
between the two participants of an authentication protocol is formally expressed.

Authentication is an important security property provided by a family of crypto-
graphic protocols, aptly named authentication protocols. The goal of such protocols is
to allow communicating parties to confirm (to varying extent) each other’s identities
over a public network. There are many attempts at formally defining authentication
protocols and expressing their goals in various terms [1], [2], [7]. Over the years,
correspondence has emerged as “the concept of choice” [4] for analysing and verify-
ing such authentication goals.

If the goal of an authentication protocol is for A to authenticate B, then B is re-
quired to play its intended role in the protocol. While we use correspondence to ex-
press A and B’s involvement in a protocol run, it merely serves as a means to establish
the involvement of participants in protocol runs. For the purpose of authentication,
however, we need to formally express the often subtle requirements such as a partici-
pant’s engagement in the correct sequence of events, i.e. message-exchanges, along
with an agreement on a set of data values and/or the number of executed runs between
the participants. Consequently, proving correspondence for a protocol seldom proves
the authentication goals of a protocol.

The use of correspondence to specify authentication was first attempted by Woo
and Lam [20]. They describe correspondence in terms of the participants in an authen-
tication protocol as “when an authenticating principal finishes its part of the protocol,
the authenticated principal must have been present and participated in its part of the
protocol”. Woo and Lam [17] introduced the notion of correspondence assertions as
formal instruments to express authentication, defined with respect to protocol execu-
tions. A correspondence assertion, using the operator ‘G’ which is read as “is pre-
ceded by”, is expressed as (B, EndRespond(A)) G (A, Beginlnit(B)).

The above assertion states the requirement for a protocol with two participants A
(initiator) and B (responder), where the construct (B, EndRespond(A)) represents a
successful end of B’s response with A and (A, BeginlInit(B)) represents A’s beginning
of initiating a protocol run with B. The assertion effectively states that B’s successful
response to A has to be preceded by A’s corresponding intent to run the protocol with
B. These constructs can be used to specify further details of a protocol, such as any
cryptographic keys or data being used or communicated, providing a very simple
basis for specifying authentication goals of a protocol (See Gordon and Jeffrey’s
typing approach [5] as an example that makes use of correspondence assertions to
specify authentication).

4 Signal Events in CSP

Schneider [14] makes use of correspondence while expressing authentication in terms
of trace specifications. The style of expression and the use formal instruments is very
similar to that of Woo and Lam’s correspondence assertions above. For an authentica-
tion protocol, Schneider’s [14] uses signal events of the form Running and Commit to
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express the progressive stages of the protocol on behalf of the participants. If two
protocol participants A and B are running in parallel, where A is trying to authenticate
B, the signal Commit.A.B indicates A’s authentication of B and Running.B.A indicates
B’s involvement in the run with A. The authentication property is then expressed as
whenever Commit.A.B appears in a trace fr of this system, the corresponding Run-
ning.B.A signal appears beforehand.

In this section, we introduce Schneider’s use in [14] of signal events and demon-
strate their use to specify authentication by correspondence. We then proceed to for-
malise the structure of these events and their use within the protocol modelling in
CSP.

We formalise a general definition of authentication as a trace specification. We as-
sume a System that comprises of a protocol with two participants A and B running in
parallel

System =A || B

where tr is some trace of the System, tr € traces(System). We then formalise authenti-
cation in Definition 1

Definition 1.
Authentication_A_to_B(tr) = tr' » (Commit.A.B) < tr = (Running.B.A) in tr'

To express B’s authentication of A, we simply use Commit.B.A to indicate B’s au-
thentication of A and Running.A.B to indicate A’s involvement in the run with B. The
System is said to satisfy Authentication_A_to_B if all its traces satisfy the trace speci-
fication above

System sat Authentication_A_to_B <
Y tr € traces(System) ® Authentication_A_to_B(tr)

4.1 Formalising Signal Structure

This section focuses on signals such as Commit.B.A and makes explicit the structures
of such signals and the role each part of the signal plays.

A signal event is introduced within a participant’s modelled protocol run; the in-
formation articulated by the signal is with respect to that participant at that particular
stage in the protocol run. In terms of concurrent processes, a signal is strictly local to
a process; so it cannot include any information that a participant has not observed or
engaged in up to the point the signal is introduced. We divide a signal event into two
distinct parts, Event and the Data, and formally express it as

Event.Data
The Event part is a member of a set of events denoted by EVENT
Event € EVENT

where { Running, Commit, Begin_Run} C EVENT

The Running event indicates that a participant is in a state of execution with per-
haps further parameters relevant to that execution defined in the Data part of the
signal. The Commit event indicates the participant’s state of agreement regarding
some particular execution, details of which are defined in the Data part. The
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Begin_Run event indicates the start of a protocol run. The set EVENT however is not
limited to these three events and more events could be added if required for the pur-
pose of analysis. While the Event part of the signal signifies the type of occurrence of
the signal, the Data part simply states the information that is strictly relevant to the
occurrence.

The Data part of the signal consists of various types of information, such as identi-
fiers for protocol participants, freshly-generated random numbers called nonces and
cryptographic keys. The Data part indicates the event participants and any critical
information relevant to the event and the property being expressed (for example, the
nonce being used as part of the challenge and response mechanism in an authentica-
tion protocol).

We formalise a set A of atoms that will be part of the protocol message space and,
hence, can be included in the Data part. Consider the set of participant identities on
the network to be U, the set of nonces used by the participants in protocol runs as N,
the set of timestamps used by all participants as 7 and a set of encryption keys used as
KC. The set of all such atoms is .A, where atoms are defined as A =L/ U N U TU K.

We divide Data into two distinct parts. The first part indicates the identities of pos-
sible protocol participants while the second part specifies any data such as nonces
used within the protocol run, shared or distributed keys that are being used in this
involvement or even identities of participants. We write the concatenation of these
elements as Data = u;.u,.d, such that u;, u, C U and d C A. The structure of the
entire signal can now be unfolded to Event.u;.u,.d

The order of elements u; and u, is such that the participant process(es) in which the
signal is introduced is listed first, as u,, followed by the participant(s) it is intention-
ally running the protocol with, as u,. The assertion of the signal with respect to par-
ticipant processes clarifies the nature of the property being specified.

We define the elements u; and u, as subsets of U to accommodate specifications
which indicate the involvement of a group of participants. So, for example, the signal
Running.{A}.{B,C} indicates A’s run with participants B and C. If only one participant
is stated, we will overload the notation and write the singleton set without any brack-
ets, such that the signal Running.A.B indicates A’s run with B. We do not imply any
strict order for the placing of nonces (or other data) in the data part d of signals.

For properties where no (or only one) participant is specified, we indicate the
anonymous identity by using a general symbol u. So, for example, Running.B.u indi-
cates B’s run with a participant whose identity B is not aware of.

4.2 Signals to Specify Recentness

Recentness is an important property often discussed in the context of authentication
(and key establishment) protocols. This property is critical to cryptographic protocols
as the use of cryptography serves as means of providing some form of trust between
protocol participants. This trust, however, may be valid for some limited time after
which it may not hold. Consider the one-step protocol shown in Figure 1 for example.
The protocol allows A to authenticate itself to B by just signing B’s identity and send-
ing it to B. At a later stage, when an intruder replays the old message to B to convince
it of A’s authenticity, B is misled into authenticating A. Since the protocol provides no
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indication on the recentness of A’s run, the goal of the protocol is defeated. Due to the
very nature of such a trust (subject to deception and manipulation by an intruder in an
open environment), it needs to be inextricably tied with some notion of time in the
sense of being previous or recent. In this section, we use signal events to specify re-
centness and express recentness in the context of authentication.

A B
Running.A.B
<_ _________
[ {Blsieu _
Commit.B..
old
Recent E
—{B}siga -
| Commit.B.A
N >
\

Fig. 1. The problem of recentness

For a protocol to satisfy the property of recentness, we assume that it already satis-
fies Definition 1, that is to say, for every Commit event that occurs a corresponding
Running event precedes it. We consider the entire protocol sequence from the per-
spective of the current run (a complete single run as intended by the protocol de-
signer) and any signals that are modelled are only meaningful for this run; any
Running or Commit events, for example, occur in this current run. We consider a run
to be previous to a current run if it has started before the current run has started. It
may or may not have finished before the current has started (so they may overlap).

We introduce an extra signal event, Begin_Run, to differentiate between the previ-
ous and current run of a protocol. The data part of this signal could include the names
of the participants such as A, B, etc. and any other data values used during this run
such as a nonce or a timestamp, which acts as a recentness indicator. The signal is
used to mark the start of a current run and is the very first event to appear in the trace
of this run; any other signal or communication event occurs following this event. The
event is (usually) placed in the initiator’s run since the very first protocol message
naturally appears in an initiator’s run.

Now, any Commit events that are modelled as part of this protocol are preceded by
the corresponding Running events. The property of recentness requires that if a par-
ticipant A commits to a protocol run with a participant B, then B has taken part in the
run recently. Since A commits to a current run of the protocol, it requires that B has
taken part in the current run as well. While the current run has only started after the
Begin_Run event, the recentness property requires B’s Running event to be preceded
by Begin_Run. We build on the general definition of authentication in Definition 1
and formalise recent authentication in Definition 2 below
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Definition 2.
Recent_Authentication_A_to_B(tr) = Authentication_A_to_B(tr)
A try N (Running.B.A) < tr = (Begin_Run.A.B) in tr
In the definition above, the corresponding Running.B.A event precedes every
Commit.A.B event and a corresponding Begin_Run.A.B event precedes every Run-

ning.B.A event, indicating that the Running.B.A event occurs after the start of the
current run.

A B

old Begin_Run.B.A.]Xg

Recent
. Ny — |
Running. A.B.Ny [
< _____________
\fBN},
P 5L VB sigd
v Commit.B.A.Ng

Fig. 2. Modelling recentness using the Begin_Run event

To demonstrate our modelling of recentness, consider the simple protocol shown in
Figure 2 above. The protocol lets B send a fresh nonce N to A, who responds by
signing the nonce along with B’s identity and sending it back to B. B is assured that A
has only responded after B has sent Ny out to A. We place a Begin_Run.B.A.Np signal
to indicate the start of this run by B. For B, it acts as a recentness indicator for A’s
response, as A could not have possibly replied before this event.

Note that Definition 2 does not restrict Commit.A.B to appear only once for every
Running.B.A prior to it. So it is possible for A to authenticate B more than once while
B has only run the protocol once. We deal with this issue in the following section. The
property provided by Definition 2, however, is still useful. Due to the use of Be-
gin_Run.A.B, if A does authenticate B more than once, A is still assured that B has run
the protocol recently. This models precisely the nature of authentication provided by
many protocols that use timestamps to serve as a measure of recentness. These proto-
cols are designed so that an authenticator accepts a message (containing a timestamp)
within an acceptable window (length of time during which the message is deemed to
be recent). If so, then it is possible that an authenticating message from the authenti-
catee is replayed to the authenticator several times during the acceptable window. As
soon as the window expires, however, the authenticator declines any such message to
be recent; an example of this is available in [16].

Our approach to recentness is comparable to Lowe’s earlier work [7] on specifying
recentness. We focus on a single protocol run and use a signal event to mark the start
of a recent run. Lowe, on the other hand, uses a unique signal Begin.ds [7] to mark the
start of every run between two participants, where ds indicates the involved partici-
pants such as A and B, along with an extra field for a run identifier. The run identifier
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(assigned «, (3, etc.) is used to associate the corresponding Begin and Commit signals
with every run. Lowe uses this signal to specify the runs of the involved participants
such that they ought to overlap during execution. If the runs of the participants satisfy
this overlapping then the recentness of a participant’s run is verified. This approach of
overlapping runs however may not always hold true; a participant may finish its run
of the protocol while the other participant may not even have started by that stage,
which is possible in protocols that use trusted servers. Lowe gets around this by sug-
gesting that a server’s run may overlap both participants’ run, one followed by an-
other; there may still be limitations where more than one server is involved as Lowe
highlights [7].

4.3 Signals to Specify Injectivity

The notion of injectivity, as described by Lowe [7], requires every run of an authenti-
cator to correspond to a unique run of the authenticatee. This implies a one-to-one
relationship between the runs of the protocol participants. This property is particularly
useful for key distribution and establishment as fresh session keys are attributed to
each run of the protocol.

Observe that Definition 1 and 2 require a Commit event to be preceded by a  Run-
ning event but they do not require every Commit event to be preceded by a unique
Running event. Consequently, we may have more than one Commit event for a single
Running event. An authenticatee may run the protocol only once but the authenticator
may authenticate that run more than once.

To specify injectivity in trace specifications, we require each Commit signal to be
preceded by a corresponding Running signal. The number of Running signals is
strictly equal to or more than the number of corresponding Commit signals. We build
further on Definition 1 and formalise injective authentication in Definition 3 below

Definition 3.
Injective_Authentication_A_to_B(tr) = Authentication_A_to_B(tr)
A #(tr| Running.B.A) > #(tr] Commit.A.B)

The above property ensures that every time A authenticates B, B has taken part in a
run with A. Observe that the converse is not true, that is to say, B may have attempted
to run the protocol with A more times than A has successfully authenticated B.

4.4 Placing Signals

Constructing and placing a signal within a protocol model clearly depends on the
nature of the relationship that is being analysed. We use the Needham-Schroeder-
Lowe (NSL) protocol as an example to demonstrate the use of signals. It is a good
example as it provides both recentness and injectivity along with authentication to
both participants.

The NSL protocol was originally presented by Needham and Schroeder [10]. It
was later found to have a flaw by Lowe [8] who suggested an amendment, hence the
name. The amended protocol is informally specified in Figure 3 below
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Fig. 3. Needham-Schroeder-Lowe protocol

The goal of the protocol is to authenticate A to B and B to A. A initiates the proto-
col by sending to B its own identity concatenated with a nonce N, and encrypted with
B’s public key. Once B receives the message, it is aware of A and its nonce N,. B
responds by generating a nonce Njp, concatenating it with N, and its own identity,
encrypting it under A’s public key and sending it back to A. Once A finds the nonce
N, in B’s response, it successfully authenticates B. A finally sends back B’s nonce Np
encrypted under B’s public key. Upon receipt of this, B successfully authenticates A.
The complete execution of the protocol is shown in Figure 4 below.

A B
Begin_ Run.A.B.N,
< ______________
—— {ANi} s Begin_Run.B.A.Ng
[ )
Running.B‘A.NBJ;/A
Running.A.B.N+. Ny <« NaNpBjpa
( ..............

______________ — Ny
B pkB —_— Commit.B.A.Ng.N4
-------------- >

Fig. 4. Complete execution of the NSL protocol

We have placed the signal events in the protocol specification in Figure 4. We have
used six signal events, each of which we will explain in detail below in the order as
they appear.

Begin_Run.A.B.N,. The signal indicates the initiation of the protocol on behalf of A
with B. We use nonce N, to identify this particular run on A’s behalf and also to act as
a recentness indicator for A’s authentication of B.

Begin_Run.B.A.Ng. The signal indicates the start of the response from B to A, after it
receives the first message from A. The nonce Nj is not only mentioned as a unique
identifier for this run of B, but also as a recentness indicator for B’s authentication
of A.

Running.B.A.Np.N,. This signal is important for A’s authentication of B. At this
stage, B is in possession of all the information that it needs to respond to A: A’s iden-
tity, A’s nonce N4 and B’s own nonce N. We put Ny before N, in terms of order, only
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to show that it is generated by B and therefore more relevant to it. We do the same for
N, in A’s signals.

Running.A.B.N,.Ng. This signal corresponds to the Running signal in B’s run. It is
only after receiving B’s response to the first message that A reaches a stage where it
has all the information it needs for this protocol, particularly B’s nonce Np.

Commit.A.B.N,.Np. B’s response also allows A to authenticate B: this signal indicates
the successful authentication event. A is assured that B has received its nonce N, and
responded. A can also guarantee B’s choice of the nonce N for this run.

Commit.B.A.Ng.N,4. The protocol run is completed by A sending the last message to
B. Once B receives the last message, it is assured that A is in possession of the nonce
Njp and has agreed upon it, allowing B to authenticate A: this signal indicates the suc-
cessful authentication event and corresponds to A’s Commit event.

Note that both Commit events mention both nonces N4 and Np. This is significant
for injectivity as we assume both participants use fresh nonces and therefore both A
and B would always take part in a unique run to authenticate each other every time
they do so. The protocol has two authentication goals and we will now use these sig-
nals to specify each of the goals as separate trace specifications.

Definition 4 specifies A’s authentication of B. The first line specifies the actual au-
thentication of B to A, where the signals provide useful detail in terms of the data
agreed by both. Note that the Running signal shows B’s awareness of the identity of
the initiator A. The following line specifies the recentness of this authentication where
B could have only used the nonce N, after A had sent out the nonce to B hence, B’s
response could not possibly have been sent out any earlier. The final line insists on
the one-to-one relationship between A and B’s protocol runs such that the number of
Running events have to be at least as many as the number of Commit events — the
uniqueness of each of the nonces used by A and B, provide this one-to-one
relationship.

Definition 4.
NSL_A_authenticate_B(tr) =
tr' N (Commit.A.B.Ny.Np) < tr = (Running.B.A.Ng.N,) in tr'

A trg ™ (Running.B.A.Np.N,) < tr = (Begin_Run.A.B.N,) in try

A #(tr | Running.B.A.Ng.N,) > #(tr | Commit.A.B.N4.Np)

Definition 5 specifies B’s authentication of A. The first line specifies the actual au-
thentication of A to B, followed by the recentness and injectivity conditions. This
property is entirely symmetrical to A’s authentication of B.

Definition 5.
NSL_B_authenticate_A(tr) =
tr' N {Commit.B.A.Ng.N,) < tr = (Running.A.B.N,.Ng) in tr'
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A trg N (Running.A.B.N4.Ng) < tr = (Begin_Run.B.A.Np) in tr,

A #(tr | Running.A.B.N,.Ng) > #(tr | Commit.B.A.Ng.N,)

The NSL protocol is a good example where authentication is achieved in a strong
form, that is, it provides recentness and injectivity to both participants. Note that the
use of a fresh nonce by each participant to provide these properties inherently pro-
vides agreement on data (nonces) as well, making this protocol feasible for key
derivation.

In terms of authentication goals, observe how signals demonstrate the progressive
nature of such a protocol and makes explicit how the protocol steps contribute to its
goals.

5 Conclusion

In this paper we have developed the notion of signal events, introduced in [14], to
make their structure clearer and, at the same time, flexible to accommodate finer no-
tions of authentication in protocols.

We have demonstrated the usefulness of signal events as formal instruments to ex-
press the different flavours of authentication, including recentness and injectivity and,
used the NSL protocol as an example. A further example of the use of signal events to
specify authentication properties for a basic version of Kerberos can be found in [16].

It is interesting to see how formal attempts at defining authentication bring to the
surface the subtle variations that exist between related concepts of authentication. We
have attempted to highlight some of these diversities using signal events. The main
contribution of this paper, however, is the development of a formal approach that is
capable of embracing variations of authentication and makes our understanding of the
property clearer, while satisfying the three characteristics of expressiveness, unambi-
guity and simplicity identified by Meadows [9] for such an approach (as discussed in
Section 1).
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Abstract. Many security and privacy protocols for RFID systems have
been proposed [7] [12] [6] [11]. In most cases these protocols are evalu-
ated in terms of security based on some model. Here we describe several
of the security requirements that are needed in an RFID system and
model these requirements. They include privacy of tag data, privacy of
ownership, integrity of tag data, and availability of tag identity. We also
construct less restrictive versions of many of these models to reflect the
security needed for some less security-intensive RFID applications and
compare them to existing models.

1 Introduction

Security models play an important role, for they provide tools which allows us
to measure the security offered by protocols. Often models are developed as an
immediate response to evaluate a protocol. The construction of the model could
actually borrow parameters and ideas from the protocol that inspired the devel-
opment of the model. Clearly security would benefit if there was a disconnect
between the development of models and the development of protocols. Further,
protocols are often developed for specific applications and may require several
security services, thus requiring several security models. Consequently, indepen-
dent development of a set of security models is essential. More important, RFID
systems are utilized for economical reasons, the cost of the tags plays an im-
portant role in why the tags can be pervasively implemented. These tags have
limited resources, one may be intending to use them as low-cost solutions for a
low-cost problems. On the other hand, an RFID system may be used in high-
security problems like anti-counterfeiting, pharmaceutical integrity, etc. Many
of these applications require a high-level of security. The point is that the ap-
plication often will dictate the security level. So the best models would allow us
to adjust the security parameters to fit our needs. Further, an RFID system has
a specific set of security vulnerabilities and so the models should address these
vulnerabilities. There has already been a discussion concerning the technology
for future RFID tags [14], some of these tags will provide greater functionality.
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Such tags will have greater range and slightly more resources. If manufactur-
ing costs can be contained then we may find that these tags will be utilized
within applications that are more mainstream, applications that will affect the
consumer (bearer of the tags). Such applications will be much more sensitive
and will require greater security services such as confidentiality, integrity and
authentication and it will be even more important to protect the privacy of
the consumer. In this paper we describe a set of security requirements that are
needed in an RFID system and model these requirements. They include pri-
vacy of tag data, privacy of ownership, integrity of tag data, and availability of
tag identity.

2 Security Requirements

Generally, current and future RFID applications require one or more of the
following of services which we have grouped into three categories: remote identi-
fication (tracking/tracing), authentication (anti-counterfeit) and data collection
(sensor). Three security service groups are described as follows:

Remote Identification. It refers to systems for which when a reader inter-
rogates a tag for the identity and property information of the item this tag is
associated with. The reader wants to remotely identify the item by querying the
tag. Examples include: inventory management, distribution, in-store detection,
automatic check out, stream-line monitor, Smart House, port inspection, etc.

Authentication. This is one of the basic tracking functions but applications in
this category emphasize the need for authenticity of the identity that the RFID
tag reports. It refers to systems where the reader interrogates a tag for verifying
the information of the item. The reader may already know the information but
may not be sure about its authenticity. Examples of applications include RFID-
enabled banknotes, pharmaceutical products, ID cards, passports, certificates.

Data Collection. It refers to systems for which when a reader interrogates a
tag, updated data is collected from the item. In this category, the reader al-
ready knows the item and previous data but wants to monitor the change in the
data. Examples include product quality control, advertising notification, security
alarm, sensors.

Applications, as discussed above, indicate some of the functional goals that
use RFID technology. However, simply integrating RFID technology into some
of these applications will not ensure that the needed services are provided ad-
equately, because many RFID systems operate in unknown or untrusted en-
vironments, for which adversaries motivated by different purposes may attack
the system. Some attacks may cause tags to return wrong information to read-
ers. Some will block readers from hearing tags. Further, attackers may attempt
to hide within a group of authorized users in an attempt to eavesdrop private
information. Privacy is an issue that could hinder the wider use of RFID. Pri-
vacy problems could arise in RFID applications involving banknotes, medicines,
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cloths, etc. where tags are permanently activated. In such situations if common
items are tagged and actively queried in the mainstream, those parties that pos-
sess the tagged items will have their privacy compromised. To ensure a wider use
of RFID technology, security must be included into any design of applications. In
some systems one must make sure the communication between tags and readers
is confidential and authenticated, in other systems the information in provided
by the tags needs to be authenticated and in other systems the access (read or
write) to the RFID systems, including tags, readers and other related equipment
should be classified against unauthorized parties. The goals of security, privacy,
and performance are contradictory in many ways. The requirements for each
application are different and it is hard to find a one-fits-all security model for all
RFID systems. In some specific applications, the level of security that is required
may need to be as strong as the security required in a networked computing sys-
tem. How to implement RFID services together with necessary levels of security
when designing a protocol becomes a complex problem.

A significant amount of research has focused on the security protocols for
various RFID applications. Juels proposed an simple password scheme against
cloning tag in [8]. Juels also provided a pseudonym throttling authentication
protocol in [7]. Ranasinghe et al. [13] discussed the use of cryptography to solve
RFID problems. Feldhofer [6] [5] proposed to use symmetric key encryption to
provide authentication solutions. Ohkubo [12] suggested a hash based protocol
and Avoine [2] improved its scalability. The Blocking scheme in [10] and kill
tag method [1] are other approaches. Some secure RFID solutions for future
applications have been developed: [9] proposed a security model and a protocol
for RFID enabled Euro banknotes, [4] presented a model of the lifecycle of RFID
tags used in the retail sector and a solution through zero-knowledge protocols,
and [11] focused on the security in RFID library systems.

With many RFID protocols already designed, a question arises is how to
evaluate those protocols. i.e. whether those protocols provide exactly the security
as required. To solve this problem, we should first model RFID systems and
define those security services for them. Many of the above authors provided a
model to evaluate their protocol. The problem is that the protocol tends to be
based for a specific application and the model often reflect this.

3 Formal Definitions

In this section, we describe mathematical models for several security services
affected by or needing RFID technology. Our security models are constructed
with access groups (authorization) in mind. Adversaries are considered as parties
(readers) performing operations that they are not authorized for. Such opera-
tions can be: interleaving RF communication, querying a tag (impersonating
an authorized reader), responding a reader (impersonating a valid tag), tam-
pering a tag physically or performing DOS attacks by any means. Interleaving
and querying is modeled as RF signals an adversary obtained from listening RF
signals in communication. Adversaries may initiate a session or intercept a ses-
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sion. We consider cloning, disguising or tampering tag problem as an integrity
problem. Integrity also deals with the problem for readers to authenticate tags.
In our model, we required that an authorized reader will be able to determine
the authenticity of tags with a high probability. For an authorized party, the tag
should always be available to be identified.

In an applied RFID system, since a tag’s resources are limited, it is unfair
and impractical to require tags to defend against adversaries with unlimited re-
sources. In our RFID security models, security requirements are conditioned on
tag resources and an assumed bound on the adversarial resources as well. We
assume adversaries have limited accesses to a tag and computational powers,
which are represented by parameters that differ from applications. Our defini-
tions are used to model an RFID system requiring security based on a resource
constrained adversary.

We now consider a model for a general remote identification system. We use
the term item to represent a physical object that will be remotely identified.
It can be money, medicine or cloths. It is the authentic individual information,
such as identification number, name, origin, property, distribution pedigree, etc.
It is conceptual and physically unalterable. A Toshiba laptop M45-S355 is an ex-
ample. Even if someone alters the manufacturer identification on its label or tag
to be an IBM laptop T43, the item is still a Toshiba laptop M45-S355. Therefore
one’s goal is to track the authentic identity of an item. Tag is the concept used to
denote a labeling, it provides information about the item associating with it in
form of remote signals. Identity is the remote identification information for which
the queried tag responds with. Reader is a device that receives some/none/all
information transmitted from a tag. When a reader queries a tag, the informa-
tion revealed is the identity but not the item. Authorized party is a group of
people or organizations that are granted certain permissions to access the iden-
tity of an item from remote access. Since any individual in a party accesses a tag
through a reader, the reader represents and implements the authorization of its
user. For integrity, some data can only be modified by authorized parties, and
parties authorized for some tags should be able to recognize the authenticity of
this data.

Channel is the source that a tag uses to send information. There are two in-
formation channels: public and secret. The two channels are designed to deliver
data such that when both channels of information are collected by an authorized
party, it provides the desired authenticated identity. The information that the
channels provide will vary depending on the authorization group (authorized or
unauthorized) that the reader belongs to. Informally, we characterize this as a
“view” of signals. Given the same channel of the tag at the same time, read-
ers in different authorized groups may have different views of it. We make no
formal requirement as to how information is delivered via the secret channel, it
could take many forms, for example it could take the form of a ciphertext, or
it could take the form of a physical communication that is not available with-
out secret key. In addition to the two remote RF channels of information, the
reader could obtain additional information from a third channel when commu-
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nicating with the tag. For example, the location where the signal is received.
The content of this information has a level of uncertainty and varies depending
on the situational-aspects of the communication. We define the environmental
channel as the channel that delivers side information about the tagged item and
we will assume that environmental channel itself reveals little information that
one can use for identification. Remember that our focus is to construct models
to analyze security protocols that are used over remote communication. If the
environmental channel alone has provided enough information for identification,
it would be meaningless to analyze the security of the protocol as used over the
two remote channels. Although the environmental channel exists and can pro-
vide identification in real world applications, we carefully construct our models
so they do not criticize protocols (during their evaluation) which only yield in-
formation where the source comes solely from the environmental channel. The
mathematical model is probabilistic. Some variables are defined as follows:

I is a random variable of the identity of a tagged item. It represents any or all
of the data pertaining to the tagged item (representation depends on the
application).

© is a random variable of the information received from an access to the tagged
item. It is a tuple of information from three channels < U, V,W >. U is the
variable representing the remote information received from a public chan-
nel. V represents remote information received from a secret channel. The
environment channel W is usually omitted if it is not explicitly discussed.

7T the set of all possible tagged items

AR; the set of parties authorized to obtain the true identity information of item
1€1

For the identification security model, a suitable level of integrity is assumed.

Therefore tag data is authenticated and trusted to represent the identity of the

physical item. There is no need to distinguish the terms “item” and “identity”.

We say that a protocol is able to identify an item from the tag if the proto-

col provides identification of the tag from the remote information. Ideally, if a

protocol provides the reader the ability to recognize the item with a probability

near 1 given the correct remote information and near 0 given the incorrect in-
formation, we would consider this identification protocol reliable and accurate.

In our definition, we use § =< u,v > to represent the correct information of

item 4, where u belongs to variable U in tuple © and v to V. We use 6’ to rep-

resent an incorrect information of i. The first equation defines the availability of
identification and the second defines the correctness in the ideal situation. It is
modeled after perfect secrecy.

Definition 1 (Perfect Identification of tag Identity (PII)). A protocol
satisfies PII has the property that:

1. a party is able to identify an item i given its correct tag information,
Pr(I=1i©@=0)=1 and

2. a party cannot identify i given the incorrect tag information ¢,
Pr(I=il©@=60)=0
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In real world applications, perfect identification will most likely not exist be-
cause several factors affect the probability. Hardware failure, inconsistent power
supplies, or transmission errors may cause a reader to accept or reject a tag
incorrectly. The probability in the first equation defines the tolerance of tag ac-
ceptance errors and the one in the second equation defines the tolerance of tag
rejection errors. For RFID applications, the tolerance in the model can be ad-
justed to fit different requirements. This will be discussed in Section 4. On the
other hand, the perfect identification model is not sufficient to describe many
applications. Security conditions should be added. Perfect identification is the
first step for constructing the other definitions that are needed. One of them is
authorized identification. In remote tracking systems, the security services are
provided for authorized parties. Intuitively, it means two things: one is that only
a certain group of authorized readers are able to remotely recognize the identity
of an item correctly. Another is that unauthorized readers are given so little in-
formation about the item that they cannot distinguish it from others remotely.
Obviously an authorized reader should be able to identify an item with perfect
identification. But given an unauthorized reader, the remote information should
not provide any information that improves the chance of identification better
than guessing the identity of the item. You can always guess an item based on
your knowledge but the remote information should not provide any help. The sec-
ond part of the definition of perfect authorized identification is required so that
an unauthorized reader cannot identify an item better than guessing even when
provided a history. The “history” is a finite collection of pairs of information
and results obtained from prior remote accesses! of a party. For simplicity, we
assume that the membership of a reader does not change in one history. A more
complex model of various membership history will be discussed in future work.

7(-) is a set representing the history information for a party. It consists of finite
number of tuples {< O(-), J(-) >}*. J(-) represents the result obtained from
access the channel O(-) 2. It is the set of data of the identification information
and maintains that J(-) € Z.

A secure protocol will depend on history. If an adversary has unbounded accesses
to RFID tags, it may be impractical to expect that the protocol is impervious
to attacks. The following definition consists of two parts. The first part states
that authorized parties possess perfect identification. It requires availability and
correctness for identification. The second states that the remote information
does not improve the identification of tag identification for an unauthorized
party. It defines the adversary advantage for identification, i.e. the likelihood

! The access may be such that another party is actually making the query and this
party is merely eavesdropping.

2 In the history, O(-) will be represented using all three channels because past results
may be determined together with the information from the environmental channel as
well. Although we do not have assumption that W channel contains no identification
information over past accesses. But we have that assumption thus do not consider
that channel for the current access.
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that one can identify the item with remote information will be the same as
without the remote information. Otherwise, the party is able to identify it. The
history here is n(-) = {< 61(-),71(-) >, < 02(-),752(-) >,..., < Ok(-), 5u(-) >}
We write ()| = k to be the size of history. The size of history is a security
parameter. We should point out that our Definition 2 only considers adversaries
whose access history is bounded by x (here k is a nonnegative integer). That
is, if a given protocol allows an unauthorized adversary to be able to identify
the tag identification using a history of length x or less, then that protocol vio-
lates our model. However, if the number of history accesses exceeds k, then the
model is indifferent to whether such adversaries should be able to identify the
tag identification.

Definition 2 (Authorized PII with x-history (xAPII)). A protocol satis-
fies k APII provided that:

1. If « is an authorized party of item i, then a has perfect identification of i.
Pr(I=il@=0,ac AR;) =1, and Pr(I =i|®@ =0, a € AR;) =0

2. for any party o which is NOT an authorized party of i, whenever «’s access
history n(a) satisfies that |n(a)| < kK, then « does not have better chance to
identify the item i given any 0" that is not a correct signal of any tag that party
« is authorized for,
Pr(I =il© =0"n(a),a ¢ AR;) =Pr(I =i|n(a),a ¢ AR;)

Equation 2., from the above definition, implies that the probability that party a
can identify 7 will not improve given the current RF channel access. Furthermore
this equation addresses the ability of « to use prior accesses to mine informa-
tion. We know that history may help identification, since history includes the
knowledge you possess. Basically, a protocol cannot control the source of previ-
ous knowledge. Because history includes the environmental channel, the result
(identification) may be obtained through social engineering. The model is con-
structed so that it will evaluate the security of a protocol based on the present
channel not how history will help identification.

In the case of Kk = 0, an adversary is assumed to memorize no previous tag
accesses. Observe that a statically encrypted ciphertext transmitted from a tag
will be secure enough to prevent tracking in the sense that the adversary cannot
compare any previous ciphertexts to the current one. Under this model, even
if the ciphertext does not change, the encryption will appear like a one-time-
pad to an adversary. In another model, if we set x > 0, then a protocol secure
in this model must withstand an adversary who is allowed to have x record-
able previous accesses. We must make sure that any encryption algorithm we
choose to encrypt the tag should be secure against chosen ciphertext attack of
k ciphertext-plaintext pairs, or an adversary will have a chance to break the
encryption after acquired a history of x length. Usually, the history size in the
model should be set to be higher, if the mobility of tags is lower where a reader
has more chances to access the same tag. The history size can be safely lowered,
if tags have much greater mobility than a reader, since the reader is less likely
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to encounter the same tag again. The point is that if the application requires
stronger privacy of tag identification, then one should increase the x parameter.
In many applications, we are not only concerned with the information con-
cerning a single item that an unauthorized party can gather from an access, but
we are also concerned with whether this adversarial party can distinguish two
items without necessarily identifying their identities. Remember if an authorized
party can distinguish item ¢ from others, then it is a serious violation of privacy.
Indistinguishability is an important security property when we analyze applica-
tions. It is derived directly from the definition of authorized identification.

Definition 3 (Indistinguishability of tag Identity with x-history (kIN
DI)). A protocol satisfies KINDI provided that: for any party o whose access
history n(a) satisfies that |n(a)| < k, if « is an unauthorized party for items 1
and i’, then o cannot distinguish item i from i’.

Vi' e Z,Pr(I = i'|0 = 0,n(a),a ¢ AR; UAR;)
=Pr(I =iIn(a),a ¢ AR; UAR;)

Theorem 1. If a protocol satisfies kAPII then it satisfies kKINDI

In an application, some side information is itself enough to violate bearer privacy.
Attacks on the confidentiality of bearers could be unauthorized tracking of either
an bearer or transaction between two bearers (depending on if the bearer of the
tag has just changed). To understand the problem of tracking, one should first
consider the identification of a bearer.

O is a random variable as the bearer of item 4.
O is a set of all bearers or owners.

A bearer’s information may be available to the adversary in two possible ways.

I. One way is that the bearer information is included as part of the tag identifica-
tion information. Remember that identification information i, as we have defined
earlier, is a set of all data pertaining to a tagged item. Thus, in this case, the
security /privacy of the bearer has already incorporated into the analysis of the
perfect identification of tag information. For this case, the bearer o of i should
satisfy the following equation as a precondition which implies the incorporation
of bearer’s information in the identification information.

Pr(I =) <Pr(O =o)

II. The second way is such that the bearer is not included as part of the tag iden-
tification. Thus, the bearer’s information is obtained from RF channels together
with the environmental channel. It is possible that the bearer may be derived
totally from environmental channel as a social engineering attack. Since the se-
curity model will be used to measure the effectiveness of a protocol, the model
should reflect the violation of the privacy of a bearer due to the use of both
RF and environmental channels. However, a protocol cannot prevent a stand
alone successful social engineering attack. Thus in this second case, we assume
the environmental channel only provides partial information about the bearer
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but not all. The party is able to get information from channels 6 =< u,v,w >
(this includes the environmental channel w, on condition that the environmental
channel only provides partial information about the bearers). To this end

Yo € 0,0 < Pr(O =00 =<w >n(a),a ¢ AR;) < 1.

Observe our use of @ =< w >, this implies that the only channel used is the
environmental channel, i.e. one is only being provided information from the en-
vironmental channel.

Definition 4 ( API of tag Bearers with s-history (xkAPIB)). A protocol
satisfies kAPIB provided that:

1. all parties o authorized for item i have perfect identification of bearers o.
Pr(O=90@=0,a € AR;) =1 and Pr(O =0|®@ =0',a € AR;) =0

2. all parties o« NOT authorized for item i whose access history n(a) satisfies
that |n(a)| < &, should not have better chance to identify the item i, given
any 0" =< u” V", w” > that is not a correct information of any tag the party
authorized for,

Pr(O = 0|0 = 6", n(a),a ¢ AR;)
=Pr(0 =0|@ =< " >,n(a),a ¢ AR;)

One can define Indistinguishability of Tag Bearers with x-history (<INDB), much
like we defined Indistinguishability of Tag Identity with s-history (<kINDI). Due
to limited space, we omit the formal definition.

Tags normally used today are read-only but many of today’s tags have write
capabilities. We should consider the integrity whenever a protocol requires modi-
fications on a tag like in privacy protecting anti-counterfeiting protocol Squealing
Euros [9]. Modifications on the tag is a modification on the tag data. Tag data
is the raw format of information stored at the physical tag memory.

Terms defined above are represented more formally in our model as:

AW; the set of parties authorized to modify some data of tagged item 4.
T; is tag data of item 1.

7; is the set of all possible tag data T;.

B; is an operation on tag data T;. B; is set of operations on a tag data B;.

AUTH is set of all authentic tags, tags whose tag data can be authenticated.

Any protocol that modifies the data on a tag should only allow the modification if
it is performed in an authorized manner by an appropriate modification function.
This is a function that whenever it is utilized, guarantees that the data that
maintains its integrity. Modification is a function that uses three inputs: current
tag data, operation and authorization. Tag data is the data in the tag before the
modification. Operation defines how the tag data is to be modified. Authorization
is the authorized group of the party who wishes to perform the modification.

Definition 5 (Modification Function). The modification function fas is de-
fined as the mapping far : T; x B; x AW, — 7T,.
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If the input data and authorization are valid for the requested operation, then the
tag data can be modified in prescribed way. If it is not, then the modification
function does not allow any change. Note that authorization here determines
whether a party has the write permission on this tag.

A tag T; may experience many modifications during the course of its life. We
denote Mrp, =< my,ma,...,m, > as the sequence of modification history states
of T;. my is the state before the xth modification. A state m, = (t;,bs, )
reflects the three inputs of the modification function where ¢, € 7; and b, € B5;,
and ay is the party attempting to modify the tag. Modifying a tag results in
a transfer from the current tag state to the tag data of the next one. One
should interpret that modifying a tag by using the modification function is a
valid modification and it will not lose integrity. Any physical modification of
the tag, which is not supported by the modification function is interpreted as
unauthentic, and characterize the tag as “dirty”. But we allow operations that
clean dirty tags, much like an accountant can rectify an arithmetic error in
the books. Informally, a tag is authentic given that: there exists a sequence of
states (tag data, operation and party authorization) starting from an authentic
original state, such that the modification function, successively applied, results
in an “clean” state.

Definition 6 (Authentic tag data). Given tag data T' of modification history
My, T is authentic if there exists a subsequence < Mg, , Mgy, ..., My, >E Mr
where 1 <xy <--- <xp=n and fpn(ma,;) = ta,,, (notice that in the definition
of authentic, the subsequence must conclude with the current state of the tag, i.e.
xp=mn). WesayT € AUTH.

For any application that allows modification, there are two possible criterions
concerning integrity to consider: first, how well does it protect against unau-
thorized modification and second, does it allow an authorized party to detect
unauthorized modification. Most remote identification systems can be attacked
physically and so it is difficult to maintain the first criteria. We focus our defini-
tion of integrity on the second criteria. That is, we our definition of integrity is
based on whether the protocol supports that any authorized party « of a tagged
item ¢ will be able to distinguish an authentic tag from a non-authentic tag given
correct remote signals 0 =< u, v >.

Definition 7 (Perfect Integrity of tag Data (PID)). A protocol that sat-
1sfies PID provided that:

1. an authorized party a is able to recognize an authentic tag,

Pr(party a recognizes T as authentic|©® = 0, T € AUTH, oo € AR7) = 1
and
2. an authorized party o is able to recognize a fake tag,

Pr(party  recognizes T as authentic|© = 0, T & AUTH, oo € AR7) =0
The actual definition of what it means for ”a party to recognize a tag is authen-

tic” is dependent on the given protocol. For a greater discussion we refer the
reader to [18].
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4 Security Model for RFID Systems

RFID system imposes additional constraints on tracking. An RFID tag has phys-
ical limitations and application constraints. Some of these limitations will en-
hance the security but others will undermine it. It is not fair to require perfect
authorized identification and integrity for all RFID systems. One needs to con-
sider the RFID limitations, and incorporate the limitations within the definition
of security services for RFID. First we define:

Tag’s access limitation: ¢q(-) =< D, Bp(-) >

Dr the reader’s range (meters).

Br(+) resource bound for readers. It is a tuple, one for readability Rp(-), one
for writability W (+) and another for computational power Cy(+) (number
of gates). Readability is the maximal number of inquiries that a party is
allowed to utilize on a tag. Writability is the maximal size of memory that
a party is allowed to make to one tag. Voo € ARp, Rp(r) = 00, Chp(ar) =
00, Ya € AWr,Wy(a) = modifiable size for this party, Cy(a) = oo.
Otherwise Rp(«), Wy (), Cy(x) are some fixed value.

Tag’s resource: ¢y =< Pr,Cp, Mp >.

Pr the physical condition (boolean). ‘0’ means that it is physically unre-
moveable from the host item. ‘1’ means removeable.

Cr the computational power limitation (number of gates).

My the memory limitation (number of bits).

For most tags, Dy will be a few meters (often this limitation D7 is considered
to be a security mechanism that prevents eavesdropping). Pr is assumed to be
0. Cr is often limited to 400-4000 of gates (this hardly meets the requirements
to allow one to use symmetric key encryption). My is around 1Kbits.

Given a fixed tag, readers may access the tag in various conditions. We de-
fine reader’s access limitation as a tuple of distance and resources to one tag.
¢r(1) =< D,B(-) >. Our definition is satisfied whenever the reader’s access
limitation is smaller than tag’s. For authorized readers, their B will be always
smaller than Bp. However, for unauthorized readers, their B is some set of re-
sources that are mostly affected by money and time available to an adversary.
Due to the cost-limitation of tags, it is almost impossible to design a protocol
resistant to adversaries with unlimited resource.

In a real-world application, many other factors may affect the ability to rec-
ognize an item correctly, such as encryption errors, communication errors, and
hardware errors. However, if these errors occur with a small probability, then a
final decision would be correct according to an acceptable error rate. Define &
be the acceptable error tolerance for an authorized party to accept an incorrect
tag. Define € be the rejection error tolerance for an authorized party to reject a
correct tag. A system could still be considered secure, if the maximum advantage
an unauthorized party can gain to identify a tag is acceptably small. Define v to
be the maximal adversary advantage that an unauthorized party is allowed to
obtain to identify a tag correctly. 8, €, v are small nonnegative numbers between
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0 and 1 (including the endpoints), and the choice of these parameters depend on
the application. Our previous security models are now modified to incorporate
those parameters.

Suppose the tag of an item ¢ has limitations ¢7,(-) =< Dy, Bp(-) >, drs =<
Pp,Cp,Mp >. The party has a history n(a) = {< 01(a),71(a) >, < b2(a),
Jo(a) >,..., < Ok(), jr(a) >}

Definition 8 ((6,¢,v,x) RFID APII). An RFID protocol satisfies (6,€,7, k)
APII provided that:

1. an authorized party o of item i has perfect identification.

Pr(I =i|0 =0 ¢.(a) < ¢ra(a), ¢rs,a € AR;) > 1 -6
Pr(I =il@ =0, ¢,(a) < prale), ors, 0 € AR;) < €

2. for all parties o not authorized for item i whose access history n(«) satisfies
that |n(a)] < K, o does not have better chance to identify the item i, given 0"
that is mot a correct signal of any tag that party a is authorized for,

PT(I = Z‘@ = 0”3 77(0‘)3 ¢r(04) < ¢Ta(a)v ¢Ts>a ¢ ARZ)
<Pr(I =in(a),a ¢ AR;) +~

Similarly, indistinguishability of tag identity in RFID can be introduced, due to
space limitations we omit the definition.
We now consider the privacy of the bearer.

Definition 9 ((6,¢,v,x) RFID APIB). An RFID protocol satisfies (6,€,7, k)
APIB provided that:

1. an authorized party o of item i has perfect identification of bearers o.

Pr(0 = 0|0 = 0,¢,(a) < ¢ra(a), drs,a € AR;) > 16
Pr(0 = 0|0 =0, ¢r(a) < dpra(@), ¢7s, 0 € AR;) < €

2. for all parties o not authorized for item i whose access history n(«) satisfies
that |n(a)| < K, a does not have better chance to identify the bearer o, given
0" =< u” 0", w" > that is not a correct information of any tag that party o is
authorized for,

PT(O = 0|6 = 0//’77(0[), (rb’l"(a) < (ZSTa(O‘)v OTs, ¢ ARZ)
< Pr(0 =00 =<w" > n(a),a ¢ AR;) +~

Errors are usually caused by hardware failures, weak power supply, or poor
transmission. Low quality hardware of tags or readers, high mobility during
communication, electromagnetic noisy environment can all increase the error
rate. According to [16], tag read or write error rate may range from 0% in a
controlled environment to exceeding 5% in a non-controlled environment. On
the other hand, some protocols are probabilistic. i.e. They derive a correct result
with a certain probability. Error tolerance should vary depending on applications.
6 determines the error tolerance for tag acceptance. If a system is very restrictive
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in accepting tags correctly, then § should be set smaller in the model. € is the
error tolerance for rejection. If a system requires that rejection only occurs when
their is clear evidence of improper tag information then e would be smaller.
v is the security bound for adversary advantage. If a system requires higher
privacy, v should be reduced. The parameters in our model should be chosen
independently for each system and becomes a guideline that helps determine
the quality of hardware, communication environment and algorithm used in
protocols.

The following example demonstrates how to apply the apply parameter con-
figuration within our models to assess security of protocols. We assume, within
this example, that the hardware, software and all communications are 100%
reliable, since our immediate focus is to assess the security protocol only.

Example 1 (Password protection of tag data by authorized parties).

Suppose that the tag data is password protected. The problem is that
the password must be transmitted over the RF channel. There are sev-
eral possible ways to handle this. (i) First suppose that the transmission
is made over an unencrypted channel. (ii) Second, suppose we encrypt
the channel using a fixed channel key, which is delivered securely to all
authorized parties. (iii) Third, suppose that during manufacturing, the
manufacturer has prestored k keys, and that the order of the keys order
has been set. When the tag is queried with a encrypted password, it will
use the current key and then will toggle the next key to be set as the
current key.

Clearly Example 1-(i) does not satisfy (0,0,0,0)APII since the password is trans-
mitted in the clear. This is a common mechanism that is used today, the argu-
ment for its use is that the Dp distance in ¢p,, is limited, thus eavesdropping is
limited. For example, suppose that an application has been analyzed, and due to
the mobility of the tags, authorized readers and the distance Dp, the protocol
designers have modeled the probability that an unauthorized reader will be able
to get within D7 communication distance between an authorized reader and tag
to be g1. Then the protocol satisfies (0,0, g1,0,0)APII. Example 1-(ii) will vio-
late (0,0,0,0)APIB since the key is fixed. Consequently the encrypted password
forms a static ciphertext that allows the tracing of the bearer. The analysis for
Example 1-(iii) is slightly more complex than the above. If one assumes that an
adversary has stored x accesses where k > k and one assumes that the accesses
are such that each of the prestored keys weree equally likely then clearly this
protocol would violate (0,0,0,x)APIB. For the case where k satisfies 0 < k < k,
and again one assumes that each of the k keys were equally likely to be accessed
as the current key, then clearly we would still violate (0,0,0,x)APIB. This pro-
tocol would only satisfy the security model of (0,0,7v,x)APIB where - is suitably
large enough.

More examples are provided in the extended version of this paper [19].
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5 Previous Work and Comparison

Juels developed models for authentication security and privacy in [7]. Ohkubo et
al [12] proposed two security requirements for RFID systems: indistinguishability
and forward security. Avoine defined existential and universal untraceability un-
der five kinds of oracle access modes [3] and derived logical implications among
them. In some ways Juels’ models, Ohkubo’s models, Avoine’s models and our
models are very similar, but they are different in many aspects like building
blocks, adversary assumptions and security services provided. We will briefly
compare and discuss the merits of each work in this section.

Juels’ model focuses on defining the advantage of adversaries in tag authen-
tication and privacy attacks. Similarly, Ohkubo’s model also defines the advan-
tage of adversaries in indistinguishability and forward security. Their work all
focus on finding the adversary advantage of various security problems. However,
definitions in our model cover availability, integrity and confidentiality services
that are needed in a RFID protocol. The security goal in Juels’, Ohkubo’s and
Avoine’s models are to reduce the advantage of the adversaries to be as low as
possible. But our model suggests setting security parameters for specific appli-
cations. Moreover, Juels’ and Ohkubo’s models were constructed closely to their
protocols [7] and [12]), respectively. In Juels’ models, some parameters in the
models are borrowed from his protocol. In contrast, we constructed our models
directly from analyzing security services required in a remote identification sys-
tem (RFID system is a instance) rather than from any current protocol. Avoine’s
model is constructed from a broader picture of untraceability as well. His model
has been applied on many existing protocols from a neutral point of view. Ad-
versary assumptions in four models are similar. Access to RF channels and tag
memory are both considered. But Juels’, Ohkubo’s and Avoine’s models do not
include the integrity attacks on modifiable tags nor DOS attacks, which are
included in our model. Also our model considers multiple authorization party
accesses and the relationship between adversaries and tags are more complex.
A more detailed comparision will be provided in the extended version of this
paper [19].

6 Conclusion

We have discussed the necessary security requirements that current and future
RFID systems will need. The security requirements for RFID include: availabil-
ity of identity information, integrity of tag data, privacy of tag information and
privacy of ownership. In order to evaluate whether an RFID application pro-
tocol provides the necessary security requirements one measures the protocol
against the necessary model. In this work we have developed security models for
each of the necessary requirements. The models that we have developed included
models for identification, integrity, and perfect identification for tag identity and
ownership. Satisfying these models provide services that include confidentiality,
integrity and availability. In addition to constructing strong versions of these
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models, we have constructed versions of many of these models which have less-
restrictive requirements, and these models have been developed with security
parameters that can be adjusted to fit the application. These models may be
more practical for the security within an RFID systems, which use limited re-
source tags that are low-cost in an application where security needs are not as
great. Future work will focus on developing a less restrictive model for integrity
that can be used in RFID applications whose integrity requirements are not as
strict.
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Abstract. We propose a system which allows users to monitor how their
email addresses are used and how they spread over the Internet. This
protects the privacy of the user and can reduce the SPAM phenomenon.
Our solution does not require changes to the email infrastructure, can be
set up by the end user on an individual basis and is compatible with any
email client as long as emails are centralized on a server (e.g. an IMAP
server). Nevertheless, it requires that people use email messaging quite
differently.

1 Towards a Fair Competition Between Humans and
Robots

Anyone can send an email to a given address (which is just a simple string)
at basically no cost. Those strings used to be systematically exchanged until
robots collected them automatically in every public electronic discussion forum
and used them for spamming. That is why today “poor” human users have to
face armies of well trained robots which are launched by associations of hackers
and spammers. This situation is obviously unfair.

Current counter-spam solutions are based on one of the following techniques.

Deterministic filters using well configured rules.

— Filters based on artificial intelligence or evolutionary processes (which learn
to recognize regular email senders).

— Collaborative filtering, e.g. by polling or Bayesian methods.

Charging policies to render sending emails less cheap.

— More interactive protocols to prove that an email sender is a real sender.

The last two approaches require changes to the current email infrastructure.
The first one is obviously limited and the second one leads to false positive and
false negative alerts. The third one only works in the case where spam is sent to
a large number of email users within the same community. All approaches are
eventually defeated by spammers.

On a separate subject, web page addresses — URLs — are widely exchanged,
anyone can access a URL for free, but the HT'TP server (a kind of a robot itself)
can monitor which (human) client is requesting which URL by using cookies.
Indeed, cookies are a privacy threat to legitimate (human) web surfers. So it
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seems that machines have powerful audit tools at their disposal which could
be used by humans as well. Actually, cookie-like strings could be a solution to
strengthen the privacy of email addresses. Indeed, by appending a string (that
we actually call a token), we can monitor how email addresses spread.

Here is a typical scenario. A user Alice would like to receive emails from
another user Bob, so she gives him her email address together with a private
token. Incoming emails using this token and not coming from Bob’s address can
simply be ignored. If a spammer manages to intercept the token and spoof emails
as coming from Bob, Alice can easily deactivate the token. Another case is when
Bob abuses his privilege to send emails to Alice by sending unsolicited emails.
Alice can deactivate the token as well.

In this paper we present an application called XToken! which is a first step
towards implementing the solution described above. In Section 3 we explain the
various possible tokens. Section 4 tells how an email sender should first get a
token by using a token distributor. Then Section 5 presents a signature-based
alternative which works provided that all users use it. Finally Section 6 proposes
an agenda on how to deploy this solution and discusses how spammers may
recycle their activities.

2 Previous Works

In recent years a lot of different proposals have been made to defeat spam but
none of them proved to be a panacea so far. In addition to that not all proposals
have yet been implemented on a larger scale. These include for example (non-
exhaustive list):

Filtering: Well-defined deterministic rules or Al techniques can be used to
identify unsolicited emails.

Domainkeys: This system uses public key cryptography to sign all messages
sent from a specific domain. The recipient can verify the signature by looking
up the public key using a DNS query. This system does not prevent abuse of
the email system but it makes tracking easier. Domainkeys was submitted
as a draft to the IETF [7].

Greylisting: Another technique which has been introduced recently with some
success is greylisting. The destination mail server will reject a message for
the first 5 minutes. The originating mail server will retry after about 15
minutes and will succeed the second time. The idea behind this technique is
that a spam software will not normally try to deliver a message more than
once but will move to the next address after a failed attempt. Greylisting
was first proposed in 2003 [8].

Micro-payments: This method tries to address the fact which makes spam
possible, namely the problem that the cost of sending millions of messages

! The application is distributed under the GNU General Public License and can be
downloaded from http://xtoken.sourceforge.net. A complete manual is available as
part of the distribution.
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is negligible with the current, widespread broadband technology. Micro-
payments would charge a small fee for every message sent, making it econom-
ically infeasible to send spam. Alternatively the price can be paid in terms
of computation resources, meaning the sender has to demonstrate that some
energy was spent in order to send the email [4].

Challenge-response: The so-called challenge-response mechanisms are a tech-
nique which has been known for quite some time though not necessarily in
relation to spam. Applied to email this means that in order to be able to
send a message to a recipient, a challenge has to be solved first. Because
this normally requires the exchange of three messages (request, challenge,
response + email) the concept of pre-challenges has been devised which al-
lows to send messages without requesting a challenge first. The idea is that
an already publicly known challenge (which changes periodically) has to be
solved to be able to send a message. This reduces the number of required
messages between recipient and sender to one like in normal email [6].

SPA: A concept proposed by John Ioannidis from AT&T Labs called SPA
(Single-Purpose Address) [9] is in fact quite similar to the concept proposed
in this paper. The idea behind SPA is to encode a security policy into an
email address. This policy describes the acceptable use of the address and
is enforced by the receiver of the message (because the sender cannot be
trusted). For a comparison of SPA and XToken see section 7.

Another often mentioned technology in relation to spam is captcha (Com-
pletely Automated Public Turing Test to Tell Computer and Humans Apart) [3].
It is not a technology to counter spam per se but nowadays it is often used to
prevent bots from accessing certain information or pages. The idea of captchas is
that they present a problem which is easy to solve for a human but very difficult
for a computer program. Captchas exist in different forms: they can contain a
transformed text on a special background, show different images together with
a semantic challenge or they can be based on audio.

Typical examples are web email providers which require the user to solve
a captcha when opening a new account to prevent spam bots from using the
service.

Captchas in themselves do not solve the problem of spam, but they can be
used as one part of a wider system as it will be explained below.

3 Fighting Spam Using XToken

3.1 The Token Concept

XToken uses little pieces of information (so-called tokens) to distinguish legit-
imate from unsolicited emails. Each user has a collection of tokens which he
can distribute to his friends and associates. They can include these tokens when
sending emails and thus mark them as legitimate (referred to as ”valid“ here-
after).
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The user can choose whether to create one token per person or send the same
token to several people. This is obviously a trade-off: One token per person
permits fine-grained control over who can send messages while increasing the
time needed for managing the tokens. To give one token to a group of people
reduces the management overhead but limits the resolution of control to the
whole group.

Technically a token is a combination of identifiers which references a token
stored on the local computer of the recipient. The length of a token is usually
between 6 and 9 bytes although to be able to transmit the token using the email
system it is encoded in base64 which increases the length to at least 8 bytes.
The base64 representation is then enclosed in ’$’ signs and added to a field in
the email message. Possible fields include the To:, CC: and the subject header.
A typical token looks as follows:

$DAdb12wD$

The easiest way to use a token received from a friend or associate is by including
it in the email address stored in the address book. An entry would then look like
this:

John Doe $DAdb12wD$ <john.doe@somedomain.net>
When writing an email message and selecting the address from the address book
the token will automatically be included in the message. Temporary tokens are
best included in the subject line like this:

Subject: Re: Your letter $DAdb12wD$

3.2 Token Types

XToken uses various types of tokens, each of which offers additional functionality.
At the moment there exist four types but new types can be added easily.

SimpleToken: This token can be bound to a specific email address. If the
token is received in an email message it is only valid if the sender address
matches the address specified when creating the token. It is also possible
to use the token without a bound address, in that case the token is always
valid, independent of who uses it.

DateToken: As the name implies, this token has a date associated and is con-
sidered valid only until the specified date. If the token is used after that date
it is considered invalid.

CounterToken: This type of token has an associated counter which is initial-
ized to an arbitrary number when creating the token. Each time the token
is received in an email message the counter is decremented until it reaches
zero. Once the counter has reached zero the token is no longer considered to
be valid.

DateCounterToken: The last token is a combination of a DateToken and a
CounterToken and contains a date and a counter. The token can be used
in two ways: Either it is valid until the specific date or until the counter
reaches zero or it can be valid until the specific date and until the counter
reaches zero.
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It is possible to add almost arbitrary functionality by adding new token types.
One idea could be to create a token which, if contained in an email, causes this
email to be sent to a mobile phone by text message. XToken already supports
for example sorting based on tokens, meaning that an email containing a specific
token gets automatically moved to a pre-defined IMAP folder.

Tokens can be revoked at any time, rendering them invalid immediately. This
is useful if a token has been compromised or should no longer be valid for some
other reason.

The XToken interface provides a dialog to manage the token database. The
dialog can be used to create, revoke and delete tokens and to display additional
information about existing tokens.

3.3 Using Tokens to Process Incoming Emails

XToken can be configured to treat incoming email messages in a multitude of
ways depending on whether a message contains a valid token (or a valid signa-
ture, see Section 5) or not. The possible actions include:

Move Valid Messages: In this mode XToken will move all messages con-
taining a valid token to a defined folder, separating them from unsolicited
messages.

Move Invalid Messages: When using this mode all invalid messages (i.e.
without a valid token) will be moved to a defined folder leaving only legiti-
mate messages in the inbox.

Flag Valid Messages: Instead of moving valid or invalid messages this mode
leaves all messages in the inbox but flags valid messages with the standard
IMAP flag \Flagged. Normally mail applications emphasize flagged mes-
sages somehow.

Concerning the technical implementation XToken behaves like a normal
IMAP client which can be run in parallel with any other IMAP client. It mon-
itors one or several IMAP mailboxes for incoming messages and handles them
according to the configuration (see Figure 1). As a consequence XToken need
not interact with the user’s favorite email client: it cleans the mailbox directly
on the IMAP server.

Mail _
Client [T
E.( IMAP )
>\ Server
XToken -<
IMAPService

Fig. 1. XToken monitors one or several IMAP mailboxes in parallel with existing mail
clients
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4 Token Distributor

When using tokens one of the difficulties is the distribution. Clearly it is infea-
sible to send a token to a person who might potentially send an email at some
time in the future. It is therefore necessary to implement mechanisms which
allow a person with a legitimate interest to obtain at least a temporary token.
It is important to note that all mechanisms described below introduce an addi-
tional hurdle when making first contact with a recipient. Possible mechanisms
to distribute tokens include:

— SMTP-based distributor: If someone wants to send a message he first sends a
specially crafted email to the recipient. An application (presumably XToken)
will intercept the message and automatically generate a response with a one-
time token (a token which can be used exactly once). The sender can then
include this token in the real message. This method is moderately resistant
against spam bots as it requires a valid return email address. When using
this method it probably makes sense to limit the number of tokens which
are generated for a specific email address in a given period of time (e.g. 1
token per hour or per day etc.).

— Web-based distributor: Instead of sending an email message the sender has to
fill in a web form (e.g. his name and email address) and an email containing
a one-time token will then be sent to the specified address. This mechanism
has the same resistance against spam bots as the distributor based on SMTP.
A rate-limiting feature would be useful here as well.

— Web-based distributor with captcha: To eliminate the need of sending email
messages one could imagine creating a script which directly generates and
displays a one-time token but is hidden behind a captcha. Thus only a human
can access the script and consequently the token. Unless some mechanism is
implemented to prevent the same person from accessing the script again and
again an attacker could generate an arbitrary number of tokens although at
considerable cost as it would have to be done manually.

— Combination of SMTP-based distributor and captcha: A captcha is sent by
email on request and the solution to the captcha is a one-time token. This
is basically a normal SMTP-based distributor but with an added layer of
security to prevent spam bots from using the distributor.

The disadvantage of the two web-based distributors is that a second mechanism
has to be implemented which transfers a copy of the generated tokens to the
computer of the recipient so that XToken will recognize the generated tokens
when someone uses them in an email. This transfer could be made by email but
then the messages would have to be authenticated to prevent spammers from
injecting invalid tokens.

5 Using Signed Emails

XToken also implements signatures as another mechanism to mark messages
as valid (if used consequently signatures completely replace tokens). While sig-
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natures need more effort for the initial set-up, once they are configured they
require less intervention than tokens. An important prerequisite though is that
both sender and recipient use XToken. On the other hand, when using tokens it
suffices if the recipient uses XToken.

The initial set-up when using signatures is more complicated for the following
reason: In order for XToken to be able to intercept and sign outgoing messages
they have to pass through XToken. This is achieved by using a local SMTP
proxy (see also below). The additional effort required by the user is that he has
to reconfigure his mail client so that outgoing emails pass through the local proxy.
He then also has to configure XToken so it knows to which SMTP server it has
to forward the signed emails. Although this reconfiguration is not particularly
difficult it does require some basic networking knowledge.

The idea of using signatures in XToken has some similarities with domainkeys
mentioned earlier. The main difference is that domainkeys work on whole do-
mains while XToken signatures work on individual email addresses. Furthermore,
while domainkeys have to be implemented by the system administrator of a spe-
cific domain, XToken signatures can be used by any end-user without being
dependent on his ISP.

A signature is calculated over several header fields to make it unique for each
message. [t is made with the private-key of the sender and then added to the
message together with the public-key which allows to verify the signature. For
performance reasons the body of the message is not signed. While it is true that
including the body when signing would increase the robustness of the signature,
the current scheme only needs to retrieve the headers from the server (for the
signature verification) which is a very efficient operation on an IMAP server. If
the body also had to be retrieved this could significantly degrade the performance
of the application, especially if a message contains attachments.

When a user receives a signed message XToken automatically retrieves the
public-key from the message and compares it to a list of locally stored public-
keys. If the key is not known the user is asked whether he wants to trust it and
the key is then added to the local list. If the user decides to trust the key any
subsequent message signed with this key will be considered valid.

Mail
Client
SMTP
>\ Server
SMTP
Proxy
localhost

Fig. 2. Outgoing messages are signed using a SMTP proxy
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If used consequently, signatures completely automate the process of sending
and receiving legitimate messages. The user only has to intervene when a message
with a new public-key is received.

The signature algorithm used in XToken is ECDSA (elliptic curve digital sig-
nature algorithm) [1, 2] because of the compactness of the keys and the generated
signatures, but any other standard signature scheme can be added.

Figure 2 illustrates how outgoing messages are signed using an SMTP proxy
running on the local computer.

6 A Proposed Deployment Agenda

In this section we propose an agenda to change the way a user uses email mes-
saging. Eventually, only solicited emails will arrive in his/her mailbox, but un-
expected emails from human beings can still be received at the additional cost
of human involvement.

1. The user distributes tokens and uses the flag action (legitimate emails get
flagged). He/she observes how XToken behaves.

2. As the user begins to trust XToken, invalid messages are moved to quarantine
in a specific folder. The user still regularly checks the folder but he/she is
no longer distracted by incoming spam.

3. The quarantine folder is less and less regularly checked. Emails are automat-
ically answered and removed after a while. The reply includes a free one-time
token.

4. More and more users adopt XToken or equivalent applications. They are all
aware of the new healthy way to use email. They are familiar with token
distributors and understand they have to get a token first to send an email.

5. Users now automatically sign email headers and tokens are less and less used,
except for online services.

6. Invalid messages are automatically answered and removed as soon as they
arrive. The answer includes an URL explaining how to reach the user and a
link to an online one-time token distributor.

At this stage, spammers can continue their activities in the two following ways:

— sniff (valid) email headers and use them with different bodies. This attack is
quite limited by 1- the number of valid emails circulating, 2- the ability to
sniff Internet traffic. These attacks can be completely thwarted by signing
the full email and not just the headers.

— break one-time token distributors. This can easily be done by humans, but
the human requirement is a bottleneck in spamming activities. Let us as-
sume that the distributor is hidden behind a secure captcha. Clearly, the
human time of spammers is not enough to get a sufficient number of to-
kens to make sure that sending spam is still profitable. An alternate way
is to use distributed human computation [5]. Assuming, for instance, that
spammers create a free pornography web site, they can easily make robots
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which collect captchas and have a front screen asking the visitor to solve one
of the collected captchas for the robot before entering the web site. A way
to thwart this attack consists of using captchas and tokens sent by email.
If it became harder and harder for spammers to get sufficient valid email
addresses, the front screen would require the email address of the visitor.
Clearly, this would be dissuasive for the visitor. Should a visitor neverthe-
less give his email address then human victims of spam will at least have
humans to blame for it so the issue will be brought back on a fairer ground.

7 Comparison XToken and SPA

SPA and XToken share the following features:

— Email addresses are augmented by adding additional information

— Modified addresses are given to friends and associates to enforce an accept-
able use policy

— Addresses can be made to expire

Despite these similarities there are some significant differences:

— SPAs store all additional information in the email address itself. XToken only
stores an identifier and keeps a local database with the complete information
(in the case of tokens). Both methods have advantages and disadvantages.
The method how the additional information is stored in an email address
also differs.

— XToken is completely independent of the email infrastructure while SPAs as
described in [9] rely on some specific infrastructure.

While the aim of SPAs and XToken is the same they differ in the approach. SPAs,
at least partially, require a special infrastructure whereas an explicit goal of
XToken was to make it infrastructure-independent so that it is entirely controlled
by the end-user.

When used with signatures XToken also requires less intervention by the user
than SPA. There is no need to create new modified addresses and send them to
possible associates. The only effort required by the recipient is to occasionally
accept or reject a public key.

8 Conclusion

We proposed a way to limit the spam phenomenon which needs neither any
corporate involvement nor any changes to the email infrastructure: users can
freely install this solution and use it. Our solution requires human email users
to expend some additional effort for sending an email, at least the first time
they use the email address. A key challenge is to make the token management
interface as user-friendly as possible. Depending on whether users will accept
this new way of using emails, our solution provides an easy way to limit spam at
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the user level. Hopefully, when most users adopt healthy ways to use emails, the
activities of spammers will become less and less lucrative and can be eradicated
throughout the Internet. We invite people to test the first implementation of
this approach and welcome further development.
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Abstract. In the history of document circulation, many participants
may annotate and sign on the document so as to produce a final authen-
tic document. This circulation process requires that a later participant
can know the document circulation history, verify all the previous anno-
tations, but can not modify them. To be applicable to devices of limited
resources, the document processing approach should be efficient in terms
of computational cost and network overhead. This paper extends an ag-
gregate signature scheme so as to combine many signatures into one no
matter which kind of circulating route (sequential, parallel, or hybrid) is.
Since the proposal enables to manage the documents easily, it is useful
and practical in office automation applications.

1 Introduction

In a conventional office, there are many documents (e.g., student examination
form, medical leave application forms, purchase forms, ...), which will be circu-
lated daily. A general document process workflow includes following steps:

(1) An employee prepares a document such as medical claim form.

(2) The document is circulated to a senior staff or reviewer.

(3) The senior staff verifies the authenticity of the hand-written signature on
the document.

(4) The senior staff reviews the document, comments and signs on the document
where applicable, then passes it on to a next reviewer.

(5) Repeat steps (2)-(4), until a completed document is produced. If there are
several independent reviewers, several final documents will be generated and
stored.

On any stage, a reviewer can read all former comments and verify their hand-
written signatures or seals, but can not modify them. An electronic document
workflow system should play the same role in a modern paperless office. A simple
solution can be as follows: the originator creates a document, signs on it with his
private key, and submits the signed document to a reviewer. A reviewer verifies
the document, appends his comment at the end of the received document, signs
the new document and transmits the new document along with all the signatures.

D. Feng, D. Lin, and M. Yung (Eds.): CISC 2005, LNCS 3822, pp. 101-112, 2005.
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In this naive method, the number of signatures is the same as the number of
reviewers, hence the signature verification cost and communication overhead are
not satisfactory.

To monitor or authenticate the activities of the participants, Atluri et al.
[1]-[3] managed the workflow based on some policies. Yuichi et al. [4] recorded
the circulation history so as to regulate the behaviors. Printz [5] described two
complementary tools for the support of cooperative processes: electronic circula-
tion folders and shared workspaces. Circulation folders support structured work
processes, shared workspaces provide a working environment for less structured
processes. Both approaches are complementary and their combined usage enables
telecooperation and cooperative knowledge management.

Mori et al. [6] provided a method of editing and circulating documents sequen-
tially with attest patterns such as signets. The data structure of each electronic
document is assembled in a data structure that separates the document content
data from the attest patterns. If any reviewing person requests to amend the
electronic document to which the attest patterns have been added, a display
of only the content data of the above electronic document is presented to the
reviewing person. The reviewing person then amends the content data of the
document, the prior approval of the document is removed and thus amended
electronic document is re-circulated. This re-circulation process increases the
network traffic and reviewer’s load. Mori’s approach is not applicable to the
situation that the predecessor should not read the successor’s comments. For
example, an employee may not know the employer’s evaluation.

Hiroshi et al. [7] proposed an electronic document processing system. An orig-
inator produces a document and sends it out. When a reviewer receives it, he
can change its content to produce a new version, maintain a version management
table, and signature. All the digital signatures, the new version and the version
management table are transmitted to a next person. The receiver can verify the
latest signature and restore all the former versions with the version management
information. In fact, their system was suspected to applicable to general doc-
ument editors and document formats. It did not address how to circulate and
process documents in parallel either. Furthermore, since all the individual signa-
tures are transmitted and verified, the computational cost and communication
overhead are heavy.

Shieh et al. [8] motivated the need for efficient multisignature schemes in
delegated mobile services. With the schemes, delegates can be identified and
delegated accesses can be controlled. Based on their message recovery digital
signature scheme, two digital multisignature schemes are proposed: the parallel
multisignature scheme and the serial multisignature scheme. The parallel mul-
tisignature scheme allows each user to sign the same message separately and in-
dependently, and then combines all individual signatures into a multisignature.
The serial multisignature scheme allows a group of users to sign the message
serially, and does not need to predetermine the signing order. However, due to
requirement of message recovery, the computational cost of their scheme is unac-
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ceptable for mobile devices of limited resources. Worse, it is vulnerable to insider
attack [9].

Nowadays, it is usually in desire for the management team to approve the re-
ports in a paperless office. To meet this demand, the present approach describes
an efficient document workflow which is an electronic analogy of the conven-
tional office document workflow. Concretely, an original document is produced
with an editor such as Microsoft Word, and signed. This signed document is sent
to one or more reviewers. When a reviewer receives a document, he can verify
all the content generated by the previous reviewers with only one digital sig-
nature. Afterwards, he annotates on the document, without altering any earlier
comments, and form his version. In the circulating process, if a reviewer receives
several documents originated from the source, he combines them and forms a
new document before he signs on.

Boneh et al. [10] proposed aggregate signature scheme which produces only
one signature for many reviewers in parallel. Zhu et al. [11] introduced sequential
aggregate signatures which allows each reviewer transforms a sequential aggre-
gate into another that includes a signature on a message of his choice.

This paper enables to approve document in sequential, parallel or hybrid man-
ner. Comparing with the conventional workflow, the present scheme produces
only one final document no matter which circulating route is, it is preferable to
manage documents.

The remainder of this paper is organized as follows. Section 2 introduces the
basic structure of workflow. Sections 3 elaborates the authentic workflow. For
ease of understanding, a simple example is provided in Section 4. In Section 5,
the performance is addressed in terms of computational cost and communication
overhead. Section 6 summarizes the paper.

2 Preliminaries

2.1 Notation

P; : The ith reviewer. Py is the originator, P, is the final receiver. Every par-
ticipant, either the originator or each subsequent reviewer, has a private
key x; and a corresponding public key v; which is derived from x;.

ID; : The identification of the reviewer P;.

C; : The comment from P;. Especially, comment Cj is the original document.

T; : Signing time-stamp of P;

o; : Individual signature generated by P;. To produce the signature o;, P;
calculates the hash value of the signature data, which comprises of I D;, C;
and T;, then he signs on the hash value by using his private key according
to a public key crypto-system.

ARC: A folder. It includes all the comment C;, T; as well as the reviewer iden-
tification ID;.
o: The folder signature which is aggregated from the individual signatures
o; of all the participants. It is appended on the folder.
H(.): One-way hash function such as SHA[12].



104 Y. Wu

2.2 Aggregate Signature

A digital signature algorithm (e.g. RSA [13] and DSA [14]) is a cryptographic tool
for generating non-repudiation evidence, authenticating the integrity as well as
the origin of the signed message. To authenticate multiple messages efficiently in
terms of the communication overhead and computational cost, Boneh et al. [10]
(hereafter referred to as the BGLS scheme) recently proposed a cryptographic
primitive called aggregate signature which allows aggregation of multiple individ-
ual signatures into one aggregate signature. Verification of the unified signature
is equivalent to verifying individual component signatures. If any of the messages
is tampered, the aggregate signature is regarded as invalid.

Specifically, the BGLS scheme is a multi-signer scheme. It aggregates signa-
tures generated by distinct signers on different messages into one short aggregate
signature based on elliptic curves [15] and bilinear mappings [16]. A bilinear map
is a map e : G; x G2 — G, where: (a) G; and G are two (multiplicative) cyclic
groups of prime order p; (b) |G1| = |G2| = |G|; (¢) ¢1 is a generator of Gy and
g is a generator of Go. The bilinear map e : G; x Gy — G satisfies the following
properties:

1. Bilinearity: for all a, 8 € Gy, v € Ga, e(af,vy) = e(a,v)e(S,7);
2. Non-degenerate: e(g1,9) # 1

The BGLS scheme uses a full-domain hash function H: {0,1}* — G;. Key
generation involves picking a random x € Z, as a secret key of a signer, and
computing v = g* € Gy as the public key of the signer. Signing a message
m involves computing the message hash h = H(m) and then the individual
signature o, = h*. To verify a signature on message m, one computes h = H(m)
and checks whether e(o,, g) = e(h,v) holds.

2.3 System Structure

Fig.1 is the diagram of system configuration, which includes a database storing
all the public keys or certificates (e.g. CCITT X.509 or ISO 9796), network,
originator Py, a plurality of intermediate reviewer P; and a final reviewer P,.

Public key/Certificate Database

Network

A

Originator P | | Reviewer P; | | Final reviewer P,

Fig. 1. System structure
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Via network, reviewers can transmit messages to each other or access to database
to obtain public keys.

Fig.2 is an illustration of document circulating route. The originator P, gen-
erates a folder, and any reviewer Py verifies all the previous participants’ com-
ments. The dash rectangle frame is a basic cell in the distribution route. At any
cell, the first reviewer Py receives a folder from the network and transmits it to
the last reviewer P,, with the help from other intermediate reviewers, e.g. P11
and F(1). Any reviewer in the path may update the folder. A cell may comprise
of two transmission modes, one is a sequential route such as the path from Py
to P1). In this mode, a sender gives his document to only one receiver, and
another is parallel route such as Py or P,. In this parallel mode, P distributes
his folder to several receivers independently, or P, receives several folders from
different senders. In Fig.2, dash arrow means that there may be nested cells.

Originator P,

A
Reviewer P
‘
Reviewer Py, Reviewer P,

Reviewer P (; Reviewer P

Reviewer P,

'
Reviewer P,

Fig. 2. Circulating path

3 Authentication of Document Workflow

The main objective of the authentic workflow is to enable any reviewer to ver-
ify all the previous comments with only one signature. Fig.3 is the processing
flowchart of document on each reviewer side. It includes folder receiving, signa-
ture verifying, document annotating, and signature generating. After receiving
a folder, the reviewer verifies all the comments. Only if all the comments are
authentic, he comments on the document and signs on the message including
signer’s identification, comments, timestamp. Then he inserts the message into
the folder. The new folder signature is used to replace the old one.
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| P, receives folders |

:

| Verifies all the signatures |

;

Comments on the documents

'

Signs and forwards the folder

Fig. 3. Folder processing at the reviewer (e.g. P;) side

3.1 Preparing Authentic Document

Initially, the originator (i.e., Py) has an empty form such as student examina-
tion form. Suppose the original empty document has sufficient space for every
comment. Meanwhile, the comment regions for different reviewers are different.
The originator Py generates a document Cy by filling in an empty form, inserts
his timestamp 7Tp, and then produces a signature og as follows

ho = H(Co || To || IDo) (1)
oo = (ho)™ (2)

He creates a folder which includes Cy, Ty, and IDg. The folder signature is
o = 0g. Py distributes the folder and the folder signature to his successors.

3.2 Verifying Document

After receiving a folder which include the original report, as well as the comments
of the reviewers in the circulating path starting from Py, the reviewer P; must
check the authenticity of the folder. To this end, P; requests for the public keys
or certificates corresponding to the previous reviewers from the database, and
extracts all the comments, timestamps and reviewers’ identifications from the
folder. With the aggregate signature o, he checks whether the Eq.(3) is true or

not.
n—1

e(o,9) = [] e(hy’,v;). (3)

Jj=0

where n is the number of the ancestors of F;, and k; is the number of paths
from P; to Py on account of the repetition. For instance, in Section 4, kg = 2. If
Eq.(3) is not true, he rejects the folder ARC and quits.

If P; received t > 1 folders, i.e., more than one parallel reviewer, he checks
the authenticity of each folder by checking Eq.(3). If any folder is bogus, he
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rejects the folder and quits. Otherwise, he aggregates the ¢ BGLS signatures
01,0h,...,0; into one signature. To this end, P; computes

o= HU; (4)

where a;- corresponds to the signature on each folder. Because o € G, the aggre-

gate signature o is of the same size as an individual signature.

3.3 Annotating the Document

Only if all the comments are authentic, the reviewer starts to annotate the doc-
ument. The reviewer P; finds the right space to insert his comment C;, and
inputs the comment timestamp T;. Please note that the data structure of docu-
ment may be different from the interface of the display. To access to the content
for display, data is referenced. At last P; inserts his data which comprises of I.D;,
T;, and C; into the folder ARC.

3.4 Generating the Signature

After annotating the document to form a new folder, the reviewer will generate
a new signature for the new folder. P; calculates his own signature o; = A",
where h; = H(Co | To || IDo || ... || Ci || T3 || ID;). Then, the reviewer updates
the old signature as o <« oo;, which replaces the old one.

4 An Illustrative Example

In this section, we exemplify the authentic workflow with the examination
processing of student proposals. For simplicity, we ignore how to comment on a
document. The signature is generated with the method introduced in Section 3.
The device such as PDA has the common parameters, i.e., g1, g, and finite field
G parameters. In addition, the private key x; for each reviewer/device is stored
in the device. Therefore, the storage requirement for the device is light-weight.

Suppose an empty document is shown in Fig.4, which requires the student
name, project name, and the designated examers, and spaces for comments,
signet and date so as to generate a complete document. From the empty form,
any participant knows the circulating path which is shown in Fig.5.

For example, a student named John (i.e. Py) fills in the empty form to gen-
erate an original report as shown in Fig.6. In the original report, Cy is the title
“Wireless network security” and timestamp Tp is “1/1/04”. According to Equa-
tions (1) and (2), John calculates hg = H(Cy || To || John) and produces the
folder signature o = g9 = (ho)*°. John sends to reviewers P; and P the folder
and its signature o.

One reviewer P; checks the authenticity of the folder, and reviews the works
of the student John (how to review the work is beyond the scope of this paper)
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PhD Thesis Proposal
Title:

Student: Signet/Date
Reviewer 1 Signet/Date
Reviewer 2 Signet/Date
Dean Signet/Date

Fig. 4. An example empty form for student examination

Student ( Py)

Reviewer (P;) Reviewer (P,)

Fig. 5. The circulating path for the student examination

and generates the score (optionally comment) 85, and signs on the examination
report as shown in Fig.7. Thus, C; is the score 85 and T3 is “2/2/04”. The
examiner P; calculates hy = H(Cy || To || John || Ci || T1 || P1) and then
produces his individual signature o1 = (h1)**. As a result, 0 = ogo1 is the new
folder signature for the folder of P;. P; sends to the dean the new folder and the
new folder signature.

A second reviewer P, checks the authenticity of the report, and reviews the
works of the student John and generates the score (optionally comment) 88, and
signs on the examination report as shown in Fig.8. Thus, C5 is the score 88 and T5
is “1/2/04”. The examiner Py computes ho = H(Cy || To || John || Ca || T2 || Pe)
and then produces his individual signature o2 = (hg)*2. The new folder signature
o = oo for the folder generated from reviewer P». P, sends to the dean the
new folder and the new folder signature.

After receiving two reviewing reports, the dean (Ps) checks the authenticity of
the reports sent from two reviewers. When the reports are genuine, he combines
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PhD Thesis Proposal

Title: Wireless network security

Student: John Signet/Date 1/1/04

Reviewer 1 Signet/Date

Reviewer 2 Signet/Date

Dean Signet/Date

Fig. 6. An original report. Here the signature o¢ is not shown.

PhD Thesis Proposal
Title: Wireless network security
Student: JOhIl Signet/Date 1/1/04
Reviewer 1 P, 85 Signet/Date 2/2/04
Reviewer 2 Signet/Date
Dean Signet/Date

Fig. 7. One review report. Here the aggregated report signature is not shown.

the reports and makes his own comment C5 (here it’s the average score 86.5), its
stamp T3 is “1/3/04”, and generates a final folder signature. Specifically, the dean
computes hg = H(Co || To || John || Cy | Ty || Py || Co | T2 || P2 || Cs || T3 || P3)
then produces his individual signature o5 = (h3)®®. The final folder signature is
o = (0001)(0002)o3 € G which is inserted into the final folder. The final report
is as shown in Fig.9. If someone would like to check the authenticity of the final
document, she calculates

e(0,9) = e(05010203,9) = e(07, g)e(o1, g)e(o2, g)e(03, 9)
= e(hy™, g)e(hi", g)e(hs?, g)e(hs". g)
= e(h2,vo)e(h1,v1)e(ha, va)e(hs, v3) (5)
Clearly, Eq.(5) is in concert with Eq.(3). That is to say, any one can verify the

authenticity of the final document with the public keys of the participants Py,
Py, P, and Ps based on only one aggregate signature. Similarly, both P; and P;



110 Y. Wu

PhD Thesis Proposal

Title: Wireless network security

Student: John

Signet/Date

1/1704

Reviewer 1 Signet/Date
Reviewer 2 P 88 Signet/Date 1/2/04
Dean Signet/Date

Fig. 8. One review report. Here the aggregated report signature is not shown.

PhD Thesis Proposal

Title: Wireless network security

Student: John

Signet/Date

1/1/04

Reviewer 1 P, 85 Signet/Date  2/2/04
Reviewer 2 P> 88 Signet/Date  1/2/04
Dean Ps 86.5 Signet/Date  1/3/04

Fig. 9. The final report which is the unique document to be stored. Here the aggregated
report signature is not shown.

can check the authenticity of their received folder. At the same time, no one is
able to forge a valid aggregate signature. Interested readers, please refer to the
security proof in [10].

5 Performance

In this section, we discuss the performance evaluation of the aggregate signature
based authentication scheme by comparing it with the individual signature based

authentication scheme from three aspects:

— the computational cost incurred by aggregating multiple signatures;
— the computational cost incurred by verifying the aggregate signature;
— the communication overhead incurred by transmitting the signature.



Efficient Authentication of Electronic Document Workflow 111

Table 1 lists the comparison results between the aggregate signature with the
individual signature given that there are k participants. In the Table, ¢5; denotes
the computational cost of a modular multiplication, g denotes the operation
cost of a bilinear mapping and |o| denotes the size of an individual signature
in bits. In the Table, the computational cost of individual signature is fixed
and ignored.

Table 1. Comparison of individual signature based scheme and aggregate signature

Individual Signature Present
Signing time 0 tar
Verifying time (2k)tm (k—1tm + (E+ 1)t
Overhead klo| ted

where the verification time maybe variable with the circulating path in our
scheme. From Table 1, we know that our scheme requires one more modular
multiplication, while for verification,

— the present scheme requires additional (k— 1) modular multiplication opera-
tions, but saves k — 1 bilinear mapping operations. Since a bilinear mapping
is much more expensive than a modular multiplication, the total verifying
time is reduced greatly.

— the communication overhead of the present method is constant (one signa-
ture), whereas that of the individual signature based scheme is linear to the
number of reviewers.

Experiment results on the BGLS signature scheme with 512-bit moduli were
obtained in [17] using a P3-977Mhz Linux machine with the OpenSSL library
for computing the individual operations. From the experiment results in [17], we
can derive that tay = 0.12ms and t g = 31ms, thus (2k)tp > (k—1)tp+(k+1)ip.
Therefore, the present scheme outperforms the individual signature based scheme
in terms of computational cost and communication overhead.

6 Conclusion

This paper proposes a processing method of electronic analogy of the conven-
tional office document workflow. In the authentic processing, an originator pre-
pares a document, signs on it, and sends the complete document to one or more
reviewers for approval via heterogenous networks. Once a reviewer annotates and
signs on the document, a new version is produced. The updated document is for-
warded to other reviewers for further processing. The circulating route may be
sequential, parallel or hybrid. In parallel circulating, the reviewer has to combine
documents generated from the same original document to form a complete docu-
ment. Therefore, the present scheme produces only one final document no matter
which circulating path is. The property is helpful in managing the documents.
After a reviewer verifies all the signatures, he can annotate on the document,
without altering any earlier comments, and form his version.
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Abstract. We notice that a strong designated verifier signature (SDVS)
scheme can easily be realized by any secure one-way and two-party au-
thenticated key agreement scheme. So any SDVS scheme without lower
communication/computation cost or enhanced security comparing to
these one-way and two-party authenticated key agreement schemes may
have less advantage in practical use. In this paper, we introduce an
SDVS scheme which realizes low communication/computation cost and
is more efficient than current one-way key agreement schemes and SDV'S
schemes. In addition, we show how to remove a hash function used in
this scheme where in this modified scheme, an enhanced security will be
provided such that the consistency of a signature cannot be ascertained
by any third party even if the signer’s private key is revealed. We will
prove the security of our schemes using random oracle models.

Keywords: CDH assumption, DDH assumption, double discrete log-
arithm, designated verifier signature, one-way two-party authenticated
key agreement, privacy.

1 Introduction

Designated Verifier Signature (DVS) is a new cryptographic signing protocol
that enables an entity, Alice, to prove the validity of a signature to a specific
verifier, Bob, in such a way that although Bob can verify the validity of the
signature, he cannot prove this to any third party. This is due to the fact that
Bob can also generate a signature intended for himself which is indistinguishable
from the original signature.

The first non-interactive DVS scheme was proposed by Jakobsson et al. [6] in
1996. This scheme has a weakness that the signature is universally verifiable (i.e.,
anyone can make sure that there are only two potential signers). Hence, if the
signature is captured by a third party under the public channel before arriving
at its destination, Bob, then one can identify the signer since it is now sure
that Bob did not forge the signature. To overcome this drawback, an encryption
scheme is required for encrypting the signature.

D. Feng, D. Lin, and M. Yung (Eds.): CISC 2005, LNCS 3822, pp. 113-127, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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In [11], Saeednia et al. proposed an extension of DVS scheme and was formal-
ized as the notion of strong designated verifier signature (SDVS) scheme. In an
SDVS scheme, only the designated verifier is capable of verifying the validity of
the signature although an encryption scheme has not been used. This is because
the designated verifier’s private key is involved in the verification phase.

SDVS schemes are very useful in any situation when a signer hopes to keep pri-
vacy of his/her identity to other parties but allows the specified verifier to verify
the validity of his/her signature. For example, SDVS allows a spy agent to effi-
ciently send a statement anonymously against his enemies but non-anonymously
from a designated verifier’s view, thus it provides privacy of sender’s identity to
other people but authenticity to the designated verifier at the same time. SDVS
also provides a way for a merchant and a customer to negotiate for a best price
of a purchase without any third party to verify the validity of the negotiated
price.

On the other hand, in recent years, many efficient key agreement protocols
(See Section 3) are proposed. In particular, key agreement protocols proposed in
[9] and Scheme II in [7] are one-way and two-party authenticated, which means
that both entities’ identities can be verified but only one entity (sender) is need
to be on-line. We note that using these kinds of one-way two-party authenticated
key agreement schemes, SDVS can be realized efficiently. Therefore, any SDVS
scheme without higher performance in the cost of communication and computa-
tion than using these one-way two-party key agreement schemes may have less
significance in practice.

In this paper, firstly we show how a SDVS can be realized efficiently using
any one-way and two-party authenticated key agreement scheme. Then we intro-
duce our efficient SDVS scheme. Our scheme is based on the Diffie-Hellman key
distribution and double discrete logarithms. Its security can be reduced to the
Computational Diffie-Hellman (CDH) problem and the Decision Diffie-Hellman
(DDH) problem. The main trick in our scheme is to make the SDVS generation
deterministic. The randomization of a signature is depended on the hash of a
message. With this technique we can reduce the communication cost of a signa-
ture from (at least) 2 of the previously proposed scheme to only 1 and make our
SDVS scheme more efficient than current schemes and schemes realized using
one-way key agreement protocols described above. The importance is that the
security of our scheme has not been affected although it is deterministic. We will
show that our scheme has the most serious security consideration. In addition,
since a main purpose of a SDVS scheme is to protect the privacy of a signer’s
identity, in the later half of the paper, we will modify our scheme by replacing
the hash function with a random parameter so as to provides an enhanced se-
curity. That is, the validity of previously signed signature cannot be verified by
any third party even if he/she knows the signer’s private key.

Related Works. An SDVS scheme is also called as a deniable signature scheme
[1,3,4,12] which is due to the property that the signer can later deny his/her
signature. We notice that scheme proposed in [4] is also a Diffie-Hellman key
based protocol. Our scheme is similar to the scheme in [4] but their scheme is
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interactive which need key exchanging between signer and verifier before sign-
ing a message whereas our scheme is non-interactive. In addition, although our
scheme is non-interactive, we have concrete security proofs on our scheme but
their scheme has no concrete security proof. Recently, Shao [12] has also pointed
out that many schemes (including [4]) have the following weakness:

“The sender does not know to whom he proves the source of a given message, and
then a third party can impersonate the specified receiver to identify the source of
a given message.”

But our scheme can defeat this kind of attack since a receiver’s public key is
involved in the signing phase and the receiver’s private key is required in the
verification phase. Furthermore, the hash function of our scheme can be removed
by adding only one parameter but scheme [4] has no clear description about the
hash function they used. Finally, our scheme can easily be modified into an ID-
based SDVS scheme by using the k-resilience technique proposed in [5] or [10]
but the same mechanism is not applicable to the scheme in [4].

The rest of this paper is organized as follows. In Section 2, we recall some
definitions and give a new complexity assumption which will be used in the later
of this paper. In Section 3, we show how a SDVS scheme can be realized using
one-way and two-party authenticated key agreement schemes. Section 4 describes
our proposed scheme, security proofs and its efficiency. In Section 5, we show
a modified scheme based on the proposed scheme in which no hash function
is required. Its security is also considered and the efficiency and performance
comparison with other SDVS schemes is illustrated. Finally, Section 6 gives a
conclusion remark on this paper.

2 Preliminaries

2.1 Complexity Assumptions

We briefly review two well known complexity assumptions where the security of
our schemes are based on. In addition, we give a new complexity assumption
called u-strong exponentiation assumption in which the security of our modified
scheme can be reduced to. The security of this assumption will be discussed in
detail in Section 5 in which we will first make a concrete proof to the security of
our first scheme and then show that the security of the p-strong exponentiation
assumption implies the security of our first scheme.

Definition 1. Computational Diffie-Hellman (CDH) Assumption: Let
G be a cyclic group of prime order p and g be a generator of G, the challenger
chooses a,b € Z, at random and outputs (g, A = g%, B = g°). The adversary
then attempts to output ¢*® € G. An adversary, B, has at least an e advantage
if

Pr[B(g,9%,9") = g*’] > €

where the probability is over the randomly chosen a,b and the random bits
consumed by B.
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Definition 2. We say the CDH assumption is (¢, €)-secure if there is no t-time
adversary with at least e advantage in solving the above game.

Definition 3. Decisional Diffie-Hellman (DDH) Assumption: The chal-
lenger picks a,b,c € Z, at random and then flips a fair binary coin §. If
B = 1, it outputs the tuple (g, A = g% B = ¢*,Z = ¢g%). Otherwise, it out-
puts (g, A = g% B = g*,C = g°). The adversary must then output a guess 3’ of
8. An adversary B has at least an € adversary in solving the DDH problem if

|Pr(B(g,9% ¢",9"") = 1] — Pr[3(g,9", 9" ¢°) = 1]| > €

where the probability is over the randomly chosen a,b,c and the random bits
consumed by B.

Definition 4. We say the DDH assumption is (¢, €)-secure if there is no t-time
adversary with at least e advantage in solving the above game.

Definition 5. p-Strong Exponentiation Assumption: Let p be a large
prime and V' € Z; be a secret value. Consider the following game played by
an adversary.

Phase 1: The adversary is allowed to make a query of m € Z,, and the challenger

responds with (¢, s) where « & Z» and s — (m+a)Y. The adversary can repeat
this p1 (< p) times for different m.

Challenge: The adversary submits a m* where m* has not been queried in the
previous phase. The challenger responds with o* & Zy.

Phase 2: The adversary repeats Phase 1 p — p1 times with the restriction that
the query of m* cannot be made.

Find: The adversary output a s* € Z* such that s* = (m* + o).

A strong version of Definition 5 can be reduced to the following problem:
Let p be a large prime and V' € Z; be a secret. Given (m*,a*), (m1, a1, s1),

-, (my, au, s,) where a is randomly picked from Z, and m, s are elements of
Z, such that (m; + o;)V = s; for all 1 < i < p. Find an s* € Zy such that
s = (m* +a*)V.

Definition 6. We say that the u-Strong Exponentiation Assumption is (¢, €)-
secure if there is no t-time adversary with at least ¢ advantage in solving the
above game.

The hardness of this assumption will be discussed in Section 5.

2.2 Double Exponentiation and Double Discrete Logarithms

Let p be a large prime so that ¢ = (p—1)/2 is also a prime, g € Z; be an element
of order ¢, and h be a generator of Z; so that the computing discrete logarithms
to the base g and h are difficult.
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By double exponentiation with base h and g, we mean the function:
Zy— 2y x — hl9"),

By the double discrete logarithm to the bases h and g, we mean the following
problem:

Given (h(gx),h(gy)). Find ™).

2.3 SDVS Schemes’ Model

Definition 7. [11] Designated Verifier: Let P(A, B) be a protocol for Alice
to prove the truth of the statement (2 to Bob. We say that Bob is a designated

verifier if he can produce identically distributed transcripts that are indistin-
guishable from those of P(A, B).

Definition 8. [11] Strong Designated Verifier: Let P(A, B) be a protocol
for Alice to prove the truth of the statement {2 to Bob. we say that P(A, B) is
a strong designated verifier proof if anybody can produce identically distributed
transcripts that are indistinguishable from those of P(A, B) for everybody, ex-
cept for Bob.

Definition 9. An SDVS scheme with security parameter k consists of the fol-
lowing algorithms:

e System parameter generation algorithm SysGen: It takes 1% as input
and the outputs are the public parameters.

e Key generation algorithm KeyGen: It takes the public parameters as
input and outputs a public/private key pair (pk;, sk;) for each entity P; in
the scheme.

e Signing algorithm Sign: It takes a message m, a signer P;’s private key
sk;, a verifier P;’s public key pk;. The output o is an SDVS of m.

e Verifying algorithm Veri: It takes (o, m, pk;, sk;) and the public parame-
ters as inputs, outputs “accept” if o is a valid SDVS of m, otherwise, outputs
“reject”.

Definition 10. Security Consideration: An SDVS scheme must satisfy the
following properties: [8]

e Correctness: A properly formed designated verifier signature must be ac-
cepted by the verifying algorithm.

e Unforgeability: Given a pair of signing keys (pk;, sk;) and a pair of verify-
ing keys (pk;, sk;), it is computationally infeasible, without the knowledge of
the secret keys (sk;, sk;), to produce a valid SDVS ¢ which will be accepted
by the designated verifier P; with verifying keys (pk;, sk;).

e Non-transferability: Given a message m and an SDVS ¢ of this message,
it is (unconditionally) infeasible to determine who from the original signer
or the designated verifier performed this signature, even if one knows all
secrets.
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e Privacy of signer’s identity: Given a message m and an SDVS ¢ of this
message, it is computationally infeasible, without the knowledge of the secret
key of P; or the one of the signer, to determine which pair of signing keys
was used to generate o.

3 SDVS Realized by One-Way Key Agreement Protocols

Key agreement protocols are designed for the purpose of establishing an agreed
session key between a sender and a receiver in order to achieve the goal of en-
crypting a message by the sender and recovering the message by the receiver over
an open network. Most of the proposed key agreement protocols are two-pass
which need both entities to be on-line. Recently, some one-way key agreement
protocols are proposed [7, 9], these protocols are not only efficient but also pro-
vide authentications for both the sender and receiver. Using these protocols,
SDVS can also be realized efficiently.

Suppose a signer Alice wants to sign a message m and designates Bob as
the verifier, we show how this can be done simply by using an one-way
two-party authenticated key agreement protocol with any symmetric key cryp-
tosystem.

Signature:

e Let G be a multiplicative group and g be a generator of G, Alice randomly
picks r € G and computes R = g".

e Input r, Alice’s private key and Bob’s public key to a pre-determined one-way
two-party authenticated key agreement protocol KeyAgr, KeyAgr outputs
a session key K ap for Alice.

e Input the session key K 4op and the message m to a pre-determined symmetric
encryption algorithm Ene, Enc outputs a ciphertext C' — Encg, ,(m).

e The SDVS of the message m is 0 «— (R, C).

Verification:

e Input R, Bob’s private key and Alice’s public key to the key agreement
protocol KeyAgr, KeyAgr outputs a session key Kpga for Bob.

e Input K4 and m to the encryption algorithm Enc, Enc outputs an other
ciphertext C' «— Encg, (m).

e Accept o as a valid signature if and only if C' = C.

Security: (sketch)

e Correctness: Depends on the consistency of the keys Kap and Kpa.

e Unforgeability: Depends on the secrecy of the session key Kap = Kpa,
and the security of the encryption algorithm F.

e Privacy of singer’s identity: Depends on the secrecy of the session key.

e Non-transferability: Trivial, since Alice and Bob do the computation in
a symmetric way.

Since the encryption and decryption of m use a symmetric cryptosystem and the
exclusive key K4p = Kp4 is shared efficiently using these one-way protocols, if
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any proposed SDVS scheme does not more superior to previously proposed one-
way two-party authenticated key agreement scheme in security or in computa-
tional efficiency, then the SDVS may have less significance in practice.

4 Proposed Scheme

In this section, we introduces an efficient SDVS scheme which is based on the
double discrete logarithms and can be implemented on any multiplicative group
in which the CDH problem and DDH problem are hard.

System parameters generation: A trusted authority (T'A) who is trusted by
all the entities is responsible for the system parameters generation. On input a
security parameter 1% to the system parameter generation algorithm SysGen,
SysGen outputs the following public parameters.

e p: a large prime so that ¢ = (p — 1)/2 is also a prime and the computing
discrete logarithm problem in Z} is difficult.

e g: an element in Z7 of order ¢ and the computing discrete logarithm to the
base g is difficult.

e H:{0,1}* — Z a collision resistant hash function.

Key generation: The key generation algorithm KeyGen generates public

/private keys by picking up random {a,b} & Zy x Zy, and computing V; «
g% mod p, V;, + g® mod p. The private/public key pair for participant Alice is

(a,V,), and the private/public key pair for participant Bob is (b, V3).

Signature generation: When Alice wants to sign a message m € {0,1}* while
the signature is supposed to be verifiable by Bob only. Alice executes the Sign
algorithm and does the following steps:

o Given Alice’s private key a, and Bob’s public key Vj;, computes V;* mod p.

e Computes H(m) and H(m)"»" mod p. .,

e The strong designated verifier signature for m is o « H(m)" .
Verification: With the knowledge that the signature ¢ is signed by Alice, then
only Bob can verify the validity of the signature. Bob executes the Veri algorithm
and does the following steps:

e Given Bob’s private key b, and Alice’s public key V,, computes V,? mod p.
e Given the message m, computes H(m) and & «— H(m)vab mod p.
e Accepts o as a valid signature if and only if o = 7.

The correctness of this scheme is straightforward.

4.1 Security

We prove that the proposed scheme (PS) is secure against existential forgery
under adaptive chosen message attack (EF-ACMA) in the random oracle model.

Definition 11. Given a security parameter k, the advantage of an forgery al-
gorithm A in existentially forging a SDVS of our PS, where A can access to a
signing oracle X' and a random oracle H, is defined as
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ef—acma D
Advpg 4" =

(p, g) & SysGen(1¥),
Prob | Veri(pk;, skj,m,o) = accept (skq, phi, sk;, pk;) il KenGen(P;, P;),
(m, o) & A= (phy, ph;)
Theorem 1. (Unforgeability) Suppose there exists an adversary A which can
(T, qn, gs, €)-break the proposed scheme via existential forgery under adaptive

chosen message attack, then we can construct an algorithm B which can (77, ¢’)-
break the CDH problem on Z; where

T <T+ (¢n + 45)Tgap + (¢ — 48)Tvc + 171,y and
€ =1/gs- (1—1/(gs +1))® Ve,

Here Tggp, Tvc, and Try,, denote the time cost of exponential operation, mul-
tiplication and inversion on Z;, respectively.

Proof: We utilize the idea in [2] and implement their idea to this proof. We
show how a CDH problem can be solved if a signature of our scheme can be
forged.

In the following proof, we assume that A always requests the hash query of
a message m before it requests a signature query of m. In addition, A always
requests a hash query of the message m* that it outputs as its forgery, but
it cannot request the singing query of the message m*. It is trivial to modify
A to have this property. Any of its queries may depend on previous queries
and B is responsible for replying these queries. Also, B has to record a list of
messages, m;, |m;| = qx, hash queries HQ;, |HQ;| = ¢x, and signing queries
o, 1 €{l, - ,qn}, |oi| = gs, as the form (m;, HQ;, 0;), on which A requests in
order to make sure that each query has distinct answer. In the following proof,
B is constructed in a series of games. Each B constructed in the next game is a
modification of that in the previous game. The final variant of B thus is the one
for solving the CDH problem. For convenience, we omit the notation of modp
in the following games.

e [Game 0] B is given (g, g% ¢°) and a challenge (h, h, h¥) where h is a ran-

domly selected generator of the cyclic group Z;, a = g®, and 3 ki3 Zy. In
the setup phase, B assigns V, < g% to the signer’s public key, and V;, « ¢°
to the verifier’s public key. It then provides V, and V; to A and allows A

to run. Each time when A makes a hash query HQ; of a message m;, BB
feeds HQ; with h™ where r; & Zy. Since Z; contains ¢(p— 1) = q primitive

elements, where ¢ is Euler’s function, r; £ Z,, and h is a randomly selected
primitive element of Z, therefore, each HQ); is uniformly distributed in Z7.
From the perspective of A, it is indistinguishable from a random oracle to
the hash oracle A simulates. In addition, at any time when a signing query o;
of a message m;, i € {1,---,gn} is requested, B responds with o; «— (h®)":.
Therefore, o; is a valid signature of message m;. Finally, A outputs a forged
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signature (m*,0*). If 0* is a valid signature of m*, and m* = m;« for some ¢*
whose signing query has not been queried, then B outputs “success”; other-
wise, it outputs “failure”. Since A outputs a successful forgery in probability
€, by Definition 11, we have Adv;fsjjcma = ¢, thus,

a=g"”,

Advg®™e 0 = Prob | B4(g,9% g, b, h®, h”) = success gE g
P

o ef—acma __
= Advpg 4" =€

e [Game 1] B behaves as that in Game 0 with a difference that, in this game,
B picks up a random bit S; «— 1 with probability 1/(¢gs + 1) and s; < 0
with probability 1 — 1/(gs + 1) before its reply to HQ; of a message m,.
Finally, B outputs “success” if A succeeds in outputting a forgery (m*,o*)
and s;+ = 1 for the message m*. The change in this game will not affect
the behavior of A since A4 has no information about any s;. Thus we have
Advgome b = Advg®™me O . Prob[s;- = 1] = €¢/(gs + 1). We define so and s;
with different probabilities in order to let B of the following games to have
maximal advantages.

e [Game 2] In this game, B functions as that in Game 1 but outputs “success”
only if s;+ = 1 of the message m* and s; = 0 of the other messages m;.
The same as that in Game 1, A cannot get any information about s;, so
its behavior is independent of any s;. Since A makes ¢g signing queries
and for each signing query of a message m;, the probability that s; = 0 is
1-1/(gs+1), therefore, we have Advg®™¢ 2 = Advg*™e 1. Prob[s;, = 0,1 <
j<as]=¢/(gs+1)-(1=1/(gs +1))% =1/gs (1 —1/(gs + 1)) Ve,

e [Game 3] In this game, B functions as that in Game 2 with the difference
that if A requests a signature on a message m; for which s; = 1, then B
declares failure and halts immediately. If, finally, A creates a valid forgery
(m*,0*) and B outputs “success” in Game 3, then there is no difference
between Game 2 and Game 3. Therefore, Advg“me 3 = Advg“me 2=1/q,-
(1—1/(gs+1))@s+Ve. Game 3 provides a shortcut for the case of “failure”.

e [Game 4] In Game 4, we modifies the setup phase of Game 3. That is, if
s; = 1 for some m;, then B sets HQ; «— hPh™. But no change will be
occurred if s; = 0. Since h is a primitive element in Z7 and 7; is randomly
picked from Z7, hBh" is also uniform distribution in Z,. Therefore, this
modification is still indistinguishable from a random oracle and .4 will behave
under B exactly as it does in Game 3. So we have Advg“me 4= Advg“me 3=
1/gs- (1 =1/(gs +1))@sH Ve,

e [Game 5] In this final game, whenever B in Game 4 outputs “success”, it
also outputs “success” in Game 5 and, in addition, it outputs o*/(h*)""
where o* is the forged signature of a message m*. Clearly, Advl,c;“me 5 =
Advgeme t = 1/q, - (1—1/(gs + 1))@+ e,

In Game 5, if the forgery (m*,0*) A made is a valid message/signature pair,
then o* = QHE = h*% . (h®)"i*. Consequently, we have o* /(h®)"* = h*# which
is the solution of the CDH challenge (h, h%, h®).
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Now, we consider the running time required by B. It is the same as A’s running
time plus the time it takes to respond to the qg hash queries, to the ¢g signing
queries and the computation cost of the output h®? from o*/(h®)" .

If s; = 0 for a message m,;, then answering HQ); costs 17g,, and answering
o; costs 1Tg,, (if the signing query o; has been asked). Totally, it costs at most
2Tggp for m; with s; = 0. On the other hand, if s; = 1 for a message m;, since
its signing query is not allowed if B outputs “success” at the end of the game, so
it costs 17g,p + 17p¢ for answering the hash query H@;. To consider the most
time consuming case, we may assume that for each m; whose signing query has
not been asked, the s; of that m; is 1 so that it costs B 17g4p, + 173¢ to respond
the hash query H(Q);. There are totally ¢s signing queries and ¢y hash queries.
So it costs at most (g — ¢s)(1TEzp + 1Tuc) for all s, = 1 and 2¢sT gy, for all
s; = 0. Totally, for all the queries of s; = 0 and s; = 1, it costs (¢i + ¢s)TEzp +
(g1 — qs)Tarc. Further, to compute h®? « o* /(h®)"i*, it costs 177, + 1Tac.
FinaHY7 we have 7" < T+ (qH + qS)TEmp + (qH - qS)TMC + 17}nv g

Theorem 2. (Privacy of Signer’s identity) The proposed scheme provides (com-
putational) indistinguishability of signer’s identity. More precisely, given two
public keys (g%, ga,) of two signers P4, Pa/, respectively, and one public key ¢°
of a verifier Pp, where a,b, and ¢ are randomly picked from Z7. Then for any
randomly picked message m < {0, 1}*, it is computationally infeasible for an ad-
versary Po € {Pa, Pas, Pp} to distinguish whether a signature o* = ’H(m)ga*b
is signed from P4 or Py (i.e., whether a* = a or a').

Proof: (sketch). Based on the intractability of the DDH Assumption on Z; and
Zy. it is easy to proof that this scheme provides privacy of signer’s identity.

e The challenger feeds an adversary A with three public keys g%, ga, and ¢°.
e For any message m queried by A, the challenger sets H(m) «— h”", where

r& Zy and h is a generator of Z7 with order p — 1.

e Denotes ag «— g%, a; «— g’l,b7 the challenger feeds A with h®® and h®!. Be-
cause of the intractability of CDH problem in Z, this additional information
will not affect the security of our scheme.

e The challenger outputs H(m*) — A" and o* «— H(m*)*" where 7/ E Zy
and a* € {ag, a1} as A’s challenge. A has to distinguish if o* is a signature
signed using public key g* or g% (i.e., & = ag or aq).

e With the knowledge of < hao,hal,h’/,h’/“* >, if A solves its challenge
successfully with advantage ¢, then A also solves the DDH problem with
advantage €. That is, given < R R hE >, A successfully distinguished
whether 3 equals to 7’a* or not with advantage e. a.

Theorem 3. (Non-transferability) The proposed scheme provides non-transfer-
ability of a signature.

This is obvious since the computation of a signature and the corresponding
verification is done symmetrically.
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4.2 Efficiency

Since the randomize of the SDVS is depended on the hash H(m) of a message
m instead of any random parameter, it realizes the low communication cost. A
SDVS consists of only one parameter o € Z; while previously proposed SDVS
schemes consist of at least two parameters. On the other hand, this scheme is
very efficient in computation. If we neglect the hashing and modular operations
which do not cost a lot of time, then only one exponentiation in Z; (which can
be pre-computed off-line) and one exponentiation in Z, are required for both a
singer and a verifier in this scheme.

5 Remove the Hash Function

In this section, we show how to remove the hash function from the previous
scheme by providing an additional parameter. This modified scheme provides
an enhanced security than the previous scheme. That is, the consistency of a
signature cannot be verified by any third party even if he/she knows the signer’s
private key. For easy of description, we denote the scheme in Section 4 as Scheme
I and scheme modified in this section as Scheme II.

The system setting phase and key generation phase are the same as those in
Scheme I. For convenience, we assume the message m be an element of Z, in
Scheme II (c.f., m € {0,1}* in Scheme I).

Signature generation: Using Sign algorithm, when Alice wants to sign a
message m € Z, while the signature is supposed to be verifiable by Bob only:

o Given Alice’s private key a, and Bob’s public key Vj, compute V2.
o Pick r & Z,, compute V;" and g".
e The SDVS for m is (Q,0) «— (V;7, (m +g")"").

Verification: Knowing that the signature o is originated from Alice, then only
Bob can verify the validity of the signature. Using Veri algorithm, Bob does the
following steps:

e Given Bob’s private key b, and Alice’s public key V,, compute V2.
e Given Q, compute ¢ «— Q.

Given the message m, compute & « (m + g)Vab.

Accept o as a valid signature if an only if o = 5.

The correctness of this scheme is straightforward.

5.1 Security

The security of this modified scheme can be reduced to the security of the pu-
strong exponentiation assumption defined in Definition 5. We first show that
breaking this assumption implies breaking the unforgeability of our Scheme I.
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Theorem 4. If there exists an adversary .4 which can (¢, €)-break (strong ver-
sion) p-strong exponentiation assumption, then there exists another algorithm B
which can (¢, u, €)-break the unforgeability of our scheme I proposed in Section
4. Here p is the maximum number of times B can access to the signing oracle.

Proof: B’s purpose is to output a valid forgery of Scheme I. In the Setup Phase,
the challenger generates all the public parameters and gives them to B. In par-
ticular, V, is the signer’s public key and Vp is the designated verifier’s public
key. In Phase 1, B can ask a hash query of a message m and a signing query of
m at any time and repeat by providing different message m. In Scheme I, H(m)
maps any message string m € {0,1}* to an element of Z». For convenience,
we assume m of Scheme I be an element of Z, !. Thus, for each hash query
of a message m;, the response from the hash oracle H(-) can be described as
H(m;) = m; + o for some a; € Z,. On the other hand, for each signing query
o; of m;, the response from the signing oracle is o; « ’H(m,-)vba = (m; + ai)Vba,
1 <4 < p. In the Challenge Phase, B submits m* which B will use to forge a
SDVS of m*. We assume the hash query of m*, which is H(m*) = m* 4+ a*,
has been queried in Phase 1. If not, then we allow B to ask at this phase. After
the Challenge Phase, B repeats Phase 1 with the restriction that the signing
query of m* cannot be made. Finally, after enough hash queries and u signing
queries, B provides (m*, a*), (my, a1,01),-- -, (my, oy, 0,) to A and allows A to
run. Consequently, if A solves the (strong version) p-strong exponentiation as-
sumption and finds an s* such that (m* +a*)V = s* with € advantage and time
t, then (m*, s*) is also a valid forgery in Scheme I so B also solves its challenge
with the same advantage and time. O

In fact, the behalf of B in the proof of Theorem 4 is exactly the same as that
of an adversary of Definition 5. Therefore, breaking Definition 5 implies breaking
the unforgeability of Scheme I by the same algorithm 5. Using similar analysis,
one can also reduce the unforgeability of Scheme II to u-strong exponentiation
assumption. Simply speaking, in Scheme II, given m*, a*(= g7 = Q7°), if an
adversary who can find an s* such that (m*,Q,s*) being a valid forgery of
Scheme II, then s* is also the solution of the u-strong exponentiation problem.
We believe that it should be much more difficult in solving Scheme II than in
solving the p-strong exponentiation assumption since in Scheme II, each g and
m; + g"* is a secret to the adversary.

Non-transferability is straightforward. The security of privacy of signer’s iden-
tity can be reduced to the security of Scheme I.

Theorem 5. Privacy of signer’s identity: If there exists an algorithm A
which can (¢,¢)-break the indistinguishability of signer’s identity of Scheme
II, then there exists another algorithm B which can (¢, €)-break the privacy of
signer’s identity of Scheme I.

Proof: (sketch). In Scheme I, the same as that in the proof of Theorem 4, if we
set m € Z,, then the value of H(m;) is equal to m;+a; for some o; € Z,. On the

! Tt is easy to achieve this goal. For example, add a new hash function H’ : {0,1} — Z,,,
or simply replace the binary notation of m to the decimal notation.
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other hand, in Scheme II, since any third party trying to extract g” from @ suffers
the intractability of CDH problem, so ¢g" is a secret value from the viewpoint of
any third party thus m+g" is also a secret value for any adversary. Consequently,
if we omit @ in Scheme II since it gives no (computational) information to the
adversary, then a signature of a message m; using Scheme I is indistinguishable
from the signature of m; using Scheme II. In other words, by given the tuple
(o*,m*,V,, V) where o* is the signature of a message m* and V,,V, are two
public keys of a signer and a verifier, respectively, then no adversary is able
to distinguish whether o* is signed using Scheme I or Scheme II (ie., 0* =
H(m;)Ve = (m; + a;)Ve* in Scheme I or o* = (m; + ¢g"*)Ve* in Scheme II). The
difference between the two schemes is that everyone can learn the values of m;
and «; from H(m;) in Scheme I but no adversary can learn the value of g™ and
m;+ ¢"* in Scheme II. Hence, if there exists an algorithm A which can break the
privacy of signer’s identity in Scheme II, then by simulating Scheme II using all
the information in Scheme I, B can utilize 4 and break the privacy of signer’s
identity in Scheme I. a

Furthermore, in Scheme II, the privacy of a signer’s identity is protected even
if his/her private key is disclosed. This is due to the reason that a signature
signed by Alice used two secret values: Alice’s private key a and a random
number g" € G. Therefore, the validity of a Bob-designated verifier signature
signed by Alice can not be ascertained with only Alice’s private key a. With
this property, the secrecy of previously signed signatures will not be affected
even if the signer, Alice’s private key is disclosed. Thus, the privacy of signer’s
identity can be protected in a higher security.

5.2 Efficiency and Performance Comparison

The time-consuming operations in Scheme II consists of two exponential com-
putation for each signer and verifier whereas one of the two operations can be
pre-computed off-line. Table 1 shows the performance comparison of our two
schemes with previously proposed (strong) DVS schemes in communicational
cost (data flow) and computational cost. Table 2 shows the same performance
comparison of our Scheme I with some one-way two-party authenticated key
agreement schemes (when they are used as SDVS schemes). For the compari-
son to be effective, we only consider the operations of Pairing computation (P),
Elliptic Curve Multiplication (ECM), Exponentional computation (Exp) and
Inversive operation (Inv), which are the most time-consuming operations. In
addition, |n"| = 111 according to [8] and we can set |p| = 512 and |G| = |Z,]
with |¢|] = 160 in Table 1 so that they can have comparable security. We em-
phasize that the data-flow size of our schemes can be largely reduced by adapt-
ing an elliptic curve setting. In Table 2, the size of data flow in each scheme
depends on the encryption scheme to be used, so we only describe them in
number.

From the performance comparison, we note that our Scheme I is superior to
other schemes in almost every aspects and our Scheme II provides enhanced
privacy security than other schemes.
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Table 1. Performance Comparison I

Data Flow Sign Verify Type Privacy

off-line on-line off-line on-line enhanced
SchemeI 1inZ, 1Exp 1Exp 1 Exp 1 Exp SDVS No
Scheme II 2in Z, 1Exp 2 Exp 1 Exp 2 Exp SDVS Yes

JIS [6] 3imZs 4 EeM - 4ECM DVS  No
3in Z,
1in n, 1P

LV [8] inZ, " 1P - poy SDVS  No

SKM[11] 3inZ, - 11?1’1‘5 - 3Exp SDVS No
2 1in Z, 1P 2P

SZM [13] 1me " 3EeM P g Eygp SDVS  No

Table 2. Performance Comparison II

Data Flow Sign Verify
off-line on-line off-line on-line
Scheme I 1 1 Exp 1 Exp 1 Exp 1 Exp
Scheme II of [7] 2 1 ECM 2 ECM - 2 ECM
Scheme I of [9] 2 1P 1 ECM 1P 1P
1 Exp
1P 1P
Scheme II of [9] 2 3ECM  ~ 1 ECM

6 Conclusion

In this paper, we showed how a SDVS can be realized efficiently using any one-
way and two-party authenticated key agreement scheme, so any secure SDVS
scheme without lower communication and computation cost comparing to these
key agreement schemes may have less advantage in practical use. For this reason,
we proposed our efficient SDVS scheme. We also made a modification of this
scheme so as to remove the hash function of the scheme and the modified scheme
provides the privacy of signer’s identity in a higher security than previously
proposed schemes. Finally, the performance comparison of our schemes with
other schemes is investigated.

Although our schemes are not ID-based, it is easily to modify our schemes into
ID-based SDVS schemes by using the k-resilience technique proposed in [5, 10].
In this case, some efficiency and security will be slightly sacrificed.
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Abstract. This paper presents two types of group signature schemes
from bilinear pairings: the mini type and the improved type. The size of
the group public keys and the length of the signatures in both schemes
are constant. An on-line third party is introduced to help the schemes to
realize the “join” of group members, the “opening” of group signatures,
and the immediate “revocation” of group membership. It is shown that
the introduction of this party makes our schemes much more simple
and efficient than the previous schemes of this kind. The mini group
signature is in fact only a BLS short signature. Unfortunately, it has
a drawback of key escrow. A dishonest group manager can forge any
group signature at his will. To avoid this drawback, we put forward an
improved scheme, which is also very simple and efficient, and satisfies all
the security requirements of a group signature scheme.

Keywords: Group signature; Digital signature; GDH group; Bilinear
pairing.

1 Introduction

Group signatures, primitively introduced by Chaum and van Heyst [11], allow
a group member to sign a message on behalf of the group without revealing his
identity. In addition, it is difficult to determine whether two different signatures
were generated by the same group member or not. In the case of a dispute, the
group manager will be able to “open” a group signature and incontestably show
the identity of the original signer.

Group signatures have many practical applications such as e-voting, e-bidding,
e-cash, and fingerprinting systems. Following the first work by Chaum and van
Heyst, many group signature schemes have been proposed. In the early group
signature schemes [11, 12, 13], the size of the group public keys and the length of
the signatures linearly grew with the number of the group members. Although
many of them have been proven to be secure, they are inefficient for large groups.
Schemes where the size of the group public keys and the length of the signatures
are constant have been proposed in [14, 1,15, 2,20, 18]. However, much of them
are either insecure or inefficient. In fact, it is still an open problem to design a
group signature scheme that is secure and as efficient as the regular signature
scheme such as RSA or DSA.

D. Feng, D. Lin, and M. Yung (Eds.): CISC 2005, LNCS 3822, pp. 128-139, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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We note that many group signature schemes [14,16,17,18,4,7,8] are con-
structed by making use of two different ordinary signatures: One is used to
generate the membership certificates as part of the Join protocol and the other
one is used to actually generate group signatures as part of the Sign protocol.
Consequently, the join of the group members and the generation and verification
of the group signatures are very complicated.

Using bilinear pairings as a constructive tool, this paper presents two types
of group signature schemes: the mini type and the improved type. The size of
the group public keys and the length of the signatures in both schemes are
constant. An on-line third party, called a security mediator, is introduced to
help our scheme to realize the “join” of group members, the “opening” of group
signatures and the immediate “revocation” of group membership. It is shown
that the introduction of the security mediator makes our schemes much more
simple and efficient. The mini type group signature is in fact only the famous
BLS short signature from bilinear pairings [9]. but it has a drawback of key
escrow and a dishonest group manager can forge any group signature at will
since he knows all the private keys of the group members. To avoid the key
escrow of the mini scheme, we put forward an improved group signature scheme.
Although it is not so efficient as the mini scheme, to our best knowledge, it is
still much more simple and efficient than the previous schemes of this kind. We
will show that the improved scheme satisfies all the security requirements of a
secure group signature scheme.

The rest of this paper is organized as follows. Section 2 does some preliminary
work. Section 3 describes the definition and security requirements of a group
signature scheme. A mini group signature scheme and its security analysis are
presented in Section 4. Section 5 introduces the improved group signature scheme
and analyzes its security. Conclusion is drawn in the last section.

2 Preliminaries

2.1 Bilinear Pairing

Let G be a cyclic additive group generated by P, whose order is a prime gq,
and G5 a cyclic multiplicative group of the same order ¢. A bilinear pairing is a
computable map e : G1 X Gy — G2 with the following properties:

1. Bilinear: e(aRy,bRy) = e(Ry, R2)® for any a,b € Zq and Ry, Ry € G.
2. Non-degenerate: There exists Ry, Ry € Gp such that e(Ry, R2) # 1. Which
means that e(P, P) # 1 since P is the generator of the cyclic group Gj.

2.2 Gap Diffie-Hellman Group

Assume that the Discrete Logarithm (DL) problem in both G; and G3 is hard.
Consider Computational Diffie-Hellman (CDH) problem (given P,aP,bP € G,
for all a,b € Z;, compute abP) and Decisional Diffie-Hellman (DDH) prob-
lem (distinguish (P, aP,bP,abP) from (P,aP,bP,cP) for all a,b,c € Z3) in Gy.



130 X. Cheng et al.

They are generally considered to be hard [9,5]. However, the DDH problem
becomes easy with the help of bilinear pairings since (P, aP,bP,cP) is a valid
DH tuple (the tuple of the form (P,aP,bP,abP)) if and only if e(aP,bP) =
e(P,cP).

We call G a Gap Diffie-Hellman (GDH) group if DDH problem is easy while
CDH problem is hard in G. The above discussion tells us that bilinear pairings
can help us to obtain GDH groups. Such groups can be found on super-singular
elliptic curves or hyper-elliptic curves over the finite fields, and the bilinear
pairings can be derived from the Weil or Tate pairings [9, 5].

Schemes in this paper can work on any GDH group. Throughout this paper,
we define the system parameters in all schemes as follows: G1,Ga, P and ¢ are
as described above. Define a cryptographic hash function: H : {0,1}* — Z;.
All these parameters are denoted as Params = {G1,G2,e,q, P, H} and can be
obtained by running a GDH Parameters Generator [9].

3 Definition and Security Requirements

In this section, we describe the definition and security requirements of a group
signature scheme.

3.1 Definition

A group signature scheme consists of two parties: the group manager (GM) and a
set of group members and comprises a family of at least five procedures described
as follows.

1. Setup: A probabilistic algorithm that on input a security parameter k and
outputs the system parameters, the group public key and the corresponding
secret key.

2. Join: A protocol between GM and a user to join the group. After run-
ning this protocol, the user becomes a member of the group and gets his
membership certificate and the membership secret.

3. Sign: A probabilistic algorithm that on input a group public key, a member-
ship certificate, a membership secret and a message, and outputs the group
signature on the given message.

4. Verify: A boolean-valued algorithm used to verify the validity of the group
signature generated by the Sign.

5. Open: An algorithm only run by GM. Given a message, a valid group signa-
ture on it, a group public key and the corresponding secret key, determine
the identity of the signer.

3.2 Security Requirements

A secure group signature scheme must satisfy the following security properties.

1. Correctness: A valid group signature generated by a group member using
Sign must be accepted by Verify.
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2. Unforgeability: None but a group member is able to produce a valid group
signature on behalf of the group.

3. Anonymity: Given a valid group signature of some message, it is compu-
tationally hard to determine the original signer for everyone but GM.

4. Unlinkability: Given several group signatures on the same or different mes-
sages, it is computationally infeasible to decide whether the signatures were
generated by the same or by different group members.

5. Exculpability: A group signature generated by a group member cannot be
successfully attributed to another. Even GM cannot produce signatures on
behalf of other group members.

6. Traceability: GM is always able to open a valid group signature and identify
the actual signer.

7. Coalition-resistance: Even if a coalition of some group members (even a
whole set of the entire group) collaborate to generate a valid group signature
on some message, can GM attribute the signature to the colluding members.

4 The Mini Group Signature

Apart from GM and a set of group members, we introduce a trusted on-line third
party, called a security mediator (SEM) in our scheme. The main idea behind
our scheme is that the secret key of the group is split into two parts by GM,
one part is given to the user as his group membership secret key, and the other
one is given to SEM. Neither the group member nor SEM can sign a message
without the other’s help. To revoke the membership of a group member, GM
needs only ask SEM not to provide the group member partial signatures any
more. The group membership can therefore be revoked immediately. SEM has
the following functionality in our scheme:

(1) Help GM and the users to easily realize the join protocol. As a result, the
users become group members.

(2) Help the legal group members to produce valid group signatures.

(3) Realize the immediate revocation of group membership.

(4) Help GM to open some group signatures and reveal the identities of the
original signers in the case of a later dispute.

In the following, we will show that a very simple and efficient group signature
scheme can be constructed with the help of SEM.

4.1 The Proposed Scheme
The mini group signature scheme is described as follows:

1. Setup: Given a security parameter x, GM runs the GDH Parameters Gener-
ator to obtain the system parameters Params = {G1,Ga,e,q, P, H}. It then
randomly chooses x € Z; and computes X = xP € G;. The private-public
key pair of the group is (z, X).
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2. Join: Suppose that U; is a user who wants to join the group. Assume that the
communication between GM and users and between SEM and GM is secure.
GM randomly chooses =i € Z; and computes z{ = (z—=z}') mod ¢. x{" is sent
to U; and (z7,U;) is sent to SEM. After this protocol, U; becomes a group
member and his group membership secret key is z}'. When distributing the
private keys to the group members, there are some requirements described
as follows:

— zj #zj when i # j.
-z ol e+ xqu # x mod ¢ for any positive integer j.
— a4 oy # z; mod g for any positive integers j and I.

3. Sign: To generate a group signature on some message M, the group member
U; collaborates with SEM to do the following work:

— U, sends H(M) along with his identity to SEM.

— SEM first checks that the group membership of U; has not been revoked.
It then computes of = ziH (M), stores (U;, H(M)) and sends o back
to UZ

— U; computes o} = z¥H(M) and o; = o} + of*. He checks whether
e(P,o;) = e(X, H(M)) holds. If so, the group signature on message M
is set to be o = o;.

4. Verify: The verifier accepts the signature o on message M if (P, X, H(M),
o) is a valid DH tuple, i.e. e(P,0) = e(X, H(M)) holds.

5. Open: In the case of a dispute, GM has to open some group signatures.
Suppose that he wants to open a signature ¢ on some message M. He need
only send an enquiry to SEM. SEM consults the storage list and sends the
original signer U; back to GM.

Our group signature is in fact the famous BLS short signature from bilinear
pairings [9]. This makes our group signature very short. The introduction of
SEM makes our scheme very simple and efficient. Note that none of the group
member can generate a valid group signature without the help of SEM. The
group membership can therefore be immediately revoked if GM ask SEM not to
help the group member any more.

4.2 Security Analysis

In the following, we will show that our mini group signature scheme satisfies
almost all the security requirements of a secure group signature scheme.

Correctness: The group signature o on message M given by the group member
U; consists of two parts: the partial signature o] given by SEM and the partial
signature o;* given by U;. We note that

o =0} +o0; =ziHM)+aH(M) = («7 + 2i')H(M) = «H (M)

since z = (27 +z}) mod ¢. That is to say, o is a BLS short signature of M under
the group public key X. Therefore, e(P,0) = e(X, H(M)). Which guarantees
the security property of correctness of our mini scheme.
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Unforgeability: From the generation of the individual group signature, we
know that such a signature can be viewed as a (2,2) threshold signature. It is
shown in [9] that the underlying scheme is existential unforgeable in the random
oracle model for any GDH group. It is also shown in [10] that the threshold
version is as secure as the original one since a forgery on the threshold scheme
allows to build a forgery on the original signature scheme. This allows to prove
the unforgeability of our group signature scheme.

Anonymity: Given a message M, the group signature generated by the group
member U; is:

0i =0; +0i' =z H(M) + ! H(M) = (7 + i) H(M) = zH(M);
and the group signature generated by the group member U; is:
oj=0;+0f =a;HM)+xiHM) = (xj +xf)H(M) = cH(M).

Therefore, the group signatures on the same message generated by different
group members are all the same. They are all only the BLS short signatures
under the group public key X and any group signature consists of no information
of the original signer. In no case can one determine the original signer just from
the group signature. That is to say, our group signature scheme satisfies the
security property of anonymity.

Unlinkability: As discussed above, anyone (even if GM) can find nothing from
the signature about the signer since the group signatures on the same message
generated by different group members are all the same and a group signature
consists of no information of the original signer. That is, given several group
signatures, it is difficult to determine whether they were generated by the same
group member or not. Therefore, our group signature scheme has the security
property of unlinkability.

Exculpability: Note that none of the group member can generate a group
signature without the help of SEM. Once a group member has signed a message,
his identity along with the hash value of the message must have been stored
by the trusted SEM in the storage list (To assure the security of the scheme,
the storage list can only be opened by SEM). Therefore, none of the group
members can sign messages on behalf of other group members or attribute a
signature generated by a group member to another since z}* # zy when i # 7
(it is apparent that the group member U; can sign messages on behalf of U; or
attribute a signature generated by himself to U; if z}' = xy) That is, our scheme
has the security property of exculpability.

Traceability: In the case of a dispute, GM can easily open any group signature
and identify the actual signer with the help of the trusted SEM. We note that
all group signatures can be produced only with the help of SEM, and SEM has
stored the identities of the original signers at the time it provided the partial
signatures.

Coalition-resistance: We note that, without the help of SEM, none of the
group members can generate a valid group signature. Even if a coalition of



134 X. Cheng et al.

some group members (even a whole set of the entire group) collaborate, they
cannot generate a valid group signature since z}! + x}, +--- + xfg # x mod g,
Ty +axp e+ :vij # xj mod ¢ for any posmve mtegers j and | (Noted that

the group members Ui, UZQ, -++,U;; can collaborate to generate a valid group

signature if o}, + i + -+ + 2}, = ¥ mod ¢ and they can also produce a valid
group mgnature on behalf of the group member U;, with the help of SEM if
i tay + + xlj =z, mod q). That is, our scheme satisfy the security

property of Coalition—resistance.
Compared with the previous schemes of this kind, the advantage of our mini
group signature scheme is obvious:

(1) As discussed above, the group signature is in fact the BLS short signature
from bilinear pairing.

(2) The introduction of SEM provides a simple and immediate revocation of
the group membership since none of the group member can generate a valid
signature without the help of SEM.

(3) The introduction of SEM provides an efficient method for the users to join
the group.

(4) The storage of the identities of the signers provides a simple and practical
method for GM to open the group signatures and identify the original signers.

Unfortunately, there is also a drawback in our mini group signature scheme:
GM can generate valid group signatures on behalf of any group member since he
knows the private keys of all group members.

The following improved group signature scheme gives a satisfactory solution
to the aforementioned drawback.

5 The Improved Group Signature

To avoid the drawback of the above mini group signature scheme, we make
an adjustment on the scheme and come up with an improved group signature
scheme in this section. Although it is not so efficient as the mini group signature
scheme, to our knowledge, it is still much more simple and efficient than the
previous schemes of this kind.

5.1 The Proposed Scheme
The improved group signature scheme is described as follows:

1. Setup: Given a security parameter £, GM and SEM do the following work,

respectively.

— GM runs the GDH Parameters Generator to obtain the system param-

eters Params = {G1,G2,e,q, P, H}.

— GM randomly chooses a number x € Z; and computes X = zP.

— SEM randomly chooses y € Z; and computes Y = yP.
The group public key is (X,Y), while  and y are kept secret by GM and
SEM, respectively.
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2. Join: Suppose that a user U; wants to join the group. We assume that the
communication among GM, SEM and the users is secure. To realize the join
of U;, they collaborate to do as follows:

— GM randomly chooses ' € Z;, computes x; = (x — z}') mod ¢. x{ is
sent to U; and (z3,U;) is sent to SEM.
— After receiving (z7,U;), SEM randomly chooses y;' € Z; and computes

y? = (y — y¥*) mod q. It keeps y? secret and sends y* to U,.
After this protocol, U; becomes a group member and his group membership

secret key is (z¥,y¥). When distributing the private shares to the group
members, there are some requirements described as follows:
-z} #x andyZ #yj when i # j.
-z +:v + -+ #xmodqandyzl+y12+~~+y§‘j#ymodqfor
any positive mteger J.
— a4l 4 #x” mod q and y! +y;: + - —I—yZJ;«éyZI mod ¢ for
any posmve mtegers j and [.
3. Sign: To generate a group signature on some message M, U; collaborates

with SEM to do the following work:

— U, sends H(M) along with his identity to SEM.

— SEM first checks that U;’s membership has not been revoked. It then
computes v{ = y*H(M) and of = 2} H(M). It stores (U;, H(M)) and
sends (U‘;,O’l) back to U;.

— U, computes o = ¥ H(M) and v} = y?H(M). Let

K3

al—v +v +cr +o;.

He checks whether e(P,0;) = e(X + Y, H(M)) holds. If so, the group

signature on message M is set to be o = ;.
4. Verify: The verifier accepts the group signature o on message M if (P, X +

Y,H(M),0) is a valid DH tuple, that is, e(P,0) = e(X + Y, H(M)) holds.
5. Open: To open a group signature, GM needs only to send a enquiry to SEM.
SEM can easily identifies the original signer from the storage list.

5.2 Security Analysis

We first show that the drawback existed in the mini scheme have been avoided
in our improved scheme: Note that the group signature in our improved scheme
depends on not only the private key x of GM but also the private key y of SEM.
GM cannot forge the group member to generate a valid signature any more since
he does not know y.

In the following, we will show that our improved scheme satisfies all the se-
curity requirements of a secure group signature scheme.

Correctness: The property of correctness can be easily derived from the gen-
eration of the group signature. Given a valid group signature ¢ on message M.

Note that
oc=v; +v 4o+

— Y H(M) + yH(M) + o H(M) + e H(M)
= (y; +y ) H(M) + (27 + i) H(M)
=yH(M)+z2H(M) = (z+y)H(M)
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Therefore,

e(P,o) =e(P,(z+y)H(M)) = e(P,xH(M))e(P,yH(M))
= e(X, H(M))e(Y, H(M)) = e(X + Y, H(M))

That is, (P, X +Y, H(M),0) is a valid DH tuple.

Unforgeability: The following proof shows that our scheme satisfies the security
property of Unforgeability.

Note that our group signature can be viewed as a multisignature generated
by GM and SEM. Suppose that there is a polynomial time adversary A for our
group signature scheme, we will construct an adversary B for the underlying
BLS short signature scheme by making use of A. We give a strong assumption
that the adversary B has corrupted GM or GM is dishonest. The adversary is
given the access to the hash and group signature signing oracles. B simulates
GM and interacts with 4 as the following.

Hash Queries: A requests the hash values on some messages of his choice, B
makes the same queries on these messages to its own hash oracle and gives
the responses back to A.

Group Signature Queries: Proceeding adaptively, A requests the group sig-
natures on some messages of his choice. B requests the signatures on these
messages to its own group signature oracle and gives the response back to A.
For the j-th query, A supplies a messages M}, and obtains the response o;.

Outputs: Eventually algorithm 4 halts, outputting a message M and its group
signature forgery 6, Where M must be a message that A have not required.
If A fails to output a valid forgery, then B reports failure and terminates.
Otherwise, B computes 61 = xH(M) and 6o = 0 — 01. It is apparent that
09 is a valid BLS short signature forgery of M under the public key Y.

If there exists an efficient algorithm A to forge our group signature scheme, then
we can construct an algorithm B, with the same advantage, to forge the under-
lying BLS short signature scheme. However, it is shown in [9] that the BLS short
signature scheme is secure against existential forgery under adaptively chosen
message attack in the random oracle model with the assumption that G; is a
GDH group. Therefore, Our group signature scheme is existential unforgeable.

Anonymity: Given a message M, the group signature given by U; is:

0 = Vit =y H (M) 4y H(M)-+2f H(M)+2 H(M) = (a-+y)H (M).
The group signature generated by the group member U; (i # j) is:
oj=vitvi+oi+o} =y;H(M)+y;H(M)+z;H(M)+z{H(M) = (x+y)H(M).

Thus the group signatures on the same message generated by different group
members are all the same. Any group signature consists of no information of the
original signer. In no case can one determine the original signer just from the
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group signature. That is to say, our group signature scheme satisfies the security
property of anonymity.

Unlinkability: As discussed above, anyone (even if GM) can find nothing from
the signature about the signer since all the group members generate the same
group signature on the same message and a group signature consists of no infor-
mation of the original signer. That is to say, given several group signatures, it
is difficult to determine whether they were generated by the same group mem-
ber or not. Therefore, our group signature scheme has the security property of
unlinkability.

Exculpability: We note that, none of the group members can generate a group
signature without the help of SEM. Once a group member U; has signed a
message M, (U;, H(M)) must have been stored by SEM in the storage list.
Therefore, none of the group members can sign messages on behalf of other group
members or attribute a signature generated by a group member to another since
ri # xf and y;' # yi when i # j. If and only if z}' = 2% and y;' = y, can U; sign
messages on behalf of U; or attribute signatures generated by himself to U;. The
group signature can be viewed as a multisignature generated by GM and SEM.
GM cannot produce group signatures on behalf other group members since it
has been shown in [10] that such a multisignature is unforgeable in the random
oracle model. Therefore, our scheme has the security property of exculpability.

Traceability: Since SEM has stored the identity of the signer at the time it
provided the partial signatures, it is easy for GM to open a group signature and
identify the actual signer with the help of SEM.

Coalition-resistance: We first show two cases that some group members can
collaborate to forge a group signature.

Case 1. z! +aj, +~~+$§§ =2 mod ¢ and y;! +y§‘2+~~+y?j =y mod ¢
In this case, the group members Uy, ,Us,, - -, U;; can collaborate to generate
a valid group signature and GM cannot identifies those original signers.
Given a message M, U;, (1 < m < j) computes ¢;,, = i H(M) and
=yi H(M). Let 6 = S (64, + ©4,). Tt is apparent that & is a valid
group agnature on M under public (X ,Y).

Case 2. x} +xf2+-~+xfj =z} mod ¢ and y;" +y§‘2+-~+yfj =y;, mod g
In this case, the group members Uy, ,Us,, - -, U;; can collaborate to generate
a valid group signature on behalf of U;,.

Given a message M, each U;,, (1 < m < j) computes ;,, = xi H(M) and
0;,, =y H(M). Let 6}t = ZJ 104, = Zy 1o HM) =z HM), 0ff =
Zin:l 0;,, = in LY H(M) = y“H(M). Then they send H(M) along with

U;,’s identity to SEM and obtain o = x H(M) and 07 = y; H(M). Tt is
apparent that 6 = 07, + 67, + o7 + v” is a Vahd group 51gnature generated by
Ui,, Uiy, -+, Us; on behalf U;,. In other cases, none of the group members can
generate valid group signatures without the help of SEM and even if some group
members (even a whole set of the entire group, including GM) collaborate, they
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cannot generate valid group signatures. Our scheme satisfy the security property
of Coalition-resistance since the aforementioned two cases have been avoided in
our scheme.

6 Conclusions

In this paper, we have proposed two types of group signature schemes based
on the bilinear pairings. The introduction of the security mediator makes some
protocols of our schemes such as the join of the group members, the immediate
revocation of the membership and the open of the group signatures very simple
and practical. To our knowledge, no so simple and efficient group signatures have
been proposed so far.

Note that the signatures on the same message signed by different group mem-
bers are all the same. Once two different group members have signed the same
message, SEM will not be able to distinguish between the two original signers.
The best solution to this obstacle is that SEM does not allow different group
members to sign the same message.

For the future work, we try to give a security proof of our scheme under the
strong security notion of group signatures given in [8] and [7].
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Abstract. Recently, Boneh et al. proposed the concept of an aggregate signature,
introduced security models for such signatures, and also presented some
applications. An aggregate signature scheme is a digital signature that supports
aggregation: Given n signatures on n distinct messages from n distinct users, it is
possible to aggregate all these signatures into a single short signature. This single
signature, along with the n original messages will convince verifiers that the n
users did indeed sign the n original messages respectively, i.e., user i signed
message M; for i = 1, ..., n. In this paper, however, we find that their security
model has some defects. The capacity that the adversaries possess was
constrained according to the standard security definition of signatures. We
propose an improvement of the Boneh’s scheme by presenting a new security
model and giving a formal proof in random oracle model.

Keyword: Aggregate signature, security model, random oracle model.

1 Introduction

In 2003, Boneh et al. [3] introduced the concept of an aggregate signature AGS.
Suppose that there are n signers, each chooses a public-private key pair (PK;, SK;) in the
same system parameters. Signer u; signs a message M; to obtain a signature ;. Then
there is a public aggregation algorithm that takes as input all of individual signatures o7,

.., 0, and outputs a short compressed signature o. Anyone can aggregate the
signatures. Moreover, the aggregation can be performed incrementally. There is also an
aggregate verification algorithm that takes as input PKj, ..., PK, M, ..., M, and o, and
decides whether the aggregate signature is valid.

Aggregate signatures have many real-world applications involving signatures on
many different messages generated by many different users. Boneh et al. provided
some examples. In a Public Key Infrastructure (PKI) of depth n, each user is given a
chain of n certificates. The chain contains n signatures by n Certificate Authorities
(CAs) on n distinct certificates. Similarly, in the Secure BGP protocol (SBGP) [6] each
router receives a list of n signatures attesting to a certain path of length » in the network.
A router signs its own segment in the path and forwards the resulting list of n + 1
signatures to the next router. As a result, the number of signatures in routing messages
is linear in the length of the path. Both applications would benefit from a method for
compressing the list of signatures on distinct messages issued by distinct parties.

D. Feng, D. Lin, and M. Yung (Eds.): CISC 2005, LNCS 3822, pp. 140—149, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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Specifically, X.509 certificate chains could be shortened by compressing the n
signatures in the chain into a single signature. Hence, an aggregate signature scheme
enables us to achieve precisely a type of compression, reducing verification load and
storage load.

Intuitively, the security requirement for an aggregate signature scheme is that the
aggregate signature o is declared valid only if the aggregator who creates the
compressed signature o was given all of valid individual signature o, ..., 6;. If so, an
aggregate signature provides non-repudiation at once on many different messages
signed by many signers.

Boneh et al. constructed an aggregate signature scheme based a short signature, due
to Boneh, Lynn, and Shacham [4]. This signature scheme can work in any group, where
the Decision Diffile-Hellman problem (DDH) is easy, but the Computational
Diffile-Hellman problem (CDH) is hard. Such group is referred as Gap group [9].
However, general gap groups are insufficient for constructing efficient aggregate
signatures. Instead, Boneh et al. used a bilinear map [2], called “pairing”, to construct
aggregate signatures.

In their paper [3], Boneh et al. presented a security model for such signatures.
However, the capacity that the adversaries possess was constrained according to the
standard security definition of signatures. An adversary is required to forge an
aggregate signature for some messages while he is only allowed to request some
individual signatures on messages of his choice. Moreover, the adversary would not be
considered as wining attack games, although he could derive a new individual
signature, if any.

In this paper, we will propose an enhanced aggregate signature scheme from
pairings where an explicit entity acts as aggregator who should be held responsibility
on behalf of other signers. We also present a new security model and give a formal
proof in random oracle models. Our model strengthens security by giving more power
to adversaries in attack games and requiring the aggregator to play an active role.

The rest of this paper is organized as follows. Section 2 gives some background
definitions for parings, presents the new security model, and then gives a security proof
in random oracle model. In Section 3, we analysis the defects in the Boneh’s scheme in
contrast with our enhanced aggregate signature scheme. Finally, we conclude in
Section 4.

2 Enhanced Aggregate Signature Scheme

In this section, we first briefly review bilinear maps and associated computation
problems. Then we describe the enhanced aggregate signature scheme. Finally, we
show that the enhanced aggregate signature scheme is existential unforgeable against
adaptive chosen message attacks (EUF-CMA).

2.1 Review of Pairings

In their pioneer work of Boneh and Franklin [2], a bilinear map, called “pairing”, is
used. Typically, the pairing used is a modified Weil pairing or Tate pairing on a
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supersingular elliptic curve or abelian variety. For the reason of brevity, we describe
pairings and the related mathematics in a more general format here.

Let G, and G, be two cyclic groups of the same large prime order g. We write G, and
G, additively and multiplicatively groups, respectively. Let P is a generator of Gj.
Assume that the discrete logarithm problems in G, and G, are hard. Let e: G| X G;— G,
be an admissible pairing which satisfies the following properties:

1. Bilinear: e(aP, bP’) = e(P, P’)“}’ forall P, P’e Gj,anda, be Z,.

2. Non-degenerate: There exist P, P’e G, such that e(P, P’) # 1. This means that if P
is a generator of Gy, then e(P, P) is a generator of G,.

3. Computability: There is an efficient algorithm to compute e(P, P’) for all P, P’e
Gl.

4. The map fp: G1— G, by fp(Q) = e(Q, P), where P € G* (G;* denotes the set
G \{O} where O is the identity element in the additive group G,), is believed to be
a one-way isomorphic function.

The Weil pairing and Tate pairing associated supersingular elliptic curve can be
modified to create such bilinear pairing.

Bilinear Diffie-Hellman (BDH) Parameter Generator: We say that a randomized
algorithm /G is a BDH parameter generator if /G takes a security parameter k > 0, runs
in time polynomial in k, and outputs the description of two groups G, and G, of the
same large prime order ¢ and the description of an admissible pairing e: G; X G;— Go.

The security model of the aggregate signatures is based on the difficulty of the
following assumption.

CDH Assumption. Let /G be a BDH parameter generator. We say that an algorithm A
has advantage £(k) in solving the CDH problem for /G if for sufficiently large &:

<¢,G,,G,,e>— IG(1")

Advg (k) =Pr{A(g, Gy, G», e, P, aP, bP) = abP «
o b PeGI,a,b<—Zq

} 2 &k)

The probability is taken over the choice of P, a, b and A’s coin tosses.

We say that /G satisfies the CDH assumption if for any randomized polynomial time
(in k) algorithm A we have that Adv,g.4(k) is a negligible function. When IG satisfies
the CDH assumption we say that CDH is hard in groups generated by IG.

However, Boneh et al. use more general case in [3]. They consider bilinear a map e:
G, X G,— Gy where all groups are multiplicative and of prime order p and there is a
computable isomorphism y from G, to G;. To simplicity, we set G, = G, and =1, the
identity map.

2.2 Enhanced Aggregate Signatures Scheme AGS

We describe enhanced aggregate signatures in our general format. The scheme
comprises five algorithms: KeyGen, Sign, Verify, Aggregate, and AggregateVerify:
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KeyGen: Take as input 1*, run the randomized algorithm IG to generate the system
parameters <q, Gy, G,, e, P> and a full-domain hash function H: {0, 1 }*e G;. For each
signer u;, picks up at random x; in Zq* as his private key and computes his public key Y;
= x;P. Similarly, the aggregator chooses his key pair {x, yo}.

Sign: For a message M; € {0, 1}, a signer with key pair {x;, y;} computes his individual
signature o; = x;H(M,).

Verify: Each individual signature o; can be verified by checking e(c;, P) = e(H(M,), Y)).

Aggregate: Suppose that an aggregator is given n individual signatures o, ..., ¢, for n
messages My, ..., M, with respect to public keys Y1, ..., ¥,. The aggregator first verifies
individual signatures by checking e(o;, P) = e(H(M,), Y}), i = 1, ..., n. If all signatures
are valid, the aggregator computes the aggregate signature o =0 + ...+ 0, + xoH(M, |l
M.

AggregateVerify: accept the aggregate signature only if e(o;, P) = e(H(M,ll...IIM,),
Yo [T e(H(m,).Y,).

Consistency: e(o, P) = e(01 + ...+ 0, + xoHM\lI...IIM,), P) = e(xoH(M,ll...IIM,),
P e(xHm),P) = e ..im,), ) [ ] e(H(m,).Y,).

Therefore, if all of individual signatures are valid, so is the aggregate signature.

2.3 Security of the Enhanced Aggregate Scheme

The standard definition of the security of signature schemes, together with the first
construction that satisfies it, was given by Goldwasser et al. [5].

Existential unforgeability against adaptive chosen message attacks (EUF-CMA) is
the strongest security model of signature schemes, where the adversary is allowed to
ask the signer to sign any message of its choice in an adaptive way, it can adapt its
queries according to previous answers. Finally, the adversary could not provide a new
message-signature pair with non-negligible advantage. Hence, it is natural to require
that aggregate signatures also satisfy this strong security notion. However, the
definition of the security for aggregate signatures must be strengthened more. The
reason is that there are two types of signatures, aggregate signature and individual
signature. Although the adversary would be allowed to ask the signers to sign any
message of its choice, either batch message or individual message, he still could not
provide a new message-signature pair, whether aggregate signature or individual
signature.

We say that an aggregate signature scheme AGS is existential unforgeable against
adaptive chosen message attacks (EUF-CMA) if no polynomial bounded adversary A
has a non-negligible advantage against the challenger in the following game:
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KeyGen: The challenger takes as input 1%, runs the randomized algorithm IG to
generate the system parameters <q, G, G,, e, P> and a full-domain hash function H:
{0, 1}*—> G;. Then the challenger generates s + 1 (s < n) public key Yy, Y1, ..., Y, at
random. Finally, the challenger gives the results to the adversary.

Phase 1: The adversary issues some signature queries.

- Individual signature query <M,, Y;>: A requests an individual signature for message
M, of its choice under public key V;, 0 <i <.

-Aggregate signature query <My, ..., M;, Yo, Yy, ..., Y>: A requests an aggregate
signature for messages My, ..., M; of its choice under public keys Yy, Y1, ..., ¥;, 1 <i<s.

Challenge: Once the adversary decides that Phase 1 is over, A outputs n — s additional
public keys Y4, ..., ¥, of its choice. These public keys, along with the initial public
keys Yy, Y, ..., ¥; will be included in A’s forged aggregate signatures and aggregate
signature queries.

Phase 2: The adversary issues some more signature queries.

- Individual signature query <M,, Y;>: A requests an individual signature for message
M, of its choice under public key ¥;, 0 <i<s.

- Aggregate signature query <M, ..., M;, Yo, Y}, ..., Y>: A requests an aggregate
signature for messages My, ..., M; of its choice under public keys Yy, Y1, ..., Y, | <i<n.

Response: Finally, the adversary A outputs an individual signature o; for message M;
of its choice under public key Y;, 0 <i<s, or an aggregate signature o for messages M|,
..., M; of its choice under public keys Yy, Y1, ..., ¥, | <i<n.

The adversary A wins the game if the output signature is not nontrivial, i.e. if 0;is an
individual signature, A did not requests a signature, either individual or aggregate, on
the message M;; if ois an aggregate signature, there exists at least a message M; in M,

...M;, 1 <j<sand A did not requests a signature, individual or aggregate, on the
message M. The probability is over the coin tosses of the key generation algorithm and
of A.

Definition: An aggregate signature forger A(¢, qu, qis» Gus, 1, €)-breaks an n-signer
aggregate signature scheme in the aggregate chosen key model, if after running in time
at most ¢, making at most gy adaptive queries to the hash function, at most g;, adaptive
queries to the individual signing oracle and at most g, adaptive queries to the aggregate
signing oracle, A outputs a nontrivial forged signature by at most n signers, with
probability at least & An aggregate signature scheme is (t, gy, Gis, qas» N, E)-secure
against existential forgery in the aggregate chosen-key model if no forger A(%, gx, gis
qas, 1, €)-breaks it.

Theorem. Let the hash functions H be random oracle. Then the enhanced aggregate
signature scheme AGS is existential unforgeable against adaptive chosen message
attacks (EUF-CMA) assuming CDH is hard in groups generated by I/G. Concretely,
suppose there is an EUF-CMA adversary A, that has advantage &£ against the AGS
scheme and A runs in time at most ¢. Suppose that A makes at most g, adaptive queries
to the hash function, at most g;, adaptive queries to the individual signing oracle and at
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most g,, adaptive queries to the aggregate signing oracle. Then there is a CDH
algorithm B that has an advantage& for /G with running time #’, where:

e<(e(qis+(n+ g +n+ 1)E (D)
t=0 —(qu+ 2(qis + (n + 1)quy) + 2n + 4) cgy 2

Where e is the base of natural logarithms, and one point scalar on G takes time cg;.

Proof: We show how to construct a CDH adversary B that uses A as a computer
program to gain an advantage € for /G with running time #’. The challenger runs /G to
obtain <q, Gy, G,, e, P, aP, bP>. Its goal is to output Q = abP € G,. Algorithm B
simulates the challenger and interacts with forger A as follows.

KeyGen: Algorithm B takes as input 1%, run the randomized algorithm IG to generate
the system parameters <g, Gy, G,, e, P>, a full-domain hash function H: {0, 1}*—> Gy,
Q) =aP and Q, = bP. Algorithm B generates at random s + 1 (s < n) public key Yy, Y},
..., Yy by Y = Q| + riP, where r; is a random in Zq*. Finally, Algorithm B gives the
results to forger A.

Hash Queries. At any time Algorithm A can query the hash oracle H. To response to
these queries, B maintains a list of tuples <M,, h;, ¢;, coin> for the hash oracle H. we
refer to this list as H-list. The contents of the list are “dynamic” during the attack game.
Namely, when the game starts, it is initially empty, but at end of the game, it records all
pairs of queries/answers. When A queries the oracle H at some massage M € {0, 1},
Algorithm B responds as follows:

1. If the query M already appears on the H-list in some tuple <M, h, c, coin>, then
algorithm B responds with h = H(M).

2. Otherwise, B generate a random coin € {0, 1} so that Pr[coin = 0] = §form some &
that will be determined later.

3. Algorithm B picks a random c in Zq*. If coin =0, B computes h = Q, + cP. If coin =
1, B computes h = cP.

4. Algorithm B responds with & = H(M) and adds the tuple <M, h, ¢, coin> to the
H-list.

Obviously, either way, & is uniform in G; and is independent of A’s current view as
required.

Individual Signature Queries. When in Phase 1 or 2, algorithm A can request an
individual signature on some message M under the challenge public key ¥;, 0 <i <.
Algorithm B responds to this query as follows:

1. Algorithm B runs the above algorithm for responding to H-queries on M,
obtaining the corresponding tuple <M, h, c, coin> on the H-list. If coin = 0, then B
reports failure and terminates.

2. If coin = 1 holds, we know that h = cP. Let o = cY; € G;. Observe that e(o, P) =
e(cY;, P) =e(cP, Y;) = e(HM), Y;). Therefore o is a valid individual signature on M
under the public key Y;. Algorithm B gives oto algorithm A. The probability of success
is (1 -9).
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Aggregate Signature Queries. When in Phase 1 or 2, algorithm A can request an
aggregate signature for messages My, ..., M; of its choice under public keys Yy, Yy, ...,
Y,1<i<n.

As individual signature queries, Algorithm B computes i individual signatures o; on
the message M; under the challenge public key Y, j = 1, ..., i. Then Algorithm B

computes the individual signatures oy on the message (Mll...Il M;) under the challenge
public key Y. Finally, Algorithm B computes ¢ = ¢ + ... + ¢;. If the corresponding
coing = ... = coin; = 1, Algorithm B could generate a valid aggregate signature.

Otherwise, B reports failure and terminates. The probability of success is at least (1 -

é)n+l

Output. If B does not report failure, Algorithm A would return a nontrivial individual
signature O; or an aggregate signature ¢ with probabilitye.

Case 1. o; is an individual signature, A did not requests a signature, either individual or
aggregate, on the message M; under the challenge public key ¥V;= Q0+ rP,0<i<s. B
runs the above algorithm for responding to the H-list on M; to obtain the corresponding
tuple <M,, h;, c;, coin>. If coin; = 0, then H(M;) = h; = O, + ¢;P holds. Hence,
e(o, P)=e(HM)) , Y))

=e(Qr+ciP, Q1+ 1P)

=e((a+r)(Q:+cP), P)

=e(aQs + riQr + Q1 + riciP, P)

Because the map fp: G;— G, by fp(Q) = e(Q, P), is an isomorphic map,
o=aQ, + r,Q, + c;0, + ric;iP
It implies D = aQ, = abP = 0- (1,0, + ¢;0; + ric;P).
Therefore, Algorithm B can derive D if coin; = 0. Otherwise B declares failure and
halts.

Case 2. o is an aggregate signature so that e(o, P) = e(HMll...IIM}), Yo
k
Hi:l e(H(m;),Y,) . There exists at least a message M;in M;, ..., M;, 1 <j<s,j<k

and A did not request a signature, either individual or aggregate, on the message M.
Algorithm B runs its hash algorithm at each M,, 0 < e < k, obtaining the (k + 1)
corresponding tuples <M., h,, c,, coin,> on the H-list.
Algorithm B now proceeds only if coin; = 0 and other coin, = 1; otherwise B declares
failure and halts. For e # j, coin, = 1 implies HM,) = h, = c,P. Algorithm B can
compute o, = c,Y, so that e(c,, P) = e(c.Y,, P) = e(c.P, Y,) = e(HM,), Y,). Finally

k
Algorithm B can compute 0; = O - ZE:O ot O, so that e(g;, P) = e(HM,ll...IIMy),



Enhanced Aggregate Signatures from Pairings 147

k k .
Yo [T eH(m).Y,) H,-zo,#,e(H (m,),Y,) = e(H(M)), Y)). Thus, Algorithm B
obtains an individual signature ¢;. As Case 1, Algorithm B can derive D if coin; = 0.

Now, it remains to compute the probability € that Algorithm B can derive D in the
attack game.

First, we compute the probability that B does not abort during the simulation. To
respond an individual signature query, B runs its hash algorithm to obtain <M,, h;, c;,
coin>, if coin; = 1, B does not abort. To respond an aggregate signature query, B runs at
most (n + 1) its hash algorithm, if coing = ... = coin; = 1, 1 £i < n, B does not abort.
Hence,

Pr[B does not abort during the simulation] = (1 — §)% "%

Then, Algorithm A returns a nontrivial individual signature o; or an aggregate signature
o with probability &

Finally, Algorithm B transforms A’s forgery into the CDH solution. If A returns a
nontrivial individual signature o; on the message M;, the probability that Algorithm B
can derive D is that of coin; = 0, which is d, since the adversary does not request the
signature query, either individual or aggregate, on the message M;. If A returns a
nontrivial aggregate signature o, the probability that Algorithm B can derive D is that
of coin; = 0 and other coin, = 1. Hence, the probability that Algorithm B can derive D
form the output of A is at least &1 - )" in both Case 1 and Case 2.

Therefore, the probability & that Algorithm B can derive D is at least
eo(1— 5)4’5+("+1)q‘“+n . This expression is optional for 8= 1/(g;, + (n +1)gu+ n + 1).

For a huge value g;; + (n + 1)q,+ n + 1, the success probability is approximately &(e(g;,
+ (n+1)gu+n + 1)).

Therefore, £< (e(gis+ (n +1)g,+ 1 + 1)E.

The running time of Algorithm B is that of Algorithm A plus time taken to respond to
gy hash queries, g, individual signature queries, g, aggregate signature queries and the
time to transform A’s forgery into the CDH solution. Each hash query requires a point
scalar in G;. Each individual signature requires a point scalar in G, and a hash query.
An aggregate signature query requires at most n + 1 individual signatures. To transform
A’s forgery into the CDH solution, B requires at most n + 1 additional hash queries, n +
3 point scalars. Hence,

r'=1+(qn + 2(gis + (n +1)qa5) + 2n +4)cc

Notice that we only consider the time taken to compute point scalars in Gy, since it is
more time-consuming than point additions in G;.
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3 Comparison with the Aggregate Signature of Boneh et al.

In this section, we point out that there are some defects in the aggregate signature
scheme of Boneh et al. compared with our enhanced aggregate signature scheme.

1. There is no aggregate signature query in the security model of Boneh et al.,
although the adversary is required to forge a new aggregate signature in attack
games.

2. If the adversary can forge a new individual signature in an attack game, it is not
regarded as that the adversary wins the attack game, although the adversary is
allowed to request individual signature for messages of its choice.

3. If there is some dispute, neither the aggregator nor signers could be held
responsibility. For example, if n signers compute their individual signatures o; =
x;H(M,) + d; instead of 0; = x;H(M;),i =1, 2, ..., n, the verifiers can not find O',-Y is
not the valid signature on the message M, as long as d;+ d> + ... + d, = 0 mod gq.
The individual signers can deny their signatures in the sequel.

4. The aggregator forger A is provided with only one public key rather than multiple
public keys in the enhanced aggregate signature scheme.

5. To withstand with false public key attack previously considered in the context of
multisignature [1, 8]. Boneh et al. stipulated that the messages aggregate signed are
different from each other. However, this is maybe unnecessary, since X.509
protocol stipulates that certificate authority should validate public keys of users to
ensure that the public keys in the system are well generated before issuing public
key certifications [7].

In our enhanced aggregate signature scheme, the adversary is allowed to issue two
types of signature queries, either individual or aggregate. As consequence, the
adversary would be regarded as wining in attack games, as long as the adversary can
forge a new message-signature pair, whether individual or aggregate.

Contrary to anonymous aggregator in the Boneh’s scheme, our enhanced scheme
uses active aggregators responsible for the aggregate signatures. Moreover, the
individual signature the aggregator generates is on all messages. If there is some
dispute, the aggregator should be held responsibility on behalf of other signers. Hence,
our enhanced aggregate signature scheme can provide non-repudiation.

4 Conclusions

We enhance the Boneh’ aggregate signature scheme by defining more power
adversaries in attack games. The adversary can request two types of signature queries,
either individual or aggregate. Meanwhile, as long as the adversary can provide anyone
kind of forgery, whether individual signature or aggregate signature, the adversary
would be considered as wining attack games.

We require that the aggregator to sign all individual messages. This active role
would increase the non-repudiation of aggregate signatures.
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Abstract. Proxy cryptosystem was first proposed by Mambo and
Okamoto, for the delegation of the power to decrypt ciphertexts. How-
ever, to our knowledge, there is no reasonable mode aimed at this cryp-
tographic notion. In this paper, we first present a practical mode: proxy
cryptosystem based on time segmentation. Under this mode, a secure
model is proposed and a proxy cryptosystem is constructed. Our con-
struction uses ideas from the HIBE scheme of Gentry and Silverberg,
the FSPE scheme of Canetti et al. and the scheme of Fujisaki and
Okamoto, and is proven to be secure based on the hardness of bilinear
Diffie-Hellman assumption. At last, we give an identity based (ID-based)
version of the proxy cryptosystem based on time segmentation.

Keywords: Proxy cryptosystem, bilinear Diffie-Hellman, ID-based.

1 Introduction

1.1 Background and Related Work

Recently, e-commerce environments have been paid great attentions. Let us con-
sider an scenario that a president carries a heavy burden. He must deal with
many business information encrypted by his partners. He wants to release him
from his heavy work. A sensible choice is to delegate his decryption capability
to his assistant.

The primitive method of delegating decryption is to ”decrypt and re-encrypt”.
In this method, there are two parties, one is original decryptor, and the other is
delegated decryptor. When some ciphertext is sent to the original delegator, he
first uses his secret key to compute the corresponding plaintext M, then encrypt
it with the delegated decryptor’s public key. Apparently, it is inefficient.

Proxy cryptosystem was first introduced by Mambo and Okamoto [1]. It al-
lows an original decryptor to transform the ciphertext into another ciphertext for
a delegated decryptor. Once the ciphertext transformation is executed, the dele-
gated decryptor can compute a plaintext in place of the original decryptor. After
Mambo and Okamoto’s initial work, many scholars have done a lot of work in
this field. In 1998, Blaze, Bleumer, and Strauss [5] proposed the notion of atomic
proxy cryptography, in which the original decryptor and delegated decryptor

D. Feng, D. Lin, and M. Yung (Eds.): CISC 2005, LNCS 3822, pp. 150-161, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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publish a transformation key that a semi-trusted intermediary to transforms ci-
phertext encrypted for the original decryptor directly into ciphertext that can be
decrypted by the delegated decryptor. Follow on [5], Jakobsson [6] developed a
quorum-based protocol where the semi-trusted intermediary is divided into sub-
components, each controlling a share of the transformation key. Although these
schemes is more efficient than ”decrypt and re-encrypt”, they still have a com-
mon problem: When original decryptor or a semi-trusted intermediary is off-line
and does not to execute transformation, the delegated decryptor cannot decrypt
some ciphertext encrypted for the original decryptor. In fact, it is desirable that
a delegated decryptor can decrypt the ciphertext without transformation from
other entity.

Recently, a transformation-free proxy (TFP) cryptosystem [7] was present.
The TFP scheme allows delegated decryptor to do decryption without any ci-
phertext transformation. However, in the scheme, the encryption keys aimed to
different delegated decryptor are not fixed. Moreover, no formal security notion
are given.

1.2 Owur Contribution

Proxy Cryptosystem Based on Time Segmentation. In this paper, we
apply a time segmentation mode to proxy cryptosystem. Our thinking is from
the forward-secure schemes [8,9]. In a proxy cryptosystem based on time seg-
mentation (PCBTS), a original decryptor registers a public key PK and keeps
private the corresponding secret key, which we denote SK. The time during
which the public key PK is desired to be valid is devided into segmentations,
say n of them, numbered t1, to, - -+, t,. The public key stays fixed throughout
the lifetime of the scheme, this is curial for making such a scheme viable. When
the original decryptor wants to delegate his decryption capacity of time segmen-
tation t;, he derive the proxy secret key at ¢; from his secret key SK. Then the
proxy decryptor obtains the complete decryption capacity during time segmen-
tation t;. Moveover, a PCBTS scheme should guarantee that even if adversary
knows proxy secret key at time segmentation ¢;, messages encrypted during all
time segmentations except ¢; remain secret.

Moveover, We define a rigorous notion of security for PCBTS and ID-based
PCBTS.

PCBTS Schemes. We propose a PCBTS scheme, which security is based on
computational BDH assumption [13,14]. Under this scheme, we construct an
ID-based PCBTS scheme.

1.3 Organization

In section 2, we first define PCBTS and formally define its security notion,
then a PCBTS scheme is provided under the computational BDH assumption in
the secure model. In section 3, we define ID-based PCBTS and formally define
security notion for ID-based PCBTS. In this section, we also provide a ID-based
PCBTS scheme. Section 4 gives conclusions.
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2 Proxy Cryptosystem Based on Time Segmentation and
Its Security

In this section, we provide definition of proxy cryptosystem based on time seg-
mentation (PCBTS). We first discuss the form of algorithms to specify such
schemes, and then discuss security. After that, we present a secure PCBTS
scheme.

2.1 Proxy Cryptosystem Based on Time Segmentation

Definition 2.1. A Proxy cryptosystem based on time segmentation (PCBTS)
scheme is a 5-tuple of PPT algorithms (G, PKD, &, D, PD) such that:

— The key generation algorithm G takes as input a security parameter 1*, and
possibly other parameters, to return a public key PK, and corresponding
secret key SK. The algorithm is probabilistic.

— The prozy key derivation algorithm PIKD takes as input the public key PK,
the secret key SK, and the time segmentation ¢, to return the proxy secret
key SK;s of the corresponding time segmentation.

— The encryption algorithm £ takes as input PK, a time segmentation ¢, and
a message M, to return a ciphertext C.

— The decryption algorithm D takes as input PK, the corresponding time
segmentation ¢, the secret key SK, and a ciphertext C' to return a message
M.

— The proxzy decryption algorithm PD takes as input PK, the secret proxy
secret key SK;, of the corresponding time segmentation ¢, and a ciphertext
C, to return a message M.

These algorithms must satify the standard correctness requirements as follows:

1. for any (PK, SK) output by G(1¥), and any message M, we have M=D(PK,
t, SK, E(PK, t, M)).

2. for any (PK, SK;s) output by PKD(PK, SK, t), and any message M, we
have M=PD(PK, SK;s, E(PK, t, M)).

2.2 Security Notion for PCBTS

We wish to assess the security of a PCBTS scheme. To do this efficiently we
must first pin down an appropriate model, in which, all potential action of the
adversary must be considered. We extend the notion of indistinguishability of
chosen plaintext attack (IND-CPA) [10] and the notion of indistinguishability of
adaptive chosen ciphertext attack (IND-CCA2) [11], and take into account the
obtaining of a proxy secret key of some time segmentation.We call this attack
scenario a selective time segmentation attack.

The adversary knows the user’s public key PK. The goal is that even exposure
of some proxy secret keys corresponding to some time segmentations it should
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be computationally infeasible for an adversary to obtain even a bit plaintext
information of a given ciphertext of time segmentation ¢* (the proxy secret key
of t* have not been obtained by the adversary) with respect to the already
obtained proxy secret keys.

Definition 2.2. A PCBTS scheme is secure against selective time segmentation,
chosen plaintext attacks (STS-CPA) if no polynomially bound adversary A has
a non-negligible advantage against the Challenger in the following game:

1. The challenger takes a security parameter 1¥ and runs the G algorithm. It
gives the adversary the public key PK, it keeps the secret key SK to itself.
2. The adversary issues queries q1, g2, - - -, ¢m Where query g; is:

- Proxy secret key query (¢;). The challenger responds by running algorithm
PKD to generate the proxy secret key SK}, corresponding to the time
segmentation ¢;. It sends SKj, to the adversary.

3. The adversary generates a request challenge (t*, My, M7). Here, My and M;
are equal plaintext, and t* is a time segmentation and did not appear in any
proxy secret key query in the second step. The challenger picks a random
bit b € {0,1} and sets C*=E(PK, t*, Mp). It sends C* as the challenger to
the adversary.

4. The adversary issues more queries ¢m+1, Gm+2, - - -5 n Where query is:

- Proxy secret key query (t;) where ¢; # t*. Challenger responds as the
second step.

At the end of the game the adversary outputs b’ € {0,1} and wins the game if
b’ = b. The adversary’s advantage is the absolute value of the difference between
its success probability and 1/2.

Definition 2.3. A PCBTS scheme is secure against selective time segmentation,
chosen ciphertext attacks (STS-CCA) if no polynomially bound adversary A has
a non-negligible advantage against the challenger in the following game:

1. The challenger takes a security parameter 1¥ and runs the G algorithm. It
gives the adversary the public key PK, it keeps the secret key SK to itself.
2. The adversary issues queries ¢1, g2, - - -, ¢m Where query ¢; is one of:

- Proxy secret key query (¢;). The challenger responds by running algorithm
PKD to generate the proxy secret key SK}, corresponding to the time
segmentation ¢;. It sends SK;, to the adversary.

- Decryption query (C;, t;). The challenger runs algorithm D to decrypt the
ciphertext C; using the secret key SK. It sends the resulting plaintext
to the adversary.

3. The adversary generates a request challenge (t*, My, M7). Here, My and M
are equal plaintext, and ¢* is a time segmentation and did not appear in any
proxy secret key query in the second step. The challenger picks a random
bit b € {0,1} and sets C*=E(PK, t*, Mp). It sends C* as the challenger to
the adversary.
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4. The adversary issues more queries ¢m,m+1, ¢m+2, - * -, o Where query is one of
- Proxy secret key query (¢;) where ¢; # t*. Challenger responds as the
second step.
- Decryption query (C;,t;) where (C;,t;)#(C*,t*). Challenger responds as
the second step.

At the end of the game the adversary outputs b’ € {0,1} and wins the game if
b’ = b. The adversary’s advantage is the absolute value of the difference between
its success probability and 1/2.

For proving the security of a PCBTS scheme, we will also adopt a notion
called plaintext awareness (PA) [12].

Definition 2.4. Let IT = (G, PKD, £, D, PD) be a STS-CPA PCBTS scheme
in random oracle, we say it is secure against PA if for any adversary B, there
exists a polynomial time algorithm A(k)-knowledge extractor K for IT in the
following game such that 1-A(k) is negligible in k:

1. The challenger takes a security parameter 1¥ and runs the G algorithm. It
gives the adversary the public key PK and random oracle H, it keeps the
secret key SK to itself.

2. The adversary B issues queries q1, ¢2, -+ -, ¢ Where query ¢; is one of:

- The challenger runs algorithm £ to encrypt the plaintext M; using the
public key PK and random oracle H. It discards the M; and sends the
result ciphertext C; to the adversary B.

- Random oracle queries h;. The challenger responds by a random value
H; as the answer of H(.).

3. The adversary B creates a C*. We say C* # C;. It sends C* to the challenger.
When the challenger receives C*, it run the A(k)-knowledge extractor KC,
which takes as input results C; of queries M;, results (h;, H;) of queries h;
and C*. Tt try to extract the corresponding plaintext M*.

When C* is valid ciphertext, the success probability of I to extract the corre-
sponding is at least A(k).

2.3 The Computational Bilinear Diffie-Hellman Assumption

Bilinear Diffie-Hellman problem was formalized by Boneh and Franklin [13]. We
briefly review the relevant facts as they appear in [13,14]. Let G; and Gy be
two (multiplicative) cycle groups of prime order g. A bilinear pairing is a map
e: G1 x G1 — G2 with the following properties:

1. Bilinear: e(P%, Q%) = e(P,Q)®, where P, Q € G, and a, b € Zy.

2. Non-degeneracy: There exists P € G1 and @ € G; such that e(P, Q)#1.

3. Computability: There exists an efficient algorithm to computer e(P, Q) for
P, Q e Gy.

Definition 2.5. Given group G; and G2 of the same prime order ¢, a bilinear
map e: G1 X G1 — G5 and a generator P of Gy, then the computational Bilinear
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Diffie-Hellman (CBDH) Problem is defined as follows: Given (P, P%, P°, P°)
for some a, b, ¢ € Z; as input, compute e(P, P)®¢ € Go. The advantage of an
algorithm A solving CBDH is

Adv(A) = Pr[A(P, P*, P®, P¢) = e(P, P)*]

*

where the probability is over the random choice of a, b,c in Z7, the random

choice of P € G and the random bits of A.

Definition 2.6. Let ZG is a CBDH parameter generator that takes a security
parameter 1¥ as input. We say that ZG satisfies the CBDH assumption if Adv(.A)
is negligible (in k) for all PPT algorithms A.

2.4 A PCBTS Scheme Based on the CBDH Assumption

Now, we present a PCBTS scheme. Our construction uses the ideas from [2, 3, 4].
The scheme is described as follows.
The algorithm G(1*) does the following:

1. Run ZG(1¥) to generate groups G, Go of prime order ¢ and bilinear map e.

2. Select two random generators P, G1 € G1 and a random s € Z;. Set Ppup
= P?, Qsec = Q°.

3. Choose a cryptographic hash function H;: {0,1}* — G3. Choose a cryp-
tographic hash function Hy: {0,1}" — Zy. Choose a cryptographic hash
function Hs: G2 — {0,1}™.

4. The public key is PK = (G1, Gs, e, P, Poup, Q, H1, Ha, Hs). The secret
key is Qsec~

The message space is M = {0,1}"~!. Here 0 < | < n. The ciphertext space is C
= Gl X G1 X {0,1}".

The algorithm PKD(PK, Qsec, t) does the following:

Choose a random d € Zy, Set S; = Qsec - Hy(t)%, and Ty = P?. The proxy
secret key PSK = (S, Tt).
The algorithm E(PK, ¢, M) does the following:

1. Choose a random 71 € {0,1}, Set C; = P"2, where ro = Ha(m || 71).
2. Set Cy = H; (t)Tz.

3. Set Cs = (m || m1)®Hs(g), where g = e(Ppup, Q).

4. Output C = (t, Cl, 02, 03)

The algorithm D(PK, Qsec, C) does the following:

1. Compute ¢’ = e(C1, Qsec)-

2. Compute M’ = Cs®Hs(g').

3. Set ro = Ho(M'). Test that C; = P"2. If not, reject the ciphertext.
4. Output M, where M is the first n — [ bits of M.



156 Y. Zhou, Z. Cao, and Z. Chai

We verify that decryption succeeds. During encryption (m || 71) is bitwise
exclusive-ored with the hash of g. During decryption C5 is bitwise exclusive-
ored with the hash of ¢g’. These masks used during encryption and decryption
are the same since:

g = e(C1,Qsec) = e(P™,Q%) = e(P,Q)"" = e(Ppuy, Q) = g
Thus, decryption recovers M.
The algorithm PD(PK, PSK, C) does the following:

1. Compute ¢’ = e(C1,S;) - e(Ty, C2) L.

2. Compute M’ = Cs®Hs(g').

3. Set ro = Ha(M’). Test that Cy = P7. If not, reject the ciphertext.
4. Output M, where M is the first n — [ bits of M’.

We verify that proxy decryption succeeds. During encryption (m || r1) is bitwise
exclusive-ored with the hash of g. During decryption C'5 is bitwise exclusive-ored
with the hash of ¢’. These masks used during encryption and decryption are the
same since:

g =e(C1,S;) - e(Ty,Co) " = e(P"2, Quee - Hi(t)?) - e(P?, Hy (1)) 71
= e(P™,Q%) - e(P", Hi(t)") - e(P?, Hi(t)™*) ™"
= e(P™,Q%) - e(P", Hi(t)?) - e(P", Hi(t))) ™"
=e(P™,Q°) =e(P.Q)"* =e(Ppuw, Q)7 =g

Thus, decryption recovers M.

e
e

Our main result of this section is the following.

Theorem 2.1. Under the CBDH assumption, the above PCBTS scheme is se-
cure in the sense of STS-CCA.

For prove the main theorem, we will first prove Lemma 2.2 and Lemma 2.3.

Lemma 2.2. Under the CBDH assumption, the above PCBTS scheme is secure
in the sense of STS-CPA.
The proof of Theorem 2.1 is our full paper [16].

Lemma 2.3. The PCBTS scheme is PA secure.
The proof of Theorem 2.1 is our full paper [16].

Proof of Theorem 2.1. Due to the work of [12], If a encryption is CPA secure,
at the same time it also PA, then it is CCA. So the theorem follows directly from
Lemma 2.2 and Lemma 2.3.

3 ID-Based Version of Proxy Cryptosystem Based on
Time Segmentation

In this section, we will discuss the ID-based version of PCBTS. Like the discus-
sion order of the PCBTS, we first discuss the form of algorithms to specify such
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schemes, and then discuss security. After that, we convert the PCBTS proposed
into a secure ID-based PCBTS scheme.

3.1 ID-Based PCBTS

Definition 3.1. A ID-based PCBTS scheme is a 6-tuple of PPT algorithms (S,
EXT, PKD, &, D, PD) such that:

— The Setup algorithm S takes as input a security parameter 1%, and possibly
other parameters, to return system parameters PM, and master-key M K.
The algorithm is probabilistic.

— The Extract algorithm EXT takes as input the system parameters PM, the
master key M K, and an arbitrary ID € {0,1}*, to return a secret key SK.

— The prozy key derivation algorithm PKD takes as input PM, ID, and a
secret key SK, and the time segmentation ¢, to return the secret proxy
secret key SK;s of the corresponding time segmentation.

— The encryption algorithm £ takes as input PM, I D, a time segmentation t,
and a message M, to return a ciphertext C.

— The decryption algorithm D takes as input PM, ID, the corresponding time
segmentation ¢, the secret key SK, and a ciphertext C' to return a message
M.

— The prozy decryption algorithm PD takes as input PM, I D, the secret proxy
secret key SKys of the corresponding time segmentation ¢, and a ciphertext
C, to return a message M.

These algorithms must satify the standard correctness requirements as follows:

1. for any (ID, SK) output by EXT (PM, MK, ID), and any message M, we
have M=D(PM, ID, t, SK, E(PM, ID, t, M)).

2. for any (ID, SKis) output by PKD(PM, ID, SK, t), and any message M,
we have M=PD(PM, ID, SK;s, E(PM, ID, t, M)).

3.2 Security Notion for ID-Based PCBTS

When we access the security of an ID-based PCBTS scheme, selective time
segmentation accack and chosen ciphertext attack should also be considered.
Moveover, as the general ID-based cryptosystem, the attacker may implement
secret key extraction attack, which first appears in [14].

Definition 3.2. An ID-based PCBTS is secure against secret key extraction, se-
lective time segmentation, chosen ciphertext attacks (ID-STS-CCA) if no polyno-
mially bound adversary A has a non-negligible advantage against the Challenger
in the following ID-based STS-CCA game:

1. The challenger takes a security parameter 1¥ and runs the S algorithm. It
gives the adversary the system parameter PM, It keeps the master key M K
to itself.
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The adversary issues queries ¢1, go, - - -, ¢ Where query ¢; is one of:

- Extraction query (ID;). The challenger responds by running algorithm
EXT to generate the secret key SK; corresponding to (ID;). It sends
SK; to the adversary.

- Proxy secret key query (ID;, t;). The challenger first generates the se-
cret key SK; corresponding to ID;, then responds by running algorithm
PKD to generate the proxy secret key SKj, corresponding to the time
segmentation ¢;. It sends SKj, to the adversary.

- Decryption query (ID;, C;, t;). The challenger runs algorithm D to de-
crypt the ciphertext C;. It sends the resulting plaintext to the
adversary.

The adversary generates a request challenge (ID*, t*, My, M;). Here, M

and M, are equal plaintext, ID* is an identity and did not appear in any

extraction query in the second step, (ID*, t*) did not appear in any proxy
secret key of query in the second step. The challenger picks a random bit

b e {0,1} and sets C*=E(PM, ID*, t*, My). It sends C* as the challenger

to the adversary.

The adversary issues more queries ¢m+1, ¢m+2, * * *» §n Where query is one of

- Extraction query (ID;) where ID; # ID*.

- Proxy secret key query (ID;, t;) where (ID;, t;)#A(ID*, t*). Challenger
responds as the second step. Challenger responds as the second step.

- Decryption query (ID;,C;, t;) where (ID;, C;,t;) A(ID*,C*,t*). Chal-
lenger responds as the second step.

At the end of the game the adversary outputs b’ € {0,1} and wins the game if
b’ = b. The adversary’s advantage is the absolute value of the difference between
its success probability and 1/2.

3.3 An ID-Based PCBTS Scheme Based on the Computational

BDH Assumption

Now, we convert the PCBTS scheme in section 2 into ID-based PCBTS scheme.
The scheme is described as follows:

The algorithm S(1¥) does the following:

1.
2.
3.

Run ZG(1%) to generate groups Gy, G2 of prime order ¢ and bilinear map e.
Select a random generator P € G and a random s € Z. Set Py, = P°.
Choose a cryptographic hash function Hp: {0,1}* — G7. Choose a cryp-
tographic hash function Hi: {0,1}* — G;. Choose a cryptographic hash
function Hs: {0,1}" — Zy. Choose a cryptographic hash function Hs: G2
— {0,1}".

The system parameter is PM = (G1, Go, €, P, Py, Ho, H1, Ha, H3). The
master key is s.

The message space is M = {0,1}"~!. Here 0 < | < n. The ciphertext space is C
= Gl X G1 X {0,1}".
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The algorithm EXT (PM, s, ID) does the following:

1. Compute Qrp = Ho(ID) € G5.
2. Set the secret key d;p to be djp = sQp where s is the master key.

The algorithm PKXD(PM, ID, d;p, t) does as follows:

1. Compute Q;p = Ho(ID).
2. Choose arandom d € Z}, Set S/ = d;p-Hy(t)?, and T/P = P?. The proxy
secret key PSK = (S{P, TIP).

The algorithm E(PM, ID, t, M) does as follows:

Compute Q;p = Ho(ID).

Choose a random r; € {0,1}!, Set C; = P, where ro = Ha(M || r1).
Set Cy = H; (t)w.

Set C3 = (M || r1)®H3(g), where g = e(Ppup, Qrp)™.

Output C = (¢, C1, Cs, C3).

O o=

The algorithm D(PM, ID, t, d;p, C) does as follows:

. Compute ¢’ = e(C1,drp).

. Compute M’ = Cs@H3(g').

. Set ro = Ha(M'). Test that C; = P™. If not, reject the ciphertext.
. Output M, where M is the first n — [ bits of M’.

=W N =

We verify that decryption succeeds. During encryption (M || r1) is bitwise
exclusive-ored with the hash of g. During decryption C5 is bitwise exclusive-
ored with the hash of ¢’. These masks used during encryption and decryption
are the same since:

9" =e(Cr,dip) = e(P™,(Qrp)*) = e(P,Q1p)"™" = e(Ppur, Q1p)"™” = g
Thus, decryption recovers M.
The algorithm PD(PM, ID, PSK, t, C') does the following:

1. Compute g’ = e(Cy, SIP) - e(TIP,Cy)7 L.

2. Compute M’ = C3®Hs(g").

3. Set ro = Ha(M’). Test that Cy = P". If not, reject the ciphertext.
4. Output M, where M is the first n — [ bits of M’.

We verify that proxy decryption succeeds. During encryption (m || r1) is bitwise
exclusive-ored with the hash of g. During decryption Cjs is bitwise exclusive-ored
with the hash of ¢’. These masks used during encryption and decryption are the
same since:
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g =e(C1,5{P) - e(T}P, Co)~" = e(P™ drp - Hi(t)") - e(P?, Hy (1)) "

= e(P"™,(Q1p)*) - e(P™, Hi(t)?) - e(P?, Hy(t)™) ™"
= e(P"™,(Qrp)°) - e(P™, Hy(t)") - e(P™, Hi(t))) ™!

=e(P™,(Qrp)’) = e(P,Qrp)"* = e(Ppup, Q1p)"™ =g

Thus, decryption recovers M.
About the security of the scheme, we have the following result.

Theorem 3.1. The ID-PCBTS scheme is secure.
The proof of Theorem 3.1 is our full paper [16].

4

Conclusion

In this paper, we have proposed a practical mode of proxy cryptosystem: proxy
cryptosystem based on time segmentation (PCBTS). Under this mode, we pre-
sented the security model of PCBTS and ID-based PCBTS. At the same time,

the

corresponding schemes of PCBTS and ID-based PCBTS are given. Our

schemes are practical in e-commence scenario.
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Abstract. RC4 was designed in 1987 when 8-bit and 16-bit processors
were commercially available. Today, most processors use 32-bit or 64-
bit words but using original RC4 with 32/64 bits is infeasible due to
the large memory constraints and the number of operations in the key
scheduling algorithm. In this paper we propose a new 32/64-bit RC4-
like keystream generator. The proposed generator produces 32 or 64 bits
in each iteration and can be implemented in software with reasonable
memory requirements. It has a huge internal state and offers higher re-
sistance to state recovery attacks than the original 8-bit RC4. Further,
on a 32-bit processor the generator is 3.1 times faster than original RCA4.
We also show that it can resist attacks that are successful on the original
RC4. The generator is suitable for high speed software encryption.

Keywords: RC4, stream ciphers, random shuffle, keystream generator.

1 Introduction

RC4 was designed by Ron Rivest in 1987 and kept as a trade secret until it leaked
out in 1994. In the open literature, there is a very small number of proposed
keystream generators that are not based on shift registers. An interesting design
approach of RC4 which has originated from the exchange-shuffle paradigm [12],
is to use a relatively big array/table that slowly changes with time under the
control of itself. As discussed by Goli¢ in [6], for such a generator only a few
general statistical properties of the keystream can be measured by statistical
tests and several properties of the keystream are hard to establish theoretically.
Two recent RC4-like 8-bit stream ciphers are VMPC [26] and RC4A [21]. RC4
consists of a table of all the N = 2™ possible n-bit words and two n-bit pointers.
In original RC4 n is 8, and thus has a huge state of loga(28! x (2%)2) ~ 1700
bits. It is thus impossible to guess even a small part of this state and almost all
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the techniques developed to attack stream ciphers based on linear feedback shift
registers (LFSR) fail on RC4.

In this paper we propose some modifications to the RC4 algorithm so that
it can exploit the 32-bit and 64-bit processor architectures without increasing
the size of the table significantly. We call the proposed algorithm RC4(n,m),
since it is general enough to incorporate different word as well as table sizes. For
example with 32-bit word size a table of length 256 words can be used. We try
to keep the original structure of RC4 as much as possible, however the proposed
changes affect some underlying design principles on which the security of RC4
is based. Therefore we analyze the security of the modified RC4 and compare it
to the original RC4. We show that RC4(n,m) is faster than RC4 and also that
it is secure against several proposed attacks on RC4.

The rest of the paper is organized as follows. In Section 2 we give a brief
description of original RC4. In Section 3 we propose a modified RC4 keystream
generator. The security of the proposed generator is analyzed in Section 4 fol-
lowed by a performance analysis in Section 5. We conclude in Section 6.

1.1 Motivation

When RC4 was developed, 8-bit and 16-bit processors were commercially avail-
able. Using n = 8 was suitable for these processors and the amount of memory
needed was feasible. Today the processors have word lengths of 32 bits or 64 bits
but the most common mode for RC4 still uses n = 8. Using a larger n requires
more memory and longer initialization. For n = 32 or n = 64, the size of the
memory needed and the key initialization time are too high. Still, since the pro-
cessors can work with 32-bit and 64-bit words it is of interest to investigate if it
is possible to take advantage of this. To the best of our knowledge, no serious
attempts has been made to investigate modifications to the RC4 algorithm such
that it can take full advantage of the 32-bit and 64-bit processors.

There are several other stream ciphers that take advantage of 32-bit proces-
sors, but RC4 is interesting due to the simplicity of the algorithm and its wide
usage in practical applications, e.g., WEP and SSL.

2 Original RC4

In this section we give a description of the original RC4. We also give a brief
description of previous attacks on RC4.

2.1 Description of RC4

The RC4 algorithm consists of two parts: The key scheduling algorithm (KSA)
and the pseudo-random generation algorithm (PRGA). The algorithms are
shown in Figure 1 where [ is the length of the secret key in bytes, and N is
the size of the array S or the S-box in words. A common keysize in RC4 is
between 5 and 32 bytes. In most applications RC4 is used with a word size
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KSA(K, S) PRGA(S)
i=0;

for i=0toN-1 j=0;

Sli] = i; while (1)
j=0; i=(i+ 1) mod N;
for i=0toN-1 j = (j + S[i]) mod N;

j=( + S[i] + K[i mod 1]) mod N; Swap(S[i],S[j]);

Swap(S[i],S[j]); out = S[(S[i] + Sj]) mod NJ;

Fig. 1. The Key Scheduling Algorithm (KSA) and Pseudo-Random Generation Algo-
rithm (PRGA) in RC4

n = 8 and array size N = 28. In the first phase of RC4 operation an identity
permutation (0,1,..., N — 1) is loaded in the array S. A secret key K is then
used to initialize S to a random permutation by shuffling the words in S. During
the second phase of the operation, the PRGA produces random words from the
permutation in S. Each iteration of the PRGA loop produces one output word
which constitutes the running keystream. The keystream is bit-wise XORed with
the plaintext to obtain the ciphertext. All the operations described in Figure 1
are byte operations (n = 8). Most modern processors however operate on 32-bit
or 64-bit words. If the word size in RC4 is increased to n = 32 or n = 64, to
increase its performance, the size of array S becomes 232 or 264 bytes which is
not practical. Note that these are the array sizes to store all the 32-bit or 64-bit
permutations respectively.

2.2 Previous Analysis of RC4

Cryptanalysis of RC4 attracted a lot of attention in the cryptographic commu-
nity after it was made public in 1994. Indeed numerous significant weaknesses
were discovered, including Finney’s forbidden states [2], classes of weak keys [23],
patterns that appear twice the expected probability (the second byte bias) [14],
partial message recovery [14], full key recovery attacks [4], analysis of biased
distribution of RC4 initial permutation [17], and predicting and distinguishing
attacks [13].

Knudsen et al. have attacked versions of RC4 with n < 8 by their backtracking
algorithm [11]. The most serious weakness in RC4 was observed by Fluhrer et al.
in [4] where RC4 was proved to have a practical attack in the security protocol
WEP.

Two variants of RC4 has recently been proposed: RC4A [21] and VMPC [26].
RC4A works with two RC4 arrays and its keystream generation stage is slightly
more efficient than RC4’s, but initialization stage requires twice the effort of
RC4. VMPC has several changes to the KSA, the IV integration, the round
operation and the output selection. Note that RC4A and VMPC use n = 8 as
parameter. Maximov described in [16] a linear distinguisher for both the variants,
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requiring 2°® data for RC4A and requiring 2°* data for VMPC. Tsunoo et al.
described in [25] a distinguisher for RC4A and VMPC keystream generators,
requiring 224 and 223 keystream prefixes respectively. For further weaknesses of
RC4, and most of the known attacks on it see [7,2,9,6,5,18,8,23,11,14,4,24,22,
17,20,21,13,1,16,25, 15].

3 Proposed Modification to RC4

We now propose a modification to the original RC4 algorithm which enables us
to release 32 bits or 64 bits in each iteration of the PRGA loop. This is done
by increasing the word size to 32 or 64 while keeping the array size S much
smaller than 232 or 264, We will denote the new algorithm as RC4(n, m) where
N = 2™ is the size of the array S in words, m is the word size in bits, n < m and
M = 2™. For example RC4(8,32) means that the size of the array S is 256 and
each element of S holds 32-bit words. Also we will use the term Zqx to represent
the integer ring modulo 2*.

3.1 Pseudo-Random Generation Algorithm

If we choose n to be much smaller than m (m = 32 or 64) in RC4(n, m), then
this results in reasonable memory requirements for the array .S. However now the
contents of the array S do not constitute a complete permutation of 32-bit or 64-
bit words. In RC4, a swap operation is used to update the state between outputs.
Using a swap to update the state in RC4(n, m) will not change the elements in
the array. Instead, to update the state we add an integer addition modulo 232
(264 for n = 64). This way of updating the state is the first difference between
RC4 and RC4(n,m). Since the state will be updated by replacing a random
element by another random m-bit number, the swap operation is not needed.
The index value that is updated is the value used for computing the output
value. Updating the array with new values is important since the array is not a
permutation and the size of the array is only a small fraction of all the possible
numbers in Zjy;.

The second main difference between original RC4 and this variant is the usage
of a third variable, k, in addition to ¢ and j. This m-bit variable is used for two
reasons. First, to mask the output so that it does not simply represent a value
stored in the array. Second, to ensure that the new value in the update step does
not depend on just one or a few values in the array. The variable k is initialized
in the KSA and is key dependent.

3.2 Key Scheduling Algorithm

The key scheduling algorithm (KSA) in RC4 is used to permute the elements
in the array in a key dependent way. Each element is swapped with a random
element. In this variant of RC4 the elements will not be a permutation of a small
set so a similar modification is made to the KSA as to the PRGA. In order to
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KSA(K, S) PRGA(S)
for i=0toN-1 i=0;
S[i] = as; j=0;
i=k=0; while (1)
Repeat r times i=(i+ 1) mod N;
for i=0toN-1 j = ( + S[i]) mod N;
j=( + S[i] + K[i mod 1]) mod N;  k = (k + S[j]) mod M;
Swap(S[i],S[j]); out = (S[(S[i] + S[j]) mod N] + k) mod M;
S[i] = S[i] + S[j] mod M; S[(S[i] + S[j]) mod N] =k + S[i] mod M;

k =k + S[i] mod M;

Fig. 2. The modified Key Scheduling Algorithm (KSA) and Pseudo-Random Genera-
tion Algorithm (PRGA) for RC4(n, m)

achieve a high degree of randomness in the key scheduling we keep the swap
operation in the KSA. In addition to the swap operation each word is updated
through an integer addition. We give some initial values, a;, for RC4(8,32),
in Appendix A. The modified KSA and PRGA are given in Figure 2 where
N =2" M = 2™ K is a vector of bytes and [ is the length of the key K in
bytes. RC4(n, m) can use the same flexible span of keysizes as RC4. The value
of r in the KSA is motivated below and for a random array with 256 32-bit
numbers the value of r is 20.

We take the example of 256 32-bit numbers to motivate the number of steps
used in the KSA. The array is initiated with 256 fixed 32-bit numbers and after
the key scheduling algorithm the goal is that without knowing any bits of the
key an attacker can not guess the number in any array position with probability
significantly greater than 272, Since the array only contains a small fraction of
all 32-bit numbers, the entries need to be updated. We update as the sum of the
two swapped entries. After running through the array once, the probability that

value 7 is not updated is
256
255
( ) ~ 0.37,

256

so a known value will be in the array with probability ~ 0.37. The probability
that this value is not updated after r rounds is 0.37". For a random array with
256 32-bit numbers the probability that a specific number is in the array is

1— (1 _ 2—32)256 ~ 2—24

since a value can be present more than once in our case. We run the key initial-
ization a sufficient number of rounds so that any initial value remains unupdated
with probability < 2724, Hence, the number of rounds, r, we need in the initial-

ization is
2567
255
=9 ~ 16.6.
(256) =7 6.6
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Table 1. The minimum number of rounds in the key scheduling

Mode r Mode r
RC4(8,32) 16.6 RC4(8,64) 38.7
RC4(9,32) 159 RC4(9,64) 38.1

RC4(10,32) 15.2 RC4(10,64) 37.4
RC4(11,32) 14.6 RC4(11,64) 36.7
RC4(12,32) 13.9 RC4(12,64) 36.1

For the case RC4(8, 32) we will take the value of r to be 20. Similarly the value of
r can be calculated for different array size and different bit numbers. In Table 1
we list the minimum number of rounds needed in the key scheduling such that
no number has significantly higher probability of being in the array than any
other number. We suggest to always use 20 rounds in the 32-bit version and
always 40 rounds in the 64-bit version, when the array size is between 2% and
212,

4 Security Analysis of RC4(n,m)

In this section we analyze the security of RC4(n, m). We show that RC4(n,m)
resists all known significant attacks on RC4. We consider the resistance of the
generator against state recovery attacks and the randomness properties of the
keystream.

4.1 Statistical Tests on the Keystream

Keystream generated by the RC4(8,32) stream cipher was tested with NIST
statistical tests [19]. No bias was found by any of the 16 tests from the NIST
suite. We tested 23° output bits from the generator.

4.2 Security of the Key Scheduling Algorithm

We choose the number of steps in the key scheduling algorithm such that the
probability that a specific number is not updated is smaller than the probability
that this number is present in a random array of size N with m-bit numbers.
This ensures that an attacker can not guess an array entry with probability
significantly higher than N/2™ when key generation starts. However, even if r
is small it is unclear if an attacker can use the information about the values
in the array in an actual attack. This is because the first output is the sum of
20 - 256 + 2 for RC4(n, 32) and 40 - 256 + 2 for RC4(n, 64) previous and current
values in the array.

4.3 Internal State of RC4(n,m)

Like the original RC4, the security of RC4(n,m) comes from its huge internal
state. The size of the internal state of original RC4 is approximately 1700 bits.In
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case of RC4(n, m) the internal state does not consist of a permutation and it
may have repetitions of words. The number of ways of putting 2™ elements into
N cells where repetitions are allowed is (2™)". Note, in RC4(n, m) we are using
an m-bit variable k, which can be thought of as another cell. Therefore the size of
the internal state is simply given by N2 x (27)N+1, For example for RC4(8, 32)
this number is 8240 bits which is much larger than original RC4. Recovering the
internal state of RC4(n, m) is therefore much harder than recovering the internal
state of RC4.

4.4 Resistance to IV Weakness

Fluhrer, Mantin and Shamir showed in [4] a key recovery attack on RC4 if
several IVs were known. The attack will work if the IV precedes or follows the
key. In [15], Mantin showed that XORing the IV and the key also allows for a
key recovery attack in the chosen IV model. The attack in which the IV precedes
the key relies on the fact that the state at some point is in a resolved condition,
which means that with probability 0.05, we can predict the output and also
recover one byte of the key. Repeating the attack recovers another byte of the
key etc. In RC4(n, m) this attack will not be possible. In the resolved condition
the value 7 must be such that if X = S;[1] and Y = S;[X], then¢ > 1,7 > X and
i > X +Y, where S;[V] is the entry S[V] at time 7. Moreover, S;[1], S;[X] and
S;[X 4+ Y] must be known to the attacker. Since the array is iterated 20 times
for RC4(8, 32) and the key is used in all iterations, an attacker will not know the
state after one iteration. Hence, the attacker can not know the state at a time
when ¢ > 1 in the last iteration which would be necessary for the attack to work.
With similar arguments, we can conclude that the IV weakness in RC4 cannot
be used for RC4(n, m) when the IV follows or is XORed with the key either.

Concatenating the IV and the secret key does not seem to introduce an ex-
ploitable weakness to the cipher. However, we still consider it better to use a
hash function on the secret key and IV and then use the hash value as session
key. Then no related keys will be used if the IV is e.g., a counter. This is the
mode used in SSL.

4.5 Resistance to Mantin’s Distinguishing Attack

In [14] Mantin and Shamir discovered that the second output byte of RC4 is
extremely biased, i.e., it takes the value of zero with probability 2/N instead of
1/N. This is due to the fact that if Sp[2] = 0 and Sp[1] # 2, the second output
byte of the keystream is zero with probability one. In RC4(n,m) the output is
given by out = (S[(S[i] + S[j]) mod N| + k) mod M, where we assume that
k is uniformly distributed. Therefore if Sp[2] = 0 and Sp[1] # 2 in RC4(n, m),
the output word will still be uniformly distributed due to k. Therefore Mantin’s
distinguishing attack does not apply to RC4(n,m).

4.6 Resistance to Paul and Preneel’s Distinguishing Attack

In [20] Paul and Preneel discovered a bias in the first two output bytes of the
RC4 keystream. They observed that if Sp[l] = 2, then the first two output
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bytes of RC4 are always different. Therefore the probability that the first two
output bytes are equal is (1 — 1/N)/N which leads to a distinguishing attack.
In RC4(n, m) however due to the uniform distribution of &, the above state does
not affect the distribution of the first two output bytes. Therefore this attack
does not apply to RC4(n,m).

4.7 Probability of Weak States

RC4 has a number of weak states, called Finney states [2]. These states have very
short cycles, of length only 65280. The cipher is in a Finney state if j =4 + 1
and S[j] = 1. In this case the swap will be made between S[i] and S[i + 1] and
both ¢ and j are incremented by 1. Since the RC4 next state function is an
invertible mapping and the starting state is not a Finney state, RC4 will never
enter any of these weak states. It is easy to see that RC4(n,m) also has weak
states. When all entries are even and k£ is even, then all outputs as well as all
future entries will be even, resulting in a biased keystream. The state update
function in RC4(n,m) is not an invertible mapping so it will always be possible
to enter one of these weak states. However the probability that all state entries,
as well as k are even is very low, 272°7. From this we can conclude that these
weak states are of no concern to the security of the cipher.

4.8 Forward Secrecy in RC4(n,m)

Like most of the keystream generators, RC4(n, m) keystream generator can also
be represented as a finite state machine. Suppose N = 2", M = 2" and R =
73, % Zﬁ“. The next state function is f : R — R. Let (i, 5, k, xo, 1, ,&n-1) €
R be any state, and (e,d, p,yo,y1, - ,yn—1) € R be the next state of the func-
tion f. Then we have e =i+ 1mod N,d = j+x. mod N, p = k+ x4, v =
Tet+xqg mod M, Yy mod N = k+ze and y; = x4, ¥t # v mod N. Output of the ci-
pher is &, mod N +p- As seen above we can deterministically write down the value
of each parameter of the next state. So given a state (e,d,p,yo,y1, "+ ,YnN—1),
we can recover (4, j, k, g, 21, ,xN_1) except x, because x, has been replaced.
Therefore, without the knowledge of x, the state function is non invertible.

4.9 Cycle Property

In original RC4 the state function is invertible. Non invertible state functions
are known to cause a significantly shorter average cycle length. If the size of
the internal state is s and the next state function is randomly chosen then the
average cycle length is about 22. For a randomly chosen invertible next state
function the average cycle length is 2571, (see [3]). As s in RC4(8,32) is huge
(i.e., 8240) the reduction in cycle length is not a problem.

4.10 Randomness of the Keystream

To analyze the keystream of RC4(n,m) we first state the security principles
underlying the design of original RC4. The KSA intends to turn an identity per-
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mutation S into a pseudorandom permutation of elements and PRGA generates
one output byte from a pseudorandom location of S in every round. At every
round the secret internal state S is changed by the swapping of elements, one in
a known location and another pointed to by a random index. Therefore we can
say that the security of original RC4 depends on the following three factors.

— Uniform distribution of the initial permutation of elements in S.

— Uniform distribution of the value of index pointer j.

— Uniform distribution of the index pointer from which the output is taken
(i.e., (S[é] + S[j]) mod N).

The above three conditions are necessary but not sufficient. The KSA uses a
secret key to provide a uniformly distributed initial permutation of the elements
in S. The value of the index pointer j is updated by the statement j = (5§ + S[i])
mod N. Since the elements in S are uniformly distributed the value of j is
also uniformly distributed. By the same argument (S[i] + S[j]) mod N is also
uniformly distributed. Note that the internal state of RC4 consists of the contents
of array S and the index pointer j. The state update function consists of an
update of the value of j and the update of the permutation in S through a
swap operation given by the statement Swap(S[i], S[4]). Since j is updated in a
uniformly distributed way, the selection of the locations to be swapped is also
uniformly distributed. This ensures that the internal state of RC4 evolves in a
uniformly distributed way.

We now consider RC4(n,m). The first difference from original RC4 is that
whereas the array S in original RC4 is a permutation of all the 256 elements in
Zgs, the array S in RC4(n,m) only contains 2™ m-bit words out of 2™ possible
words in Zgm. Consider the PRGA and assume that the initial permutation of
2™ elements in S is uniformly distributed over Zom. Then the index pointer j is
update by the statement

j=j+S[i] mod N

where j € Zon and S[i] € Zgm. If the value of S[i] is uniformly distributed
over Zom, the value of index pointer j is also uniformly distributed over Zan.
This implies that the value of the index pointer from which the output is taken
(i.e., S[i] + S[j] mod N) is uniformly distributed over Zan. For the above prop-
erties to hold during PRGA phase it is essential that the internal state of the
RC4(n,m) evolves in a uniformly distributed manner. Recall that in original
RC4 the uniform distribution of pointer j was the reason for the state to evolve
uniformly since all the 256 elements in Z,s were present in the state. However in
RC4(n, m) this is not the case and the uniform distribution of j over Zan is not
sufficient. The state update function also consists of the update of an element
in S by integer addition modulo M given by the statement

S[S[:]] + S[j] mod N|=k + S[i] mod M.

Since both k and S[i] are uniformly distributed, the updated element in the
state is also uniformly distributed. The internal state of RC4(n,m) evolves in a
uniformly distributed manner and therefore the output of the cipher is also uni-
formly distributed, i.e., all the elements from Zsm occur with equal probability.
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5 Performance of RC4(n,m)

RC4(n, 32) has been designed to exploit the 32-bit architecture of the current
processors. If n is chosen such that the corresponding memory requirements are
reasonable, RC4(n, 32) can give higher throughput than the original 8-bit RC4.
We implemented both 8-bit RC4 and RC4(8,32) on a PC and computed the
ratio of the throughput obtained from both. Our results show that RC4(8, 32) is
approximately 3.1 times faster than the original 8-bit RC4 on a 32-bit machine.
On a 64-bit machine RC4(8,64) is 6.2 times faster than RC4. This speedup is
significant when large files are encrypted.

Though the keystream generation is faster than original RC4, the key schedul-
ing algorithm is slower. This is due to the importance of sufficient randomness
in the initial state when keystream generation starts. In a situation where many
small packets are encrypted with different keys/IVs, RC4 might still be faster
due to its faster KSA.

6 Conclusions and Future Work

In this paper we have investigated a possible extension to the RC4 stream cipher.
We motivate this by the fact that modern computers are based on a 32/64-bit
architecture. We propose a stream cipher, RC4(n,m), that is similar to RC4 in
many ways, but takes advantage of the larger word size in modern processors.
In the specific case, RC4(8, 32), the proposed keystream generator is 3.1 times
faster than 8-bit RC4 on a 32-bit machine. Similarly, RC4(8,64) is 6.2 times
faster on 64-bit machine. The internal state of this generator is much larger
than the internal state of original RC4. Moreover given the current internal
state of the generator it is not possible to retrieve the previous state in the
absence of the keystream. The keystream produced by the proposed generator
has good randomness properties and we show that none of the significant attacks
on original RC4 can be used on RC4(n,m). The key scheduling algorithm of
RC4(n, m) is much slower than that of RC4 since the entries of the array must
be sufficiently random before keystream generation starts. An improvement of
the KSA would be an interesting future research direction.

Acknowledgements. We wish to thank Palash Sarkar who motivated the prob-
lem and Alfred Menezes who gave momentum to it. We also wish to thank
Alexander Maximov, Matthew McKague, Souradyuti Paul and Hongjun Wu for
providing several useful and valuable suggestions.

References

1. E. Biham, L. Granboulan, and P. Nguyen. Impossible and Differential Fault Anal-
ysis of RC4. Fast Software Encryption 2005.
2. H. Finney, An RC4 cycle that can’t happen, Post in sci.crypt, September 199/.



172

3.

4.

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

G. Gong et al.

P. Flajolet and A. M. Odlyzko. Random Mapping Statistics (Invited), Furocrypt
’89 , vol. 434 of LNCS, pp. 329-35/, Springer-Verlag, 1990.

S. Fluhrer, I. Mantin, and A. Shamir. Weaknesses in the Key Scheduling Algorithm
of RC4. SAC 2001 , vol. 2259 of LNCS, pp. 1-24, Springer-Verlag, 2001.

S. Fluhrer and D. McGrew. Statistical Analysis of the Alleged RC4 Keystream
Generator. Fast Software Encryption 2000. vol. 1978 of LNCS, pp. 19-30, Springer-
Verlag, 2000.

J. Golié. Linear Statistical Weakness of Alleged RC4 Keystream Generator, Euro-
crypt '97 (W. Fumy, ed.), vol. 1233 of LNCS, pp. 226-238, Springer-Verlag, 1997.
J. Dj. Goli¢. Tterative Probabilistic Cryptanalysis of RC4 Keystream Generator.
In ACISP’2000, Volume 1841 of LNCS, pages 220-233. Springer-Verlag, 2000.
A. Grosul and D. Wallach. A related key cryptanalysis of RC4. Department of
Computer Science, Rice University, Technical Report TR-00-358, June 2000.

R. Jenkins. Isaac and RC4. Published on the Internet at http://burtleburtle.net/
bob/rand/isaac.html.

A. Klimov and A. Shamir, A New Class of Invertible Mappings, CHES 2002, Vol.
942 of LNCS, pp. 470-483, Springer-Verlag, 2002.

L. Knudsen, W. Meier, B. Preneel, V. Rijmen, and S. Verdoolaege. Analysis Meth-
ods for (Alleged) RC4. Asiacrypt 98, vol. 1514 of LNCS, pp. 327-341, Springer-
Verlag, 1998.

M. D. MacLaren and G Marsaglia. Uniform random number generation. J. ACM,
vol. 15, pp. 83-89, 1965.

I. Mantin. Predicting and Distinguishing Attacks on RC4 Keystream Generator.
Eurocrypt Vol. 8494 of LNCS, pp. 491-506, Springer-Verlag, 2005.

I. Mantin and A. Shamir. A Practical Attack on Broadcast RC4. Fast Software
Encryption 2001. Vol. 2855 of LNCS, pp. 152-164, Springer-Verlag, 2001.

I. Mantin. The Security of the Stream Cipher RC4. Master Thesis (2001) The
Weizmann Institute of Science.

A. Maximov. Two Linear Distinguishing Attacks on VMPC and RC4A and Weak-
ness of the RC4 Family of Stream Ciphers. Fast Software Encryption 2005.

I. Mironov. Not (So) Random Shuffle of RC4. Crypto Vol. 2442 of LNCS, pp.
804-319, Springer-Verlag, 2002.

S. Mister and S. Tavares. Cryptanalysis of RC4-like Ciphers. SAC 98, vol. 1556
of LNCS, pp. 181-143, Springer-Verlag, 1999.

NIST statistical tests suite with documentation. Awvailable on the internet at URL
http://stat.fsu.edu/~geo/diehard.html.

S. Paul and B. Preneel. Analysis of Non-fortuitous Predictive States of the RC4
Keystream Generator. Indocrypt 2003, vol. 2904 of LNCS, pp. 52-67, Springer-
Verlag, 2003.

S. Paul and B. Preneel. A New Weakness in the RC4 Keystremeam Generator
and an Approach to Improve the Security of thr Cipher. Fast Software Encryption
2004. Vol. 8017 of LNCS, pp. 245-259, Springer-Verlag, 2004.

M. Pudovkina. Statistical Weaknesses in the Alleged RC4 keystream generator.
Cryptology ePrint Archive 2002-171, IACR, 2002.

A. Roos. Class of weak keys in the RC4 stream cipher. Post in sci.crypt, September
1995.

A. Stubblefield, J. Ioannidis, and A. Rubin. Using the Fluhrer, Mantin and Shamir
attack to break WEP. Proceedings of the 2002 Network and Distributed Systems
Security Symposium, pp. 17-22, 2002.



Towards a General RC4-Like Keystream Generator 173

25. Y. Tsunoo, T. Saito, H. Kubo, M. Shigeri, T. Suzaki, and T. Kawabata. The Most
Efficient Distinguishing Attack on VMPC and RC4A. SKEW 2005.

26. B. Zoltak. VMPC One-Way Function and Stream Cipher. Fast Software Encryp-
tion, vol. 3017 of LNCS, pp. 210-225, Springer-Verlag, 2004.

A Initial Values

Initial values for RC4(8,32) in hexadecimal format.

aop 144D4800 al 32736901 az = 51988B02 a3 = 6FBEADO3

ay = 8DE4CE04 as = ACOAFO005 ag = CA301206 a7y = E8553407

as 067B5508 ag 25A17709 alo 43C7990A anr 61ECBAOB
ai TF12DCOC  aj3 = 9E38FEOD  aj4 = BCSE1FOE  aj5 = DA84410F
aie = FOA96310 aj7y = 17CF8411  a;g = 35FBA612 aj9 = 531BC813
asg = T7T240E914 as; = 90660B15 ass = AE8C2D16 asz = CCB24E17
ass = EBD87018  as; = 09FD9219  asg = 2723B31A a9y = 4649D51B
agg = 646FF71C  ag9 = 8294181D  a3p = AOBA3A1E a3; = BFEOSCIF
azz = DDO67D20  ag3 = FB2CO9F21 azqs = 1951C122  az5 = 3877E223
aze = 569D0424  agy = T74C32625 aszgz = 93E84726  a3g9 = B10OE6927
aso = CF348B28  a4; = EDSAAC29  ay4o = OC80CE2A  a43 = 2AABF02B
ass = 48CB112C  a45 = 66F1332D a4 = 8517552E a4y = A33C762F
asg = C1629830  aq9 = EO088BA31 aso = FEAEDB32 as; = 1CD4FD33
aso = 3AF91F34  as3 = 591F4035 asq = 77456236  ass = 956B8437
ase = B490A538 a5y = D2B6C739  asg = FODCE93A  as9 = OEO20A3B
ago = 2D282C3C  agy = 4B4D4E3D agz = 6973703E  ag3 = 8799913F
a4 = A6BFB340 ags = C4E4D541 aege = E20AF642 ae7 = 01301843
agg = 1F563A44 a9 = 3D7C5B45 a7 = 5BA17D46 ary = TACTOF4T
aro = 98EDC048  a73 = B613E249  a7q4 = D438044A  ays = F35E254B
arg = 1184474C a7y = 2FAA694D  a7gs = 4EDO8S8A4E  ay9 = 6CFS5ACAF
agg = 8A1BCE50 ag; = A841EF51 ags = C7671152 ags = E58C3353
agqs = 03B25454 ags = 21D87655 age = 40FE9856 agy = BE24B957
agg = 7C49DB58  agg = 9B6FFD59  agp = B9951E5A  ag; = D7BB405B
aga = FBE0625C  ag3 = 1406835D  agqs = 322CA55E  ags = 5052C75F
ags = 6F78E860 a9y = 8D9DOA61 agg = ABC32C62 agg9 = CO9E94D63
aioo = E8OF6F64 aj191 = 06349165 aj02 = 245AB266 aj193 = 4280D467
a104 = 61A6F668 aios = TFCC1769 aloe = 9DF1396A ajor < BC175B6B
ajpos = DA3D7C6C a9 = F8639E6D aiio <= 1688CO6E aill < 35AEE16F
ai12 = 53D40370 aj113 = T1FA2571 aj14 = 8F204772 aj115 = AE456873
ai11e = CC6BBAT4 aj117 = EA91ACT5 aj18 = 09B7CD76 aj19 = 27DCEF77
a1g0 = 45021178 a1 = 63283279 ajoo = 824EB47A  ajo3 = AOT4767B
a124 = BE99977C ai95 = DCBFB97D aj195¢ = FBEGDB7E aji97 = 190BFC7F
a128 = 37301E80 a129 = 56564081 aisp = 747C6182 a131 <= 92A28383
a132 = BOC8A584 a133 = CFEDC685 ai134 = ED13E886 a135 = 0B390A87
a13¢ = 2ABF2B88 aj137 = 48844D89 aj133 = 66AA6F8A aj39 = 84D0908B
a1s0 = A3F6B28C aj14; = C11CD48D aj42 = DF41F58E aj43 = FD67178F
a144 = 1C8D3990 aj145 = 3AB35A91 aj46 = 58D87C92 aja7 = 77FEOEO3
a148 = 9524BF94 aqy49 = B34AE195 ay59 = D1700396 «a151 = F0952497
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152
a156
a160
a164
a168
172
a176
@180
a184
188
@192
196
@200
a204
a208
a212
a216
220
224
228
232
236
240
244
248
a252

. Gong et al.

OEBB4698
8752CD9C
OOE953A0
7980DAA4
F21861A8
6BAFESAC
E5466EBO
S5EDDF5B4
D7747CB8
500B02BC
C9A289C0
423910C4
BBD096C8
34681DCC
ADFFA4DO
26962AD4
9F2DB1D8
19C438DC
925BBFEO
OBF245E4
8489CCE8
FD2053EC
T76B8DOFO
EF4F60F4
68EGETF8
E17D6DFC

a153 =
= A578EE9D

a157

a1 =
a165 =
a169 =
a7z =
= 036C90B1
= 7C0317B5
= F59A9DB9
= 6E3124BD
= E7C8ABC1
= 605F31C5
= DIF6B8C9
= 528D3FCD
= (CC24C5D1
= 45BC4CD5
= BE53D3D9
= 37EA5ADD
= BO81EOE1
= 291867Eb

ay7r
a181
a185
@189
a193
ai97
a201
205
209
a213
a217
a221
225
229

a233 =
= 1B4674ED

a237

241 =
= 0D7482F5
= 870CO8F9
= 00A38FFD

245
@249
a253

2CE16899
1EOF75A1
97ABFCA5

113D83A9
8AD409AD

A2AFEEE9

94DDFBF1

a154
a158
a162
a166
a170
174
a178
@182
a186
a190
194
@198
202
a206
a210
a214
a218
222
a226
a230
234
238
242
246
a250
a254

4A07899A
C49E109E
3D3597A2
B6CC1DA6
2F63A4AA
ASFA2BAE
2191B2B2
9A2838B6
13COBFBA
8C5746BE
O5EECCC2
TF8553C6
F81CDACA
71B360CE
EA4AETD2
63E16ED6
DC78F4DA
55107BDE
CEA702E2
473E89E6
COD50FEA
3A6CO6EE
B3031DF2
2C9AA3F6
AB312AFA
1EC8B1FE

a155
@159
@163
a167
air1
a175
ai7g
a183
a187
a191
@195
a199
a203
a207
a211
a215
a219
a223
a227
a231
235
a239
243
Q247
a251
4255

692CAB9B
E2C4329F
5B5BB8A3
D4AF23FA7
4D89C6AB
C6204DAF
3FB7D3B3
B84ESAB7
32E5E1BB
AB7C67BF
2414EEC3
9DAB75C7
1642FBCB
8FD982CF
087009D3
81078FD7
FA9E16DB
73359DDF
EDCC24E3
6664AAE7
DFFB31EB
5892B8EF
D1293EF3
4ACOCSF7
C3574CFB
3CEED2FF
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Abstract. This paper proposes a blockcipher mode of operation,
HCTR, which is a length-preserving encryption mode. HCTR turns an
n-bit blockcipher into a tweakable blockcipher that supports arbitrary
variable input length which is no less than n bits. The tweak length of
HCTR is fixed and can be zero. We prove that HCTR is a strong tweak-
able pseudorandom permutation (sprp), when the underlying blockcipher
is a strong pseudorandom permutation (sprp). HCTR is shown to be a
very efficient mode of operation when some pre-computations are taken
into consideration. Arbitrary variable input length brings much flexibility
in various application environments. HCTR can be used in disk sector
encryption, and other length-preserving encryptions, especially for the
message that is not multiple of n bits.

Keywords: Blockcipher, tweakable blockcipher, disk sector encryption,
modes of operation, symmetric encryption.

1 Introduction

Basic encryption modes, such as CBC [27], increase the message length. But
in many scenarios, we need a length-preserving encryption (enciphering). For
example, in networking application, some packet format was not defined for
cryptographic purposes, and can not be altered. So when we want add privacy
features, we can not even lengthen one bit. The other example is disk sector
encryption. A disk is partitioned into fixed-length sectors. The sector-level en-
cryption is a low-level encryption. The encryption device knows nothing about
the information of files or directories. It encrypts or decrypts sectors when they
arrive. Suppose the plaintext at the sector location of T"is P, and the encryp-
tion algorithm is E, then the ciphertext stored in this sector is C' = ET(M )
where K is the secret key. Of course we can not expand the message length, so
|M| = |EL(M)|. That is why we need the concept of tweakable blockcipher in
disk sector encryption. The sector location T is call tweak, which is also called
associated data in [15,13].

D. Feng, D. Lin, and M. Yung (Eds.): CISC 2005, LNCS 3822, pp. 175-188, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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In the above example the message length is not always fixed and the same as,
but usually much longer than, that of well known blockciphers such as DES (64
bits) or AES (128 bits) [6]. For example the sector length is typically 512 bytes.
So we need wide-block-length enciphering modes based on blockciphers. When
we have a wide-block-length enciphering mode, we can easily put the tweak into
it using the method in [11] or [8], to get a tweakable enciphering mode.

This paper proposes a tweakable enciphering mode, or an arbitrary-variable-
input-length tweakable blockcipher. We name it HCTR, for it makes use of a
special universal hash function and the CTR mode. If the underlying blockcipher
is B : {0,1}* x {0,1}® — {0,1}", then our mode supports arbitrary variable
length of at lest n bits, using a (k+mn)-bit key and m blockcipher calls to encipher
m blocks plaintext. The length of tweak in HCTR is fixed and can be zero. When
it is zero, HCTR becomes an enciphering mode, or a arbitrary-variable-input-
length blockcipher.

Our HCTR mode is a hash-encipher-hash construction, part of the middle
layer uses the CTR encryption mode. HCTR is similar to the XCB mode [13],
and also can be viewed as a generalization to the basic construction of sprp
n [11]. The ABL mode [15] and the XCB mode [13] are unbalanced Feistel
constructions using universal hash functions as their components. They also
support variable input length, but the secret key is very long (4 keys in ABL
and 5 keys in XCB) and have to be generated from a main key. The CMC
mode [8] and the EME mode [9] are modes without using any universal hash
functions. But they only support the message that is multiple of a block. HCTR
has great advantage among these modes.

The attack-model is an adaptive chosen plaintext/ciphertext attack: an ad-
versary can choose a tweak T', a plaintext P and get a ciphertext C' = E};(P), or
choose a tweak T, a ciphertext C' and get a plaintext P = (E%L)~(C). The cur-
rent query can base on previous answers. We prove that HCTR is a strong secure
tweakable blockcipher (sprp), which is defined as the one indistinguishable from
the independently random permutations indexed by the tweak 7. If HCTR is
used in disk sector encryption, the effect is that each sector is encrypted with a
different random permutation independently. This kind of tweakable blockcipher
is under standardization [19] by the IEEE Security in Storage Working Group.
Our proof method adopts the game-play technique [2,26], which was first used
in [10].

We give basic definitions in Section 2. Specification of HCTR is in Section 3.
Section 4 discusses some insure modifications and compares HCTR with other
modes. The concrete security bound is given in Section 5.

1.1 Related Work

Constructions of large-block-size blockciphers from small-block-size blockciphers
can date back to the pioneering work of Luby and Rackoff [12]. They showed that
three rounds of the Feistel structure turns n-bit to n-bit random functions into
a 2n-bit secure blockcipher, and four rounds into a strong secure one. Naor and
Reingold [18] showed that two rounds Feistel construction with initial and final
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strong universal invertible hash functions is enough to construct a strong secure
blockcipher. In [17], they further used this hash-encipher-hash construction to get
a mode of operation, but the hash function is quiet complex. Patel etc. further
discussed the function of universal hash functions in the Feistel construction
[20]. Bellare and Rogaway [1] used a special pseudorandom function and a special
encryption mode to construct a variable-input-length cipher. Patel etc. [21] made
some efficiency improvement to this scheme and the other unbalanced Feistel
construction by using universal hash functions.

The constructions of tweakable blockciphers from scratch involve HPC [24]
and Mercy [5] (although it has been broken by Fluhrer [7]).

Tweakable blockcipher is not only a suitable model for disk sector encryption
and useful in length-preserving encryption, but also a good starting point to do
design problem [11]. Following this thought, Rogaway [22] made refinement to
modes OCB [23] and PMAC [3] using tweakable blockciphers.

2 Basic Definitions

BLOCKCIPHERS AND TWEAKABLE BLOCKCIPHERS. A blockcipher is a function F :
Kx M — M where Ex(-) = E(K,-) is a length-preserving permutation for
all K € K. K # ¢ is a key space and M # ¢ is a message space. A tweakable
blockcipher is a function £ : K x 7 x M — M where EL(:) = Ex(T,") =

E(K,T,) is a length-preserving permutation for all K € L and T € 7. 7 is a
tweak space.

We write s <& S to denote choosing a random element s from a set S by
uniform distribution. Let Perm(M) be the set of all length-preserving permuta-
tions on M. When M = {0,1}", we denote it as Perm(n). Let Perm”? (M) be
the set of all mappings from 7 to Perm(M). Perm? (M) can also be viewed as
the set of all blockciphers £ : 7 x M — M. If 7 £ Perm? (M), then for every
T eT,n(:)=7(T,-) is a random permutation. When M = {0,1}", we denote
it as Perm” (n).

An adversary is a (randomized) algorithm with access to one or more oracles
which are written as superscripts. Without loss of generality, we assume that
adversaries never ask trivial queries whose answers are already known. For ex-
ample, an adversary never repeats a query and never asks (Ex )~ (T, C) after
receiving C' as an answer to EK(T, M), and so forth. Let A? = 1 be the event
that adversary A with oracle p outputs the bit 1.

prp AND sprp. A tweakable blockcipher E:KxTxM— Misa (strong)
pseudorandom tweakable permutation (prp or sprp), if it is indistinguishable

from a random tweakable permutation 7 £ PermT(M). More specifically, if
the advantage function

AdvTP(A) = Pr{K s APRCD) 5

— Pr[w £ Perm” (M) : AT0) = 1]
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is sufficiently small for any A with reasonable resources, then E is said to be a
pseudorandom tweakable permutation (prp), or a secure tweakable blockcipher,
or secure against chosen plaintext attack. If the advantage function

AdvT7(A) = Pr[K & ABKCDEL ) o]

— Pr[F & Perm” (M) : A0 770 = ]

is sufficiently small for any A with reasonable resources, then E is said to be a
strong pseudorandom tweakable permutation (sprp), or a strong secure tweakable
blockcipher, or secure against chosen ciphertext attack.

prp AND sprp. When the tweak space 7 = ¢, the tweakable blockcipher becomes
the blockcipher. A blockcipher E : K x M — M is a (strong) pseudorandom
permutation (prp or sprp), if it is indistinguishable from a random permutation

Ll Perm(M). prp and sprp correspond to prp and sprp respectively.

3 Specification of HCTR

3.1 Notations

A string is a finite sequence of symbols, each symbol being 0 or 1. A block is a
string of fixed length. The blockcipher and multiplication of the finite field are
operations over blocks. Let {0, 1}* be the set of all strings. If X, Y € {0,1}*, then
X||Y is their concatenation. If X € {0,1}*, then the bit-length of X, denoted as
| X, is the number of bits in X. | X| = 0 if and only if X is the empty string e. If
one block is n bits, we can parse X into m = [|X|/n| blocks: X = X1, , Xi,
where | X,,| < n, and |X1| = -+ = | X;m-1] = n. Let | X|, = [|X]|/n]. We say
that | X| has | X|, blocks. X[s] denotes the s bit of X from left to right. X|s, t]
denotes the substring from the s bit to the t** bit in X from left to right. For
example, if X = 110011, then X[2,4] = 100. If X,Y € {0,1}*, then X ©»Y is
slightly different to X @Y. If | X| < |Y| then X @Y = X @Y1, | X|]. If | X| = |Y]
then X Y =X @Y. If | X|>|Y]| then X ©Y = X ®Y0"

3.2 Multiplication in GF(2™)

We interchangeably think of a block L = (Ly,---,L,) as an abstract point in
the finite field GF(2") and as a polynomial L(z) = Ly + Loz + -+ + L,z" ! in
GF(2)[x]/(p(x)), where p(x) is an irreducible polynomial of degree n in GF(2)[z].
The addition in GF(2") is bitwise xor @. The multiplication of A, B € GF(2")
is denoted as A - B which can be calculated as A(z)B(z) in GF(2)[z]/(p(z)). If
we choose the blockcipher as AES [6], then the bit-length of a block is 128 bits.
The corresponding irreducible polynomial can be chosen as p(x) = 1 +x + 2% +
27 + 2128,
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3.3 Universal Hash Function

H is a function family: H = {H}, : {0,1}* — {0,1}"|h € {0,1}"}. For any X €
{0,1}*, X is padded into complete blocks and then the polynomial evaluation [4]
is used. Suppose |X|, = m, we parse X into X = X;,---, X,,. We append Os,
possibly none, at the end of X to complete the block and append |X|, which is
written as a m-bit string, as the last block. Then we use polynomial evaluation
hash function in A on the padding result. More specifically, Hy, is defined as:

Hy(X)=X1 - W™ @ @ X0 - | X| - h
which can be calculated as following;:
Algorithm Hp(X)
parse X as X1, -+, Xm
YO — On
for i — 1 to m do
Y — (Yie1 © X5) -
Yint1 < (Y @ |X]) - b
return Y,, 11
When X is empty string, we define that Hy,(X) = h. H is a special AXU (Almost

Xor Universal) hash function. It has following properties which will be used in
the security proof of HCTR.

1. For any X1,Xs € {0,1}*,Y € {0,1}™ and X; # Xo, Hp(X1) ® Hp(X2)
is a nonzero polynomial in h without constant term. So Pr[h il {0,1}" :
Hp(X1) ® Hp(X2) = Y] < 1/2", where | = maz{|X|n,|Y|n} + 1. In other
words, H is a 1/2"-AXU hash function.

2. For any XY, Z € {0,1}%, |X| = |Y|, we have H(X)® H(Y) ® H(Z) is a
nonzero polynomial in h without constant term.

h

3.4 The CTR Mode

In HCTR we use a special form of the CTR mode:

Algorithm CTRZ (N)
Y — Ex(S& )| ||Ex(S ®m—1)
D+« N®Y
return D

where |N|, = m — 1, K is the key and S is the counter.

3.5 The HCTR Mode

The HCTR mode makes use of a blockcipher E and the special universal hash
function H. Assume that the blockcipher is E : {0, 1}*x {0,1}" — {0,1}". Then
HCTR(E, H] is

HCTR(E, H] : {0,1}*" x {0,1} x {0,1}=" — {0,1}="

where {0,1}2" = U5, {0,1}™ and ¢ > 0.
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M N T

O« Hp

Fig.1. The HCTR Mode

HCTRJ[E, H] is illustrated in figure 1. we split the plaintext/ciphertext into
two strings. One is the left n bits, and the other is the rest. We assume that
plaintext/ciphertext has m blocks. More specifically, HCTR is the following
algorithm.

Algorithm HCTRY , (M, N) Algorithm (HCTR% ;)™ "(C, D)

MM — M & H,(N||T) CC «— C @ Hy(D||T)
CC — Ex(MM) MM «— E'(CC)

S— MMaeCC S— MMaeCC

D «—CTRZ(N) N «—CTR% (D)

C — CC® Hn(D||T) M — MM & H,(N||T)
return (C, D) return (M, N)

4 Discussions

UNIVERSAL HASH FUNCTION. H in HCTR is a special AXU hash function. We
can not substitute H by a general AXU hash function. We define a different
universal hash function Hj (X) base on which HCTR is not secure. The main
difference is the padding rule. In the HCTR mode, the padding rule is to append
Os and then the bit-length of X as in H. Now we first append 1 and then 0s to
turn the bit-length of X into multiple of n and then use polynomial evaluation
hash function. Suppose X = Xi,---,X,, where |X|, = m, and |X1| = -+ =
| Xn—1| =n. If |X,,| = n, then H;(X) = X1 - A" @ @ Xy - B2 1071 P
If | X;m| < n, then H) (X) = X; - ™ @ --- ® X;,10" - h. We can prove that
Pr[h LAy M(X)eh(Y)=Z] <ceforall X,Y € {0,1}*,Z € {0,1}", X #Y.
Here € = 1/2" where | = maz{|X|n,|Y|n} + 1.
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We now chose the length of tweak as 0: 7 = ¢. In this situation, we can show
that HCTR[E, H'] is not even a prp. We first make an arbitrary enciphering
query (M?', N1) such that |[N'| = n — 1 and get an answer (C', D). If Dl[n —
1] = N'[n — 1], then we do it again until D'[n — 1] # N'[n — 1]. Now we
make the other enciphering query (M2, N?) such that M? = M! @ C! and
N? = (N!' @ DY)[1,n — 2]. We get the answer (C?, D?). Then the input to the
second blockcipher in the last but one query is the same as the input to the
first blockcipher in the last query. Therefore we have that (N* @ D')[1,n—2] =
(C?o H; (D*)[1,n—2] or (N'@DY)[1,n—2] = (C?@h-D?10)[1,n—2]. So we
can recover h with successful probability of 1/4 and get rid of the hash function
layers. Without the hash function layers, we can easily distinguish HCTR from
a random permutation.

LENGTH of TWEAK. The length of tweak is fixed, because in most application
environment there is no need for variable length tweak. We can chose the length
of tweak according to the practical application environment. If we really need
the variable length tweak, we can choose GHASH in [16, 14, 13] which is similar
to H and takes two inputs.

MurtipLICATION. The multiplication in finite field dominates the efficiency of the
hash function layers. A simple implement of multiplication is even much slower
than one AES call. But notice that the key & is a constant during the enciphering
course, therefore we can do some pre-computations before enciphering. This
time-memory tradeoffs greatly speeds up the hash function, though a bit more
storage is needed. See [16, 25] for specific discussions.

CMC EME ABL XCB HCTR

Keys 2 1 4 ) 2
Blockciphers 2m+12m+1 2m—2 m+1 m
Universal hash 0 0 2 2 2
Variable Input X Multiple / vV vV
Length of n bits

Parallelizable X Almost Partially Partially Partially

CompARISONS. We compare HCTR with other enciphering modes, such as CMC,
EME, ABL, and XCB, from several aspects. Suppose that we encrypt an message
of m blocks. We list the comparisons in the above table. The first is the number
of key. The second and third are the invocation number of the blockcipher and
universal hash function. The following is whether the mode is parallelizable. In
blockciphers, every bit of input bit must effect every bit of output. So there is
no full parallelization. Even in the EME mode, the last layer must begin after
the first layer is completely finished. In the HCTR mode, the CTR encryption
can be parallelizable.
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5 Security of HCTR

We prove that HCTR is a sprp. A concrete security bound for HCTR is given
in theorem 1. Lemma 1 shows that the random tweakable permutation and its
inverse are indistinguishable from oracles that return random bits. This lemma
greatly facilitates the proof procedure of lemma 2 which shows the security of
HCTR when Ek is replaced by a random permutation.

Lemma 1 (lemma 6 in [8]). Let 7 il Perm” (M). Then for any adversary
A that makes q queries,

Pr[ATC)F () o 1) - Pr{ASC)SC) o 1) < g2 /2N H

where $(T, M) returns |M| random bits and N is the bit-length of a shortest
string in M.

Let HCTR[Perm(n), H] be a variant of HCTR that uses a random permuta-
tion on n bits instead of Ek . Specifically, the key generation algorithm returns a

random permutation 7 <> Perm(n) and a random string h £ {0,1}™. We first
give a concrete security bound for HCTR[Perm(n), H].

Lemma 2. Let E = HCTR[Perm(n), H|. Then for any adversary A that asks
enciphering/deciphering queries totalling o blocks,

Pr[ABCVET 00 = 1] — Pr{ABC)800) = 1] < (2 4 £)0? + 07) /2"
where $(T, M) returns |M| random bits and to = |T|,.

A proof is given in Appendix B.

We now present our result for HCTR[E, H]. Our theorem shows that if E is
sprp, then HCTR[E, H]| is a sprp. More specifically, our theorem states that if
there is an adversary A attacking the strong pseudorandomness of HCTR[E, H|
asking at most o blocks queries, then there is an adversary B attacking the

strong pseudorandomness of E, such that Adv}"”(B) > Advf_??%m £.H) (A) —

q?/2" 1 — ((2 + to)o? + 03)/2™. So when AdvF™P(B) is small for any B with

reasonable resources, AdvilpégR[E ) (A) must be small. This means that the
strong security of F implies the strong security of HCTR[E, H]. The theorem

for HCTRIE, H] is given bellow.

Theorem 1. For any adversary A that makes q queries totalling o plaintext/-
ciphertext blocks, there is an adversary B that makes o queries, such that

AdViTE o i (A) < AdVEP(B) + ¢2/27 L 4 (2 + 10)o® + o) /2"

where tg = |T|,. Furthermore, B runs in approzimately the same time as A.
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Proof (of theorem 1). Let E; = HCTR[E, H| and E; = HCTR[Perm(n), H].
7 & Perm? (n) where T = {0, 1}*. Consider following probabilities:

p1 = Pr[ABvET = 1] — Pr[AB B o 1),
ps = Pr{AB=Ez" = 1] — Pr[A%% = 1],

ps = Pr[A%S = 1] - Pr[A™7 " = 1].

Adversary B simulates A and returns whatever A returns. Then p; =
Adv¥"?(B). By lemma 1, we have p3 < ¢2/2"*!. By lemma 2, we have
p2 < ((2+to)o? + o3)/2m. O
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A Intellectual Property Statement

The authors explicitly release any intellectual property rights to the HCTR mode
into the public domain. Further, the authors are not aware of any patent or
patent application anywhere in the world that cover this mode.

B Proof of Lemma 2

Proof (of lemma 2). Suppose A makes q queries. Assume that the r*? query is

(T, U, V"), where T" is the tweak, (U", V") is the plaintext(ciphertext). Sup-
pose that m, = [(U",V")|,. 0 = my + - - - + mg is the total plaintext/ciphertext
block number. Furthermore, we split V" into blocks: V" = V{",--- V7 . We
describe the attacking procedure of A as the interaction with games.

Game 1 and Game 2. The following Game 1 illustrates how HCTR[Perm(n), H|
and its inverse answer A’s queries:

D «— R « ¢; bad «— false

If the r** query (T",U", V") is an enciphering query:
UU" —U"® Hn(VT||TT)
xxm & {01}
if UU" € D then bad — true XX" «— w(UU")

if XX" € R then bad — true XX & R
D—DuU{UU"}
R—RU{XX"}
ST —UU" XX
for i — 1 tom, —1do
vy; & {0,137
if S" @i € D then bad «— true YV, — n(S" @)

if YY7 € R then bad — true YY; &£ R
D—DU{S @i}
R — RU{YY/}
YY" —YY(||--||YYh, 21
D — V" YY"
C" — XX" @& Hy(D"||T7)
return (C",D")
If the r** query (T",U", V") is an deciphering query:
UU" — U" & Hy(V"||T")
xxm & {0, 13"
if UU" € R then bad < true XX" « 7~ Y(UU")
if XX" €D then bad — true XX" <& D

D—DU{XX"}
R — RU{UU"}
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ST —UU" @ XX"
for i < 1tom, —1do
Y7 <4 {0,1}"
if S" @i € D then bad « true YY; «— n(S" @ 1)

if YY7 € R then bad — true YY/ <& R
D—DU{S" ®i}
R — RU{YY/}

YY" =YY YY1

N — V" @YY

M"™ — XX" & H,(N"||T")

return (M",N")

Notice that the permutation 7 is not chosen before the attack, but “on the fly”
as needed to answer the queries during the attacking procedure. The sets D
and R, which are multisets in which the element may repeat, keep track of the
domain and the range of 7w respectively. Game 2 is obtained by omitting the
boxed statements. Because X X", XY"(r = 1,---,q) are independent random
strings, the answers A get, when interacts with Game 2, are also independent
random strings. So AS#™€ 2 is the same as A%®. In Game 1, each boxed statement
is executed if and only if the flag bad is set to be true. Therefor we have

Pr[ABE " = 1] — Pr[A%® = 1]
= Pr[ACame L — 1] — Pr[A%ame 2 o 1] < Pr[A%ame 2 get bad]. (1)

Game 3. We make some modifications to Game 2. The answer of each query
is directly chosen as random string and the state of bad is set at the end of all
queries. Game 3 is the following:

Initialization :
D—R«—¢

On the r*" query (T",U",V"):
(x7,y") £ {0, 1}
return (X", Y")[1, (U, V")]]

Finalization :
for r — 1 to ¢ do:

If the r** query (T",U", V") is an enciphering query:
UU"™ —U" @ H,(V"||TT)
XX — X"®Hp(Y"[L, VT TT)
D—DuU{UU"}
R—RU{XX"}
ST —UU" e XX"
for i — 1 tom, —1do
D—DU{S @i}
R—RU{Y] @V}
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If the r** query (T",U",V7) is an deciphering query:
UU" — U & Hy(V'||T7)
XX — X" H,(Y"[L, V]I T
D—DU{XX"}
R — RU{UU"}
ST —UU " ®XX"
for i — 1 tom, — 1 do
D—DU{S" @i}
R—RU{Y] @V}

bad — (there is a repetition in D) or (there is a repetition in R)

We have
Pr[A%me 2 get bad] = Pr[AS*m® 3 set bad]. (2)

Without lost of generality, suppose that A is a deterministic algorithm. We
want to prove that for any fixed X", Y"(r = 1,--+ ,q), the above probability is
negligible. But that is not true. For example when Yi' <6 Vi! = Y2 <& V2, the
bad is set to be true. We firstly make some restrictions on the choices of these
random strings.

Restrictions on the choices of (X", Y"):

1. X7, Y] are all distinct.

2. XT£U e X°Us@idjforalls<r, 1 <i<(m,—1),1<j<(ms—1).
3. X" #£U? for all s <.

4. Y #Y @V @V forall s <rand forall s =r,j <.

It is easy to calculate that each restriction in the above decreases the choices
of (X",Y") at most 02/2"*1. Totally, the choices of (X",Y") are decreased at
most 202 /2",

Game 4. With these restrictions, we fix queries and answers. Suppose that
{T", U7, V", X", Y"|r =1,---,q} make the probability of setting bad maximum.
Now consider the following non-interactive and non-adaptive Game 4:

for r — 1 to ¢ do:

If the r** query (T",U", V") is an enciphering query:
UU" —U"® Hn(V"||TT)
XX" — X" @ Hy(Y[1, V7] || T7)
D—DuU{UU"}
R—RU{XX"}
ST —UU ®»XX"
for i — 1 tom, —1do
D—DU{S" ®i}
R—RU{Y, ©®V/}

If the r** query (T",U", V") is an deciphering query:
UU" —U"® H,(V"||TT)
XX" — X" @ Hy(Y[1, V7] || T7)
D—DU{XX"}
R—RU{UU"}
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ST —UU"dXX"

for i — 1tom, —1do
D—DU{S" ®i}
R—RU{Y, ©®V/}

bad «— (there is a repetition in D) or (there is a repetition in R)

From the above discussion, we have that
Pr[A%ame 3 set bad] < Pr[Game 4 set bad] + 202 /2". (3)

Let I = {1,---,q}, I = I U, where I, = {s € I|(T*,U%V*®) is an
enciphering query} and Iy = {t € I|(T*,U* V") is a deciphering query}. Let
I = max{mi,---,mqy}. We can see that D = D; U Dy U D3, where D; =
{UU®|s € 1}, Dy = {X X't € I}, and D3 = {S" @ ilr e [,1 <i < (m, — 1)}
R = R1 URy UR3, where Ry = {XX?|s € I1}, Re = {UU!|t € L1}, and
Rs={Y  @V'rel,1<i<(m,—1)}

Any element in D or R is a polynomial in h whose degree is at most (I+ty). We
want to prove that for any X7, X5 € D or X1, X5 € R, the repetition probability
Pr[X; = X5] < (I41t0)/2™. Because the polynomial of degree (14 ty) has at most
(I + to) roots in finite field, we only need to prove that X; @ X is a nonzero
polynomial in h.

We consider following situations:

— X1, X €D;. (T%,U%,V®), s € I are all distinct, because A never ask trivial
query. By property 1 of H, X; ® X5 is a nonzero polynomial.

— X4, X5 € Dy. By restriction 1, the constant term of X; & X5 is nonzero.

— X4, X5 € D3. By restriction 2, the constant term of X; & X5 is nonzero.

— X; € Dy and X5 € D,. Suppose X1 = UU?® and Xy = XXt If s < t, then
by restriction 3, the constant term of X; @ X5 is nonzero. If s > ¢, then
(T5,U%, V) #£ (T, Xt Y1, |V?]), because A never make trivial query. By
property 1 of H, X; & X5 is a nonzero polynomial.

— X3 € Dy and X5 € D3. By property 2 of H, X7 @ X5 is a nonzero polynomial.

— X7 € Dy and X5 € D3. The same reason as the above.

— X1, X5 € Ry. By restriction 1, the constant term of X; & X5 is nonzero.

- X1,Xs € Ro. (T, U, V?), s € Iy are all distinct, because A never make
trivial query. By property 1 of H, X1 @ X5 is a nonzero polynomial.

— X1, X5 € R3. By restriction 4, X; & X5 is a nonzero constant.

— X1 € Ry and X5 € Ro. Suppose X1 = XX* and Xy = UU'. If s > ¢, then
by restriction 3, the constant term of X; @ X5 is nonzero. If s < ¢, then
(T, U, V) £ (T%, X2, Y*[1,|V*]]), because A never make trivial query. By
property 1 of H, X1 @& X5 is a nonzero polynomial.

— Xj € Ry and X5 € R3. By property 2 of H, X;® X5 is a nonzero polynomial.

— X7 € R1 and X5 € R3. The same reason as the above.

There are totally o(c — 1)/2 pairs of elements in D and o(c — 1)/2 pairs of
elements in R. So the probability of repetition in D or R is at most (I+9)o?/2".

Pr[Game 4 set bad] < (I 4 tg)o? /2™ < (tgo? + o) /2" (4)
Combine (1), (2), (3) and (4), we complete the proof. ]
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Abstract. In this paper, we propose a new class of logical functions
over residue ring of integers modulo p, where p is a prime. The magni-
tudes of the Chrestenson Spectra for this kind of functions, called as
kth-order quasi-generalized Bent functions, take only two values—0 and
a nonzero constant. By using the relationships between Chrestenson
spectra and the autocorrelation functions for logical functions over ring
Zp, we present some equivalent definitions of this kind of functions. In the
end, we investigate the constructions of the kth-order quasi-generalized
Bent functions, including the typical method and the recursive method
from the technique of number theory.

1 Introduction

Logical functions have many applications in computer security practices includ-
ing the construction of keystream generators based on a set of shift registers.
Such functions should possess certain desirable properties to withstand known
cryptanalytic attacks. Five such important properties are balancedness, correla-
tion immunity of reasonably high order, good propagation characteristic, high
algebraic degree and high nonlinearity. The tradeoffs between the design criteria
mentioned above have received a lot of attention in Boolean function literature
for some time(see [1], [2]). The more criteria that have to be taken into account,
the more difficult it is to generate Boolean functions satisfying those properties.
Functions achieving the maximum possible nonlinearity are called Bent func-
tions, and were introduced by Rothaus [3] in 1976. They play an important role
in cryptology, as well as in error correcting coding because of their immune to
differential attack. But Bent functions are not balanced, not correlation immune
which make them invulnerable to statistic analysis and correlation attack. Par-
tially Bent functions and semi-Bent functions are proposed in [4] and [5], respec-
tively. They are interesting in that they can be balanced and also highly nonlin-
ear. The common property of partially Bent functions and semi-Bent functions is
that the absolute of the Walsh Spectra of these functions take only two values, 0
and a nonzero constant c. But Boolean functions possessing such property are not
definitely partially Bent functions, nor semi-Bent functions. Hence a new class of
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functions are introduced by [6] and [7] almost at the same time, respectively. [6]
named such functions plateaued functions, while [7] called them kth-order quasi-
Bent functions, because of their similar cryptographic properties to that of Bent
functions. In this paper, we call them kth-order quasi-Bent functions, which take
Bent functions, partially-Bent functions and semi-Bent functions as its proper
subset. [6] and [7] investigate the properties and construction of such functions
by different methods and obtain some different results. [8] study the crypto-
graphic properties of k-order quasi-Bent functions by matrix method, which is
quite different from the Walsh spectra method and the autocorrelation method.
Nowadays, the application of cryptology and communications has turned to the
residue ring of integers modulo m, which enable us to study the cryptographic
properties of logical functions over ring Z,,. Then a natural question arises: are
there logical functions over ring Z,,, whose C'hrestenson spectra has the similar
properties with that of kth-order quasi-Bent functions? Furthermore, if there
are, what about their cryptographic properties, constructions and enumerate?
In this paper, we turn our attention to the case where m is a prime, and present a
new class of logical functions over ring Z,,, which take generalized Bent functions
([9]) and generalized partially Bent functions([10]) as its proper subset.

The paper is organized as follows: Sections 2 provides basic definitions, nota-
tions, and theory to be needed in this paper. In sections 3, the definition of kth-
order quasi-generalized Bent functions is suggested, followed by the equivalent
definitions of the kth-order quasi-generalized Bent functions through the rela-
tionships between the C'hrestenson spectra and the autocorrelations functions
of the logical functions over ring Z,,. Section 4 suggests the constructions of kth-
order quasi-generalized Bent functions, one of which is the typical method, being
a modification of the Maiorana — M cFarland method. The other is the recur-
sive construction, which is proved to be different from the typical construction.
Section 7 concludes this paper by several problems need to be investigated later.

2 Preliminaries

In this paper, let p be a prime, and u a primitive pth root of unity. The p-valued
logical function with n variables is a mapping from Z to Z,.

Lemma 1. [11] Let a;, 0 <i < p — 1, be rational integers. Then
a0+a1u+a2u2+--«+ap,1up_1 =0<=ay=a; =" =0ap_1. (1)

The chrestenson spectra and autocorrelation functions are of much impor-
tance in the study the cryptographic properties of logical functions over Z, ,
defined as follows:

Definition 1. [12] Let f(z), x € Z}} be a p-valued logical function with n vari-
ables. Then

1 x)—w-x n
Sip(w) = D W™ we 7z,
p zEZY
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1
’I’f(S) = Z uf(m+5)*f(1), s E Zg’

pr
er;"

are called the chrestenson cyclic spectra and autocorrelation functions of f(x),
respectively.

The following lemma presents the relationships between the Chrestenson
spectra and autocorrelation functions of the p-valued logical functions to be
employed later in the paper.

Lemma 2. [12] Let f(x), x € Z be a p-valued logical function with n variables.
Then

LS e = (8 w) @)

7
p aEZy

Y 1S (w)Put =rs(a). 3)

wEZ;}

Lemma 3. [12] (Parseval’s Equation) Let f(x), * € Z} be a p-valued logical
function with n variables. Then

Y ISP =1. (4)

wezy

3 The kth-Order Quasi-Generalized Bent Function and
Its Equivalent Definition

Now we introduce a new class of p-valued logical functions. Here is the definition.

Definition 2. Let f(x), v € Z be a p-valued logical function with n variables.
Then f(x) is said to be a kth-order quasi-generalized Bent function if

1S(r) (w)|2 =0 or

n—k’
Jor allw e Z7 .

Obviously, [S(s)(w)]> = 0 if and only if Sy (w) = 0. f(z) is also called a
quasi-generalized Bent function, if the particular order k is ignored.

Definition 3. Let f(x), z € Zy be a p-valued logical function with n variables.
Denote

Supp(S(p)) ={w:w € Z;, Si)(w) # 0},

and call it the support of the chrestenson cyclic spectra for f(z).
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If f(x) is a kth-order quasi-generalized Bent function. Then due to lemma 3,
the number of the elements in Supp(S(y)) is p™~*. hence the number of vectors

in Z) where the chrestenson spectra take value 0 is p" — pk.

Remark 1. if k =0, then f(x) is generalized Bent function (see [9]); The gener-
alized partially Bent functions introduced in [10] are also quasi-generalized Bent
functions.

A natural question arises that whether there exists quasi-generalized Bent
functions but not generalized Bent functions, nor generalized partially Bent
functions? we now examine the relations between the quasi-generalized Bent
functions and the generalized partially Bent functions.

Lemma 4. [10] Let f(x), x € Z}) be a p-valued logical function with n variables.
Then f(x) is a generalized partially Bent function if and only if there exist

t € 7y, such that

0 t+w ¢ B
2 )
S w)I” = {pnl_m t+we B

where E = {s € Z} : ry(s) = u"*} is a linear subspace of Z] with dimension
m.

The following theorem can be obtained immediately from lemma 4:

Theorem 1. Let f(z), x € Z be a kth-order quasi-generalized Bent function
with n variables. Then f(x) is a generalized partially Bent function if and only
if there exists t € Z)}, such that t + Supp(S(y)) is a linear subspace of Zy with

p b
dimension n — k.

Then the question turns to construct quasi-generalized Bent function the
support of whose chrestenson cyclic spectra is not a linear subspace (when
t = 0 in theorem 1), nor the shifting of a linear subspace , of Z}'. The existence
of such functions will be presented in section 4.

Now we give the equivalent definitions of kth-order quasi-generalized Bent
functions as follows:

Theorem 2. Let f(z), x € Z, be a p-valued logical function with n variables.
Then f(x) is a kth-order quasi-generalized Bent function if and only if

1 .
ry(e) = i > uve (5)
weSupp(S(y))

holds for all o € Z}).

Proof. Assume that f(z) is a kth-order quasi-generalized Bent function. Then
by lemma 2 and definition 2, we have

re(a) = Y [Sip(w)Pu = et > ue (6)
weZy weSupp(S(yy)
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Conversely, if the equality holds. Then from lemma 2, we have

1 —w-o
S (w)* = o Y ril@u

acZy
1 1
_ § : § : T RAe PP (ALY
pn pn—k
aEZy vESupp(S(yy)

= pzifk Z Z ulmwre

vESupp(S(yy) ®EZY

_ {0 w & Supp(S());

ok W € Supp(Syp)),

which yields the conclusion immediately. a

Lemma 5. [11] Let a;, b;, 1 <i <mn, be complex numbers. Then

Zaibi < Z |€1¢\QZ 1032, (7)
i=1 i=1 i=1

where the equality holds if and only if there exists a complex number ¢, such that
a; = cb;, for all1 <i<n.

Theorem 3. Let f(z), x € Z, be a p-valued logical function with n variables.

Then .
re(a)l? > p , 8
2 s (®)

where the equality holds if and only if f(x) is a quasi-generalized Bent function.

Proof. Denote S(a) = > u~™ . Then
w€$’upp(S<f»))

D IS@P =2 > wt B W

aEZy a€Zl weSupp(S(ysy) vESupp(S(sy)

Z Z u(v—w)~a

w,vESupp(S(y)) AEZ]

weSupp(S(s))
= p"[Supp(S(s))|- 9)

Due to lemma 2, we have

Yo Srpla)= Y rple) Y uwve

aEZ] agZy weSupp(S(5))
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- Y Y e

weSupp(S(y)) *EZY

=p" > 1S

weSupp(S(yy)

=p" > [S(pw)? =p".

weZ;"

Combining lemma 5 and (9), we have

ph= Y S@rp@ < [ IS@P Y Irp(a)?

an;" aEZ;} an;"
= [p"[Supp(S(p)| Y Irp(a)f?.
aEZ;’;

Therefore

2> p" .
2 (el > |Supp(S ()|

OéGZ;‘

If f(x) is a kth-order quasi-generalized Bent function, by definition 2 and lemma

2, we obtain

STl = 3 ST 1S ) Pur SIS (o) Pume

aEZ;} aEZ;} weZ;" UEZ;"
= > Spn@)P > 1SipH@)F > ulvmre
wGZ;" ’UGZ;L QGZ;L
=p" > 1S w)*
wGZ;)‘

n 1
=p Z p2n—2k
weSupp(S(5))
p" p
C R [Supp(S(p))|

el

hence the sufficiency holds.
Conversely assume the equality in (8) holds, that is

Y Sy = [ IS@P Y Irp()?,

(XEZ;‘ aEZ;‘ an;‘
by lemma 2, there must be a complex number ¢, such that

re(a) =c-S(a).

(12)
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Combining (9) and (13), we have

ph= D0 IS@Ple Y [S(a)l?

agZy agZy

=lc| Y I1S(@)

anI”;
= p"|c| - [Supp(S(s))-|

Therefore |c| - [Supp(S(s))| = 1, and since [Supp(S(y))| is a integer number,
0 < |e] < 1is a rational number. While for any w € Z}, from lemma 2 and (13),
we have

|S(f)(w)|2= ! Z rrle)u™ = L Z eS(a)u™"

n n
p acZy p acZy

c V—Ww)
S O S
vESupp(S(y)) a€EZ]
_ {c w € Supp(S(p));
0 w ¢ Supp(S(y))-

If w € Supp(S(s)), the left side of the above equality is a real number greater
than 0, hence c is a rational number greater than 0. Combining (14), definition 1
and lemma 1, there exists an integer number r > 0, such that 1/c = p”. Denote
k=n—r,and f(z) is a kth-order quasi-generalized Bent function. ]

(14)

Remark 2. It is easy to conclude from the proof of the theorem 3 that f(x) is a
quasi-generalized Bent function if and only if the magnitude of the chrestenson
cyclic spectra takes only two values, 0 and a nonzero constant ¢, without empha-
sizing that ¢ = 1/p"~*.

Corollary 1. Let f(x), x € Z) be a p-valued logical function with n variables.

Then
1

1S(5) (w)[* = ; (15)
ng:n o |Supp(S(s))|
where the equality holds if and only if f(x) is a quasi-generalized Bent function.

Proof. Tt follows immediately from theorem 3 and (11). O

4 The Constructions of kth-Order Quasi-Generalized
Bent Functions

4.1 The Typical Construction of kth-Order Quasi-Generalized Bent
Functions

In this section, we focus on the constructions of k-order quasi-generalized Bent
functions, which are not generalized partially Bent functions. Firstly we intro-
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duce the typical construction similar to the Maiorana — McFarland construc-
tion.

Theorem 4. Letn > 1, and 0 < k <n. Denote r = ”;k, and
xr = (1‘171‘2,"' 7xT') S Z;7 Yy = (y17y27"' JJn—r) S Z;L_T.-

Set f@,y) = n(2) -y + o(x), (16)

where () is a mapping from Z; to Z}~", and ¢(zx) is any p-valued logical
function with v variables. Then f(x,y) is a kth-order quasi-generalized Bent
function if and only if

{r(z):z € ZI’;}\ =9,
that is, w(x) is a epimorphism.

Proof. 1f m(x) is a epimorphism from Z) to Zy~". Then for any w € Z, and
v € Z,~", we have

T e vy
TEZT . YEZ, ™"
= LS pmews )

pm .
r€Zy yeZy ™"

1
S(f)(w,v) =

Y42

_ plr u¢(xv)_w'x"’ Such that Tr(xv) =3
~ 0 v {n(@):z e Zp}

The sufficiency holds immediately.
Otherwise, if m(z) is not a epimorphism from Z} to Z;~". Then
{m(z) -z e 2y} <p,

hence
HviveZy " vg{rm(z):z e Z}} >p" " —p".

while for any w € Z, and v ¢ {n(z) : € Z}, we have S(y)(w,v) = 0, that is
{(w,v):we Zy,veZ)", Sip(w,v) =0} >p"(p" ™" —p") =p" —pnk,

which contradicts to the fact that f(x) is a kth-order quasi-generalized Bent
function. 0

We call the kth-order quasi-generalized Bent functions in the form of (16) as
typical quasi-generalized Bent functions, which is a proper subset of the class of
quasi-generalized Bent functions, existing only when n — k is even.

Remark 3. Due to theorem 1 and theorem 4, if {m(x) : x € Z}} is neither a linear
subspace, nor the shifting of a linear subspace of Z;™", then the typical quasi-
generalized Bent functions in the form of (16) can not be generalized partially
Bent functions.



The kth-Order Quasi-Generalized Bent Functions over Ring Z, 197

4.2 The Recursive Construction of kth-Order Quasi-Generalized
Bent Functions

The typical kth-order quasi-generalized Bent functions exist only in the case
where n — k is even. Now we introduce another construction which are different
from the typical construction in that n — k can be odd here.

To derive our construction, we introduce some notation and lemma on number
theory.

Let n = (;), where p # 2 is a prime, be a quadratic character. Then
Lemma 6. [11] For any a,b € Z,\{0},

11 (;) —1, and (;;) — 1. Then (‘;}b) —1;
2. If (;) —1, and (;;) — 1. Then (l;f) - 1.

p—1
Lemma 7. [11] Denote G(p) = u?*. Then
§=0

_ /P if p=1mod 4;
Glp) = {Wp if p=3 mod 4. (17)

The following lemma is an immediate consequence of lemma 6 and lemma 1.

p—1
Lemma 8. Denote G(p) = > ub® | where (Ib)) =—1. Then
§=0

I V) if p=1mod 4;
G(p){—X/p if p=3 mod 4. (18)

In this section, we consider the function with n + 1 variables concatenated of
p’ s functions over Z,, with n variables in the following form:
Let fi(x), v € Z}, 0 < j < p—1 all be p-valued logical functions with n
variables, and denote
151
f(@, @np1) = » D Iy (@) f(2), (19)

=0
where

1 Zf Tn+1 :j;
T () = {0 if tas1 # .

The following theorem is an immediate consequence of definition 1 and equa-
tion (19):

Theorem 5. Let f(x,xn11) be a p-valued function with n + 1 variables of the
form (19). Then

p—1

1
St (w,wasr) = Do u IS (w) (20)
=0

holds for allw € Z

i and wn41 € Z,p.
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Theorem 6. Let f;(z), z € Zy,0<j <p-—1all be kth-order quasi-generalized
Bent functions with n variables, and for any w € Z, there exists t,b € Zy,
such that
.2 .
Sipy (W) = uP S (w),

for 5 = 0,1,---,p — 1. Then the p-valued function in the form of (19) is a
kth-order quasi-generalized Bent function with n + 1 variables.

Proof. Due to theorem 5, for any w € Z}, and wy41 =1 € Z, ,

1 Pl . 1 p! YR
Sip(w,l) = wHIS Gy (w) = > TS ()
P P
-1

1% b(j+ bil(t—l))2ib71(t—1’)2
- p Z u : 0 S(g)(w)
=0

p—1

1 —p—le—1? e
SR RCTA) SO

p =

1. If (z) =1, from lemma 8 and lemma 6, we have

p—1 N . _
Zub(j+ pheeny2 }/p zf p =1 mod 4;

‘ i\/p if p=3mod 4.
=

2. If (;) = —1, from lemma 8 and lemma 7, we have

pz_:lub(jw’*lg—"))? _-p if p=1mod 4;
‘ —1\/D if p=3 mod 4.
J:

Therefore

1
1S(p)(w, D) = p|5(fo>(W)\2 =0or ik

that is, f(x,xn41) is a kth-order quasi-generalized Bent function with n + 1

variables. 0O

Now we give a class of functions satisfying the conditions offered in theorem 6:

Theorem 7. Let fo(z), © € Z) be a kth-order quasi-generalized Bent function.
Denote

fj(:r) = f0(1'+j04) +bj2> j = 1723"' P — 17
where a € Z), b € Z,\{0}. Then f(x,xn11) in the form of (19) is a kth-order
quasi-generalized Bent function.
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Proof. 1t is easy to verify that f;(z), j =1,2,---,p—1, are all kth-order quasi-
generalized Bent functions. For any w € Z}}, we have

1 ) )
S(fj)(w) = Z ufo(x+]a)+bj2_w-x

p zEZD

1 2w
_ Z w0+ —w-y+jw-a

p'fl

yeZD

bj24jwa 1 Foly)—w-y

>
pn

yeZy

i+ jw-a
= ubj +i S(fo)(w),
which satisfy the condition in theorem 6, hence the result holds. O

Theorem 7 shows that there exists a group of kth-order quasi-generalized
Bent functions, the concatenation of which is kth-order quasi-generalized Bent
function with n + 1 variables. Moreover, if n — k is odd, n + 1 — k must be even,
hence the recursive construction is different from the typical construction.

In particular, if fo(z) in theorem 7 is a generalized Bent function. Then
f(z,z441) in the form of (19) is also a generalized Bent function.

Theorem 8. Let f;(z), z € Zy,0<j <p-—1 all be kth-order quasi-generalized
Bent functions with n variables. Then the function in the form of (19) is (k—1)th-
order quasi-generalized Bent functions if and only if

Supp(S(s,)) () Supp(Ss,)) = O
holds for any 0 < k,j<p—1, and k # j.
Proof. Due to theorem 5, for any w € Z}, and w41 € Z;,, we have
15 ,
Sip(w, wpq1) = ) ; uT IS (w).

p—1
Then | J Supp(S(y,))| = p"~**1, since
j=0

|Supp(S(s,)| = p" . and Supp(Sy;)) (| Supp(S(s,)) = @

Thus for any w € Z}}, if S(y,)(w) = 0,0 < j < p—1, we have S(5)(w, wny1) = 0,
for any w,4+1 € Zp,. Otherwise, there exists unique 0 < j < p — 1, such that
w € Supp(S(y,)), therefore

1
Sy (w,wny1) = L IS (w),
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ie.
1 1
2 2
‘S(f)(wawnJrl)‘ = pg |S(fj)(w)| =0or anrlf(kfl) :

Hence f(x,2n41) is a (k — 1)th-order quasi-generalized Bent function with n+1
variables.

Conversely if there exists j # k, such that Supp(S(s,)) (| Supp(S(s,)) # O.
Then

p—1
| Supp(Sis,))l <p™F-p=p T,
=0
therefore
p—1
| () Supp(S(s,))| > p™ —p"
=0
while
p—1

ﬂ Supp(S(y;)) = {w:w € Z],such that S¢, (w) =0,for all 0 < j <p—1}.
=0

p—1
Then for any w € (| Supp(S(y,)), and any wp41 € Z,, we have
§j=0

1 _ v
Sy (w,wn 1) = o OIS gy (w) =0,

that is
\Supp(S(f))| > (pn _ pn7k+1> p= pn+1 _ anrlf(kfl)7
ie.
|Supp(S(s))| < p" ¢,
which contradicts the assumption that f(z,z,41) is a (k — 1)th-order quasi-
generalized Bent function. a

5 Conclusion

In this paper, we introduce a class of logical functions over ring Z,, the magni-
tudes of whose Chrestenson cyclic spectra possess a good property: they take
values 0 or a nonzero constant. The further applications of this class of logical
functions in the design of Hash functions, stream ciphers, block ciphers and com-
munications need to be examined, and whether the work can be extended to the
logical functions over ring Z,,, where m is any integer number is the question to
be investigated later.
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Abstract. An efficient algorithm for determining the linear complexity and the
minimal polynomial of sequence with period p"q" over a finite field GF(q) is
designed, where p and ¢ are primes, and ¢ is a primitive root modulo p°. The
new algorithm generalizes the algorithm for computing the linear complexity of
sequences with period ¢" over GF(q) and that for computing the linear
complexity of sequences with period p™ over GF(g).

1 Introduction

A fundamental problem in the theory of stream ciphers is the determination of the
linear complexity of keystreams. The linear complexity of a sequence is defined as
the length of the shortest LFSR which can generate this sequence. There is an elegant
and efficient method for determining the linear complexity and the associated
connection polynomial of any finite bit string or periodic sequence. This procedure is
the well known Berlekamp-Massey LFSR synthesis algorithm [1]. In the special case
Games and Chan [2] proposed an extremely efficient method for determining the
linear complexity of a binary sequence with period 2", which is generalized to an
algorithm for determining the linear complexity of a sequence with period p™ over
GF(p") by Ding [3]. Xiao, Wei, Lam and Imamura [4] proposed an extremely efficient
algorithm for determining the linear complexity and the minimal polynomial of a
sequence with period p" over GF(q), which is generalized to an algorithm for
determining the linear complexity of a binary sequence with period 2"p", and to one
for determining the linear complexity of a sequence with period 2p" over GF(g) by
Wei, Xiao and Chen[5-6]. In this paper, an efficient algorithm for determining the
linear complexity and the minimal polynomial of a sequence with period p"¢" over
GF(q) is proposed, where ¢ is a primitive root modulo p°.
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Let s=(so, 51, $2, 53, -++) be a nonzero periodic sequence with digits from GF(g). Then
there exists a linear recurrence of least positive order L, such that
§;=—C1Sj-1—C28i_o—+—CrSi—1, j> L, that may generate s. We shall refer to the
characteristic polynomial xL+c1xL"1+c2xL_2+---+cL of this linear recurrence as the
minimal polynomial of the sequence s and shall denote it by f; (x).

2 Two Fast Algorithms for the Linear Complexity

In this section, we introduce two fast algorithms. One is the algorithm for determining
the linear complexity of a sequence with period p" over GF(g) [6], another is one for
determining the linear complexity of a sequence with period p" over GF(p™) [3],
where p and ¢ are primes, and ¢ is a primitive root modulo p”.

Algorithm 1. Let s=(sy, 51, 55, 53, ---) be a sequence with period N=p" over GF(g),
sN=(s0, S1, -+, Sy.1) the first period of s, and let ¢ be a primitive root modulo pz.
Denote a=(ay, a;, -+, a;.1). Then the algorithm for computing the linear complexity
and the minimal polynomial of s is as follows:

Initial value: a«—s" , l—p" , c<0, f—1.

1) If lzl, g0 to 2);OtherWiSC l<—l/p,A,-:(a(,~_1)l, A-1)i+15"" " Cl,‘]_l), i:1,2,"',p, g0
to 3).

2) If a=(0), stop; otherwise c«—c+1, f—(1-x)f, stop.

3) IfA;=A,=---=A,, a<Aj, go to 1), otherwise a<A+A,+---+A,, c<—c+(p-1),

Finally, we have that c(s)=c and f,(x)=f.

Algorithm 2. Let s=(s¢, 51, 52, 53, -*-) be a sequence with period N=p" over GF(p™),
sN:(so, sy, -+, Sy—1) the first period of s. Denote a=(ay, a;, '+, a,-;). Then the
algorithm for computing the linear complexity and the minimal polynomial of s is as
follows:

Initial value: a<s" , <N, c<0, f—1.

1) If l:1, g0 to 2), otherwise l<—l/p, A,‘:(a(,'_l)], AG-1i+1 " a,‘]_l), i:1, 2, P,
b—A+Ay+---+A,, r—q—1, go to 3).

2) If a=(0), stop; otherwise c«—c+1, f—(1—x)f, stop.

3) Ifb=(0, -+, 0), Aj—A+Ax+---+A;, i=1, 2, .-+, 1, g0 to 4); otherwise a<—b,
c—c+rl, f—(1-x)"f, go to 1).

4)If r=1, a—A,, go to 1); otherwise b«—A +A,+:--+A,, r—r—1, go to 3).

Finally, we have that c(s)=c and fi(x)= (1-x) of s.

3 Mathematical Background of the New Algorithm

Let p and ¢ be primes. Then ¢(p")=p"—p""', where n is a positive integer, ¢ is the Euler

o-function. Let @,(x) be the n-th cyclotomic polynomial. Then ®,(x) is irreducible
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over GF(q) if and only if ¢ is a primitive modulo 7, i.e. if q has order ®(n) modulo n
[7]. If q is a primitive root modulo p’, then g is also a primitive root modulo p"(n> 1),
hence, (I)p,, (x) (n>1) is irreducible over GF(g) [8].

Theorem 1. Let a=(ay, a;, -+, ay_1) be a finite sequence over GF(g), and let g be a
m—1 _n—1

primitive root modulo p?, where N=p"¢" (m, n>0). Denote M=p™'¢"™", A=(ag-1ym»
s aiy-1), 1=1,2, -+, pg. Then

n—1
1) ged(a(x)1-x™) = gedd—x™ ST A, ., (0x M ]

i=l j=0

2) ged(a(x),l— V)= gcd(a(x),1— x™y. gcd(a(x),CI)pm (x)"" ).

Proof: 1) Since

a(x)=A(x)+A, X)xM 4+ A (x)x'w M

qp

=(1-x™ )i[A,, (X)+(A,(x)+A

i=1

O e+ (A, () + o+ Ay (X))

q+i

(X)+---+A (x))x[(P—l)q+i—1lM

q+i

q
~2)gM 1(i-DM
xR ]x(l + Z (A, (0)+A (p-Dg+i
i=1

we have

-1 i—11M
ohi ('x)+'"+A(p—l)q+i (x))xl(P Vg+i—1] )

ged(a(x),l—x™) = ged(1-x™, Zq: (A, (0)+A
i=1

=ged(1—x™, i (A, (x)+A (x)x VM)

i=1

=ged(1—x™ i[pzl A (ox M),

i=1 j=0

gt )Tt A

2) Since 1-x" =1 —x™ )(® " (x)? and ged(—x™, (q)p,,, (x))” )=1, we have
ged(a(x),1-x") = ged(a(x),l = x™) - ged(a(x), (@ , (x))7) .

Theorem 2. Let a=(ay, ay, -+, ay_1) be a finite sequence over GF(q), and let g be a
primitive root modulo p* where N=[ p(g—r)+r] p"'q"", 0< r<q. Denote M=

m—1_n—1

P q" A=(aganm, s am-)s 1=1, 2, , p(g-r)+r,

[{r+joptr+ e g-r=Dp+r+j} if r+j<p
P Urt = port g (qer=Dp+r+j} if r+j>p

for j=1, 2, ---, p. Then

D@, () |a(x) ifand only if Y A, = Y A == YA,

el , iel,, il,,

2)If (@, ()" |a(x), then
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ged(@(x), (@ . ()7 =(@ . ()" ged( @, ()

(qg=—r=1) p+r+l \_i/pj (i-D)M
( Z A,'_jp (X) - A,'_jp_l (x))x )7
Jj=0

i=1

where | x| here and hereafter denotes the largest integer less than or equal to x, and
Ay(x) here and hereafter is equal to 0.

3)If (CDp", (x))qu |a(x) doesn't hold, then

ged(a(x), (@ . (x)“"") = ged(@(x), (@ . ()

= ged(@ . ()" T (T A,

= el
. n-1 _
Proof: 1) Since (@ , (x))* = 1+ x™ -4 xP™M and

a(x) = A )+ A X" +-+ A, ., ()l
= AA+xM" +--+ X7+ (A () - A A+ M+ PN (A () -
AU+ o XTI 4 (AL () + A ) — A (D))

+x P XM (A, () + A () = A, () = AL+ XY o4 x P

(A yper )+ A D) = Ay ey () == A () (L XY oo X770

Kl@=r=Dp+r=IM _ (Iq(qfrfl)p-%-r(‘x) doet A,(x))(l M gy pDM )xl(q—r—l)p+rlM +

[ﬁ (3 A () xUDM plla-r-bpri

j=l iel,,

we have that ((I)pm (x))qnil |a(x) if and only if

n-1 p .
((I) o (x))‘i divides Z( ZA,- (x))x(/—l)M i

= iel,,
if and only if
2AM= YA == YA K),
iel,, iel,, iel,,
if and only if
A= ¥A == 34
iel,, iel,, iel,,
2) Suppose that (® , (x)) “"la(x). Then Y. A, =---= Y A, . By the expression of
iel;, iel,,

a(x) we have that
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ged(@x), (@ , (N =@ L ()7 ged(@ . ()AL () + (A (0 -
A )XY + (A ()= A, ())x™ +o- 4 (A, (D) + A () - A, (0))x™

+ (A, D)+ A, ()= A ()= A DX+ (A e (D)

FA )= Ay (0 == A QO (4 ()

[(g=r=1) p+rIM [(g=r-D) p+riM
+oot A, ()OI L (A (O A () TTIPI

(g=r=1)p+r+l \_i/ pJ

=(@ p" (x))q"" ged((@ p" (x))(q—r—l)q"" ’ ( Z A[—jp (x)— Ai—jp—l (X))X(H)M ).
j=0

i=l1

HI (D, (x))*"" does not divide a(x), by the expression of a(x) we have
ng(a(X), (q)p,,, (x))(q_r)q”il )= gcd(a(x)’ (® - (x))q"’I )

RS i—)M
= ged((@ . ()7 L X (XA (a)x™M).

j=l el

Theorem 3. Let s be a sequence with period N=p"q" over GF(q), q a primitive root

m—1

mOdU.lO pz. Denote M:p qn—l, A,‘:(S(,'_l)M RN S,'M_l), i:1, 2, ety Pq. Then fs(x):

p-1

Saox)( qu", (%) )%, hence, c(s)=c((a))+(p—1)p"'z; where a= (§Aiq+l,---, ZAi(M) s
i=0 i=0

(@ . () =(@, (x)?” / ged((@ (x)?, sV (x)), (a) denotes the sequence with the
first period a ; hence, z=¢"-t, t is the multiple number of the factor CDP,,, (x) in
ged((@ . ()7, 5™ (1) -
Proof: By Theorem 1 we have
£, =1=x")/ged = 5", 5" (x)
=[(1—-x"")/ged(1 - x™ ,s" P . (1) [eed(@ . (1)) 5" ()]

g p-l )
= [(1 - qu )/ng(l — qu ,Z[ZAMH (x)x(lfl)M ])]

il j=0
[((I)Pm (x))q” /ng(((me (_x))‘l" ’SN (x))]
=[(1-x™)/ged(1 = x™ ,a(NI@ . (x))" / ged((@ , () sV (1))]
= [ (@ . ().

The expression of the linear complexity c(s) is obvious.

4 A Fast Algorithm for Computing the Linear Complexity

Let s be a sequence with period N=p"q" over GF(q), g a primitive root modulo p?, and
let sV =(sp, S1, -+, Sy-1) be the first period of s. By Theorem 2 we know that the
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computation of f(x) can decompose one of f,(x) and one of (dipm (x))°. Denote a=(ay,

ai, -+, ar1). By Algorithm 1, Theorem 1 and Theorem 2 we have the following
algorithm for computing (@ o (x))* (m= 1). It only needs at most (¢—1)n iterations.

Algorithm 3. Let s be a sequence with period N=p"q" over GF(g), $N=(s0, S1, *» Sn-1)
the first period of s, and ¢ a primitive root modulo p*. Denote k=p™".

Initial value: a«—s" , l—q", c«<—0, f—1.
D If i=1, Ai=(ai-1y» > au—1), =1, 2, -++, p, go to 2); otherwise l«I/q,
Ai=(i-s s Qip-1)s 1=1, 2, -+, pq, g0 to 3).
2) If Aj=A,=---=A,, stop; otherwise c«—c+(p—D)k, f—fD, (x), stop.
i= i= j=

q-1

2o to 4); otherwise g « (3 A,,w---,qf Ay ce—c+(p=1)(g=1)lk, f—fD (%) (@-DI_
i=0 i=0

goto 1).
4) If SA=YA= YA then r<—r+1, go to 5); otherwise 4 « ( YA, YA
iel,, iel,, iel,, i€l iel,,
c—c+(p=1)(g—r=D)lk, f—f®1(x) “", r0, go to 1).

ilp]

5) If r=gq, stop; otherwise A « LZ(AHP -A_,) fori=1,2, ---, p(q—r)+ r, go to 4).
Jj=0

Finally, we have that (® o X)) =f, (p-Dp"'z=c.

Combine Algorithm 1, Algorithm 2 and Algorithm 3, we can give an efficient
algorithm for computing the linear complexity and the minimal polynomial of s. The
new algorithm only needs at most (g—1)mmn iterations.

Algorithm 4. Initial value: a«s" , l«—q", kep", c0, f—1.

1) If k=1, go to 2); otherwise k«—k/p, go to 6).

2) If l:1, g0 to 3), otherwise l<—l/q, A,‘:(a(,'_l)], (AR (l,‘l_l), i:1, 2, e q,
be—A+Ayt+--+A,, he—q-1, go t0 4).

3) If a=(0), stop; otherwise c«—c+1, f—(1-x)f, stop.

4) If b=(0,---,0), then A;«—A+...+A,, i=1, 2, ---, h, go to 5); otherwise a«b,
c—c+hl, f—(1-x)"f, go to 2).

5) If h=1, then a<—A1, go to 2); otherwise b«—A+Ay+---+A;, h—h—1, go to 4).

6) If I=1, A;=(ag-1k, -+, ai-1), i=1, 2, ---, p, go to 7); otherwise l«+—I/qg,

. p-1 p-1 p-1
Ai:(a(i—l)kl L, aikl—l)’ l=1, 2, e DPq, b« (ZAqHI’ZAqHZ’“"ZAqu) , 20 to 8)
i=0 i=0

i=0
T IfAj=A,=---=A,, a—A,, go to 1); otherwise a«A+A,+---+A,, c—c+(p-1)k,
f(_fq)pk(x)s goto 1).
Li/p

q-1 q-1 ] .
8) If Z(;A'P“ == Z(;Aipw , then A Z(:)(A"’f" —A_ ) fori=1,2, ---, (g=1)p+1,
1=\ 1= J=

- - -1

r—1, go to 9); otherwise 4 « (§417+1,§4p+2,...,qz,@,pﬂ]) , c—c+(p-1)(g-1)k,
i=0 i=0 i=0

Ff®,x) T, go 10 6).
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9) If ZA:' = 24 = ZA’_ , then r<—r+1, go to 10); otherwise

iel,, iel,, iel,,
ae— (Y A, YA c—cH(p=1)(g=r=Dlk, f—fDp(x) @D re0, go to 6).
iel,, iel,,

Litp]
10) If r=q, a<b, go to 1); otherwise A Zp:(AHp —A_ ) for
7=0

i=1,2, -, (g—r)p+r,goto9).

Finally, we have that c¢(s)=c and f(x)=f.
In order to illustrate Algorithm 4, we show the following example.

Example 1. Let s be a sequence with period N=3°5’=225 over GF(3), and let s**=
210102211000200,100101212101200,212001222200120,001121112022121,2222101
02112011,010200121021201,000021001220122,112012211011021,21110211120022
1,120111220221201,121201111012102,221002220100102,000010221202200,11002

2101020212,111102011002022, be the first period of s. Then by Algorithm 4 we have
that the algorithm for computing the linear complexity and the minimal polynomial of
s is as follows:

Initial value: a«—s** |, [3% k«57, c—0, f—1

Dk5. A)l3,
A,=210102211000200 A,=100101212101200 A;=212001222200120
A=001121112022121 As=222210102112011 A4=010200121021201
A;,=000021001220122 Ag=112012211011021 Ay=211102111200221
A(=120111220221201 A,;=121201111012102 A;,=221002220100102
A13=000010221202200 A4,=110022101020212 A;5=111102011002022
b<001202102002211,002210101220210,102101022220000
Aj+Ac+A# Ay+As+A,, =120, f—(Dys(x))°, a«—01120011000020002112110012
112102102002111001102221202121222112012000002201.

B) I~1. 1) A;=01120, A,=01100, A;=00200, A,=02112, As=11001, As=21121,
A;=02102, Ag=00211, Ay=10011, A;(=02221, A,;=20212, A,=12221, A;5=12012,
A14=00000, A15=02201 .

ZZ:ASM :ZZ:Asmz :"':ZZ:ASHS =12120, r<1,

i=0 i=0 i=0
i) A;=01120, A,=00010, A;=02100, A,=02112, As=12222, Ac=11210, A;=11021,
Ag=00212, Ay=12212, A;(=01102, A,;=02201.
A1 +Ag+A |1 # Ar+As, a—1120111001020121102110021, c—140, fe—(D,s(x))’, rO0.
C) A;=11201, A,=11001, A;=02012, A,=11021, As=10021,
A# Ay, a—b, c—160, f—(D,s5(x))".
2) k1. A) [<3;
A=001, Ay=202, A;=102, A,=002, As=211, A=002, A;=210, As=101, Ay=220,
A=210, A; =102, A;p=101, A;3=022, A;,=220, A;5=000; b—112200122.
A1+Ag+A# As+As+Ars, a—102210222112121, c—184, fe—(Das(x))(Ps(x))°.
B) l<—1, Alzl, A2:O, A3:2, A4:2, A5:1, AGIO, A7:2, Ag:2, A9:2, A10:1, A“:l,
A=2, Ais=1, A=2, Ajs=1;
A +Ac+A#E As+Ar+A1, a—21200, c—192, f—(Dys(x))¥(Ds(x))".
C) A=2, Ap=1, Ay=2, Ay=0, As=0; A\# A,, a—b, c—196, f—(D,5(x))*(Ds(x))’.
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3) A) I3; Ai=112, A,=200, A=122, b—101, he2;
b# 000, a«b, <202, f—(Dys(x))*(Ps5(x))°(1-x)°.
B) I—1; A=1, Ay=0, As=1, b2, he2;
b# 0, acb, c204, f—(Dr5(x))*(Ds(x))’(1-x)®.
C) a# 0, c205, f—(Das(x))*(Ps(x))’(1-x)’.
Finally, c(s)=c=205 and f,(x)= f=(D,s5(x))*(Ps(x))’(1-x)’.

5 Conclusion

In this paper, an efficient algorithm for determining the linear complexity and the
minimal polynomial of a sequence with period p"q" over GF(g) is proposed, where ¢
is a primitive root modulo p®. The new algorithm generalizes the algorithm for
computing the linear complexity of a binary sequence with period 2"p™ and one for
computing the linear complexity of a sequence with period p™ over GF(q), where p
and ¢ are primes, and ¢ is a primitive root modulo p”. Comparing the proposed
algorithm in this paper with the Berlekamp-Massey algorithm, the former works
much faster for a sequence with period N=p"q" over GF(g), where p and g are primes,
and ¢ is a primitive root modulo phlIt only needs at most (g—1)mn iterations, but
require more storage space. The Berlekamp-Massey algorithm may have to run
through more than one period of length N=p™q" of the sequence before it stabilizes
on the correct connection polynomial and must store a segment of length 2¢ of the
sequence, where c is the linear complexity of the sequence, while the algorithm given
must always store a period of the sequence.

References

1. Massey, J. L.: Shift register synthesis and BCH decoding. IEEE Trans. on Inform. Theory.
15(1): (1969)122-127

2. Games, R. A., Chan, A. H.: A fast algorithm for determining the complexity of a binary
sequence with period 2". IEEE Trans on Inform. Theory. 29(1): (1983)144-146

3. Ding, C., Xiao, G., Shan, W.: The Stability Theory of Stream Ciphers. Lecture Notes in
Computer Science, Vol. 561. Springer-Verlag, Berlin Heidelberg New York (1991)

4. Xiao, G., Wei, S., Lam, K. Y., Imamura, K.: A fast algorithm for determining the linear
complexity of a sequence with period p" over GF(q). IEEE Trans. on Inform. Theory.
46(6):( 2000) 2203-2206

5. Wei, S., Xiao, G., Chen, Z.: A fast algorithm for determining the linear complexity of a
binary sequence with period 2"p™. Science in China(Series F). 44(6): (2001)453-460

6. Wei, S., Xiao, G., Chen, Z.: a fast algorithm for determining the minimal polynomial of a
sequence with period 2p" over GF(g). IEEE Trans. on Inform. Theory. 48(10)(2002)2754-
2758

7. McEliece, R. J.: Finite Fields for Computer Scientists and Engineers. Kluwer Academic,
Boston, MA(1987)

8. Rosen, K. H.: Elementary Number Theory and Its Applications. Addision-Wesley, Reading,
MA(1988)



An Unbounded Simulation-Sound
Non-interactive Zero-Knowledge Proof System
for NP

Hongda Li and Bao Li

State Key Lab of Information Security,
Graduate School of Chinese Academy of Sciences, Beijing, 100039, China

Abstract. In this paper we use strong one-time signatures schemes and
adaptive Non-Interactive Zero-Knowledge (NIZK) proof systems to con-
struct an efficient unbounded simulation-sound NIZK proof system, as-
suming the existence of one-way permutation and pseudorandom gen-
erator. Furthermore, we can obtain an unbounded non-malleable NIZK
proof system when replacing the adaptive NIZK proof systems in our
construction with adaptive NIZK proof of knowledge.

1 Introduction

Zero-knowledge proof was first defined by Goldwasser, Micali, and
Rackoff[GMR89] for use in two-party interactions (between a single prover and
a single verifier). It requires that the prover can convince the verifier of some
assertion but reveal nothing beyond the validity of the assertion. A great deal
of works has been done after its invention, and a well-known fact is that Zero-
knowledge proof exists for any NP statement, provided that one-way functions
exist[GMW91]. Zero-knowledge proofs has become a fundamental cryptographic
tool, and is shown to be useful not only in two-party setting but in a host of
situations where multiple parties could be involved. Especially in the secure
multi-party computation|GMWS87, G02a/, it is typically used to force malicious
parties according to a predetermined protocol.

Non-interactive zero-knowledge(NIZK) proof was proposed by Blum, three
entities: a prover, a verifier and an uniformly selected common reference string
which is available to all parties. The Feldman and Micali [BFMS88]. The model of
NIZK consists of prover sends a single message to the verifier, and all that verifier
do is to decide whether to accept or not. It was shown that any NP statement
has a NIZK proof[BFM88]. Non-interactive zero-knowledge proof have numerous
applications in cryptography, and there are several slightly different definitions.
The basic one is about proving a single assertion of a-priori bounded length
(may be smaller than the length of common reference string). The literatures
[FLS90, BDMP91] considered a natural extension: to prove polynomially many
assertions with a single common reference string, where the total length of these
assertions is polynomial in length of the common reference string. Adaptive
NIZK presented in [FLS90] considered the security of proofs when the assertions

D. Feng, D. Lin, and M. Yung (Eds.): CISC 2005, LNCS 3822, pp. 210-220, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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are adaptively selected based on the common reference string and possibly even
based on previous proofs.

NIZK proofs are broadcastable and transferable. It can causes a new prob-
lem: a user who have seen an NIZK proof can now prove what he was not able
to prove before. That is, NIZK does have malleability. Sahai first introduced
non-malleable NIZK in [S99]. His definition states that if after seeing a sim-
ulated proof for a statement of its choice, an adversary is able to produce a
proof, different from the proof seen by him, for some statement satisfying some
polynomial-time verifiable relation, he can do before seeing any proof. Sahai pre-
sented an elegant structure to transform any adaptive NIZK into non-malleable
NIZK by means of the technique called unduplicatable set selection, assum-
ing that one-way function exists. De Santis, Di Crescenzo, and Ostrovsky in
[DDOO01] strengthened the notion of non-malleability and introduced unbounded
non-malleable NIZK, which requires that any polynomial-time adversary could
not prove any new statement if not having any NP witness for the statement,
even after seeing any polynomial number of NIZK proofs for statements of its
choosing. [DDO01] showed how to transform a NIZK proof of knowledge system
into unbounded non-malleable NIZK proof system.

The notion simulation soundness of NIZK proofs related to non-malleability
was introduced by Sahai in [S99]. It mixes the zero-knowledge and soundness
conditions and is very important in applications of NIZK proofs to the construc-
tion of public-key encryption schemes secure against chosen ciphertext attacks
[GOO]. The simulation soundness requires that a polynomial-bounded adversary
can not prove any false theorems even after seeing simulated proofs of any state-
ments of its choosing. Sahai’s scheme achieves simulation soundness only with
respect to a bounded number of simulated proofs seen by the adversary. Lindell
in [LO2] considered the problem of one-time simulation soundness, and presented
a significant simple construction for CCA2-secure encryption schemes. The au-
thors of [DDOO01] extended Sahai’s work, and introduced unbounded simulation
soundness, in which simulation soundness remains even after the adversary has
seen any polynomial number of simulated proofs. They presented a quite complex
construction to transform any adaptive NIZK into unbounded simulation-sound
NIZK.

Recently, Garay et al considered unbounded simulation soundness and non-
malleability of zero-knowledge protocols [GMY03]. They utilize a signature
scheme existentially unforgeable against adaptive chosen-message attacks to
transform XY-protocol, a honest-verifier zero-knowledge, into an unbounded sim-
ulation sound concurrent zero-knowledge protocol. Furthermore, [GMY03] in-
troduced f2-protocol, a variant of X-protocol, and showed how to transform
it into non-malleable and/or universal compassable zero-knowledge protocol.
[MYO03] studied simulation-sound trapdoor commitment (SSTC), and showed
how to construct simulation-sound, non-malleable, and universal compassable
zero-knowledge protocol using SSTC scheme.

This paper focuss on unbounded simulation-sound NIZK proof, and aims to
construct a more efficient scheme. Under assuming the existence of one-way
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permutation and pseudorandom generator, we present a new efficient scheme
that transforms an adaptive NIZK proof system into an unbounded simulation-
sound NIZK proof system. Our construction is both intuitive and simple, and
so has a concise proof of correctness. Furthermore, it is also an unbounded non-
malleable NIZK proof system if we replace an adaptive NIZK proof system with
an adaptive NIZK proof of knowledge in our construction.

The paper is organized as follows. Section 2 mainly contains the definitions of
unbounded simulation-sound and unbounded non-malleable NIZK proof system.
In section 3 the our scheme is presented.

2 Preliminaries

In this section, we present the cryptographic tools that we use in our construc-
tion, and recall the definitions for adaptive non-interactive NIZK and unbounded
simulation-sound NIZK. These formal definitions are taken from [S99, DDOO01].

We use standard notations for writing probabilistic algorithms and experi-
ments. if A(-) is a probabilistic algorithms, A(z) is the result of running A on
input z, and notation y <« A(z) refers to let y be A(z). For a finite set S, y «— S
denotes that y is uniformly selected from S. For the sake of simplicity, we denote
an unspecified negligible function by p(-), an unspecified polynomial by poly(-).

Adaptive NIZK: In the general model of NIZK proofs, the prover and verifier
both have access to the same uniformly distributed reference string. The sound-
ness of the NIZK proofs is such that if the reference string is indeed uniformly
distributed, then the probability that some false theorem can be proved is negli-
gible. The zero-knowledge property is formulated by requiring that there exists
a probabilistic algorithm (called simulator), the outputs of which, a reference
string and a proof, are computationally indistinguishable form that seen by a
verifier in the real setting. The adaptive NIZK proofs is strong forms of NIZK
proofs, since its the soundness and zero-knowledge hold when the statement to
be proved is chosen by the adversary after the reference string has been fixed.

Definition 1. (adaptive non-interactive zero-knowledge): IT = (poly, P,V,S =
(S1,S2)) is called an adaptive non-interactive zero-knowledge proofs system for
a language L € NP with relation R if P,V,S, and So are all polynomial-time
machines and the following conditions hold:

— Completeness: For every © € L and all w such that R(x,w)=true, we have
that
V(x,r, P(x,w,r)) = true, where r « {0, 1}rol¥()

— Adaptive Soundness: For any adversary A = (Ay, As), and r « {0,1}Pow ()
when A1(r) ¢ L, we have that

PriV(Ai(r),r, As(r)) = true] < u(n)
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— Adaptive Zero-Knowledge: For any non-uniform probabilistic polynomial-
time adversary A = (A1, Ag), it holds that
|Pr[Expt5(n) = 1] — Pr[Ezpta(n) = 1]| < p(n)

where the randomized experiments Expt3(n) and Expta(n) are defined as
the following:
Expt3(n): Expta(n):

1. (r,7) — S1(1™). 1. 7 {O’l}poly(n)‘

2. (z,w,s) — Ai(r). 2. (z,w,s) — Ai(r).
3. e Sz, r,T). 3. m— P(z,w,r).

4. Return Az(m,r,s). 4. Return Ay (m,r,s).

Adaptive NIZK is first considered in [FLS90]. Under the assumption that
one-way permutation exists, [FLS90] gave an adaptive NIZK proof system.

In adaptive NIZK proofs, only one chosen statement is proved. If the zero-
knowledge property holds when polynomially many assertions chosen by the
adversary are proved, it is called unbounded adaptive NIZK.

Definition 2. (unbounded adaptive NIZK): IT = (poly, P,V,S = (51, 52)) is
called an unbounded adaptive non-interactive zero-knowledge proofs system for a
language L € N P with relation R if P,V, S1, S are all polynomial-time machines
and the following holds:

— Completeness: For every € L and all w such that R(x,w)=true, we have
that

V(x,r, P(x,w,r)) = true, where r «— {0, 1}P°w ()

— Adaptive Soundness: For any adversary A = (A1, Az), and r « {0, 1}Pelv ()
when A1(r) ¢ L, we have that

PriV(Ai(r),r, As(r)) = true] < u(n)

— Unbounded adaptive Zero-Knowledge: For any non-uniform probabilistic
polynomial-time adversary A = (A1, As), it holds that

[Pr [Bapt(n) = 1]-Pr [Eapta(n) = 1| < u(n)

where Expt3(n) and Expt4(n) denote respectively the following randomized

experiments:

Empti(n): ExptA(n):
1. (7’, T) — 51(1n)_ 1. r «— {O, 1}poly(n)‘
2. Return ASQ(.’T’T)(T)' 2. Return AP("',T)(T’).

Simulation-sound NIZK: The ordinary soundness property of proof systems
requires that the prover should be incapable of convincing the verifier of a false
statement with overwhelming probability when the reference string is uniformly
distributed. The simulation soundness of NIZK proof is one where the soundness
holds even with respect to a reference string generated by simulator and after
some simulated proofs of chosen statements has been given.
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Definition 3. (Unbounded Simulation-Sound NIZK): Let IT = (poly, P,V,S =
(51, S2)) be an unbounded adaptive non-interactive zero-knowledge proofs system
for langauge L. We say that II is unbounded simulation-sound if for any non-
uniform probabilistic polynomial-time adversary A, we have that

Pr(Exzpta m(n) = true] < u(n)

where Expt s (n) is following experiment:

1. (ry1) < S1(1™).

2. (z,7) «— AS2C:mT)(r), (The adversary queries simulator Sy with statements
of its choice, and then obtains simulated corresponding proofs. At last, the
adversary outputs a statement x and its proof)

3. return true iff (m ¢ Q and x ¢ L and V(x,m,r) = true), where @ be list of
proofs given by Ss.

Unbounded Non-malleable NIZK: The unbounded non-malleability of
NIZK is seek to capture the following requirement: ”whatever an adversary can
prove after seeing polynomially many NIZK proof for statements of its choosing,
it could have proved without seeing it, except for the ability to duplicate the
proof[DDO01].” The following definition is taken from [DDOO01].

Definition 4. (Unbounded Non-malleable NIZK): Let II = (poly, P,V,S =
(51, S2)) be an unbounded adaptive non-interactive zero-knowledge proofs system
for the NP langauge L (with relation R). IT is a non-malleable NIZK proof sys-
tem if there exists a probabilistic polynomial-time oracle machine M such that for
all non-uniform probabilistic polynomial-time adversary A and all non-uniform
polynomial-time relations R', we have that

Pr[EmpthR, (n) = true] < Pr[Exptya(n) = true] + u(n)

where E:vpthR,(n) and Expts(n) are respectively defined as following:

Expt g (n):

(r,7) < S1(1™).

2. (z,m,auz) — A7) (r), (The adversary uses simulator Sy as an oracle to
obtain simulated proof 7 corresponding to statement of its choice x)

3. Return true iff (p ¢ Q and R'(x,aux) = true and V (z,p,r) = true), where
@ be list of proofs given by Ss.

~

Exptyra(n):
1. (z,w,aux) « MA(1").
2. Return true iff (R(z,w) = true) and R'(z,auzx) = true).

Strong one-time signatures: Strong one-time signature scheme is defined as
a triplet of algorithms (Gen, Sig, Ver), where Gen is a probabilistic generator
that outputs a signature-key sk and a verification-key vk, Sig a signature al-
gorithm, and ver a verification algorithm. Except for that for every message
m, Ver(vk,m,Sig(sk,m)) = 1, where (vk,sk) «— Gen(1"™), strong one-time
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signatures schemes requires that no adversary can generate a different valid sig-
nature of any message with non-negligible probability when given a signature of
a message of its choosing. More formally, for any probabilistic polynomial-time
adversary A, it holds that

Pr[A(vk,a) = (m/,a) : (m', ') # (m,a) A Ver(vk,m',a’) = 1] < u(n)

where (vk,sk) — Gen(1™),m = A(vk),a = Sign(sk,m). Such a signature
scheme can be constructed from universal one-way hash functions and one-way
permutations[L02].

3 Unbounded Simulation-Sound NIZK

In this section, we first present a construction of unbound simulation-sound
NIZK proof scheme for L € NP. Our scheme is based on the existence of adap-
tive NIZK proof system for some language. Such systems exist under the assump-
tion of existence of trapdoor permutation [FLS90]. In addition, our construction
requires the existence of one-way permutation and pseudo-random generator.

Let G be a pseudo-random generator which stretches n bits to 3n bits, f:
{0,1}"™ — {0,1}" be a one-way permutation, h: {0,1}* — {0,1}" be a hush
function. The common random reference string of the construction consists of
two parts, X = (X1, Xs), where | X| = 3n, |Xs| = poly(n) (which is decided by
a NIZK proof system II’ described below). We define the language L':

L'={(01,02,03,04) 101 € L or (3s € {0,1}",00=f(s) Noa=G(h(o3) ® 5))}
and assume that I’ is an adaptive NIZK proof system for L'.

Protocol II for unbounded simulation-sound NIZK

— Prover Algorithm: on input « € L and a witness w for x € L
1. (vk, sk) — Gen(1™).
2. Uniformly selects u € {0,1}".
3. Using Y5 as the reference string and w as witness, invoke adaptive NIZK
proof system II’ to prove y = (z,u, vk, Y1) € L. Denote this proof by
7.
4. o = Sign(sk, (x,u,n')).
5. Output (z,u, vk, 7, a).
— Verifier algorlthm on input z and 7 = (o', u, vk, 7', @)
1. Check x = 2’ and Ver(vk, (z,u,n’),a) = true.
2. Invoke the verifier algorithm of I’ to check that 7’ is a valid proof for
y = (z,u,vk,X1) € L.
3. Output true if and only if the above two checks succeed.
— Simulation Algorithm:
1. Simulator Si:
e Uniformly selects Xy € {0, 1}P°W™) 7 ¢ {0, 1}
o 21 = G(T)
e Output (X, X9).
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2. Simulator Ss:

o (vk,sk) — Gen(1™).

o u = f(h(vk)®71).

e Using Y5 as the reference string and (7, vk) as witness, invokes adap-
tive NIZK proof system II’ to prove y = (x,u, vk, 1) € L'. Denote
this proof by =’.

o a = Sign(sk, (x,u,n’)).

e Output (z,u, vk, a).

Theorem 1. Protocol I is an unbounded simulation-sound NIZK proof system
for L if IT" is an adaptive NIZK proof system for L'.

Proof. We first prove that Protocol II is an unbounded adaptive NIZK. Com-
pleteness is evident. Notice the fact that, if common reference X' is uniformly
chosen at random, the probability that Xy is in the image of G is exponentially
small. It shows that Prly = (z,u,vk,X1) € L' : Vu,vk] < p(n) when x ¢ L.
Therefor, adaptive soundness follows the property of protocol I1’.

To prove unbounded adaptive Zero-Knowledge property, we define a hybrid
random experiment Expt’, (n), which is different from Expt4(n) only in the first
party of X

Expt'y(n):
1. Xy« {0,1}Polv(™) 7 {01}, 3 = G(1),Y = (X1, Xa).
2. return AP(""Z)(Z).

If the view of adversary in Expta(n) is distinguishable from that in Expt/,(n),
that is, there exist some polynomial p(n) such that

|Pr[Expta(n) = 1] — Pr[Exzpty(n) = 1]| > p~1(n)

then the adversary is able to distinguishes Xy = G(7) from uniformly distribu-
tion. It is contradictory to the pseudorandom property of G(-). Furthermore, the
prover in the experiment Expt’,(n) and simulator use only different witness to
prove the same assertion. From the parallel composition lemma of for witness
indistinguishability [G01], we have that

[Pr [Eapts(n) = 1}-Pr [Eapt)y(n) = 1]| < u(n)

Thus the unbounded adaptive zero-knowledge follows.

We now begin to prove that protocol IT have unbounded simulation soundness.
That is, we are to prove that for any non-uniform probabilistic polynomial-time
adversary A, random experiment Expt 4 7(n) defined in definition 3 meets with

Pr{Expta m(n) = true] < p(n)

Let Q = {75 : s = (x4, us, Vks, 75, 5)} be set of proofs given by simulator. For
any vk if there exists a proof s = (x5, us, vks, 75, ) € Q such that vk = vk,
we say that vk € Q. Suppose that there exist an adversary A = (A;, As) and
some polynomial p(n), such that for infinitely many n’s,
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Pr{Ezpta,n(n) = true] > p~1(n)

In other words, the adversary A, which have seen the simulated proofs for the
statements chosen by him, outputs a statement x ¢ L and a valid proof 7 =
(z,u,vk, 7', a) ¢ Q with non-negligible probability. Then we have that

Pr[Ezpta,n(n) =true] =Pr[(r ¢ Q) A (x ¢ L) A (V(z,m,7) = true) A (vk € Q)]
+Pr{(m ¢ Q) A (x ¢ L) A (V(z,m, ) = true) A (vk ¢ Q)]
<Pri(n¢ Q) A (z ¢ LY (V(z,7,r) = true)|(vk € Q)]
+Pr((r € Q) A(z ¢ L) A (V(z,m,1) = true)|(vk ¢ Q)]

Because G is a pseudorandom generator and f a one-way permutation, the ad-
versary can not get 7 from Xy = G(7) and simulated proofs, and so does not
get f(T @ h(vk)) for any vk ¢ Q. Therefore, the probability that the adver-
sary selects u such that u = f(7 @ h(vk)) is 27™. It is obvious that ¢ L and
(z,u,vk, X1) € L' implies u = f(7 ® h(vk)). It follows that

Pr((n ¢ Q) A(x ¢ L) A (V(w,m,7) = true)|(vk & Q)]
<Pr{(x ¢ L) AN (Vi ((z, u, vk 21) ', Xo) = true)|(vk ¢ Q)]
< Pr{(x ¢ L) A (2w, vk, 1) € )| (vk ¢ @)+ ( )
< Priu= f(r & h(vk))|(vk ¢ Q)] + p(n) < 27" + pu(n)

Then, there exist infinitely many n’s, satisfying

Pri(r ¢ Q)A(x ¢ LYA(V(z,m,1) = true)|(vk € Q)] > p~t(n) — 27" + u(n)

When vk € Q, there exists a proof s = (x5, us, vks, 7, as) € Q, satisfying vks =
vk. Since 7 ¢ @, that is m # 7, it must holds that (z, u, 7', @) # (x5, us, 75, ag).
However, V(z,m,r) = true shows that Ver(vk, (x,u,w’),a) = true. So above
equation implies that the adversary can forges a signature with non-negligible
probability. It is contradictory to our assumption of the strong one-time signature
scheme.

Definition 5. [DP92] IT = (poly, P,V,S = (51,52), E = (E1, E2)) is a NIZK
proof of knowledge for the language L € NP with witness relation R if II
is a NIZK proof system for L and furthermore Ei and Es are probabilistic
polynomial-time machines such that there exists a megligible function p such
that for all n:

— The distribution on reference strings produced by Eq1(1™) has statistical dis-
tance at most p(n) from the uniform distribution on {0, 1}PoW(),
— For all adversaries A, we have that

Pr{Exzpta(n) = true] < Pr[Ezptf (n) = true] + u(n)

where Exptf (n) and Expta(n) is respectively defined as following:
Expta(n): Expth(n):

1. r — {0, 1}1)011/(”)' (r,7) — Ey(1™).

2. (z,p) — A(r). (x,p) — A(r).

3. Return V (z,p,r). w «— Es(r,7,2,p).

Return true if (z,w) € R.

o e~
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Theorem 2. If II' is a NIZK proof of knowledge for L' with witness relation R',
protocol I is a NIZK proof of knowledge system for L with witness relation R.

Proof. Note that since I’ a proof of knowledge, there are extractor machines
E{ and E}. To prove IT a proof of knowledge, we must construct corresponding
extractor machines F; and Fs.

By = B/(1").
2. 7—{0,1}", Xy = G(7).
3. Return ((Xy, X2),7)

Assuming that 7 = (z,u, vk, 7', «) is a proof for © € L, we have that 7’ is a
proof for y = (x,u, vk, ¥1) € L'. So we can define E> as following;:
E k, 7, a):
2($,U,U ,7T,Oé) 1. w<—E§(7r’)
2. Return w.
We define new experiments Expt’ (n),Exptif (n) and ExptF(n) by modifying
experiments Expt4(n) and Expt§(n):

Expth(n):

A( ) 1. X — {071}31;7 Xy {071}polu(n).
2. (z,m) «— A(XY), where m = (z,u, vk, 7', @).
3. Return V'(y, 7', X9), where 7’ is a proof for y € L’ and V'

is the verification algorithm of II’.
ExptiF (n):
PECM)E s .

2. (z,m) «— A(X), where m = (z,u, vk, ', ).
3. we— Ea(X,1,2,p).
4. Return true if (y,w) € R’.

Expt® ¥ (n):

(X,7) «— E (1™).

(z,7) «— A(XY), where m = (x, u, vk, 7', a).
W E2(Za7_axap)'

Return true if (y,w) € R’ and (x,w) ¢ R.

= 0 =

Obviously, it holds that
Pr{Exzpta(n) = true] < Pr[Expt’ (n) = true]
and
Pr[Exzptif (n) = true] = Pr[Ezpt (n) = true] + Pr[Expt’F(n) = true]
From the fact that I’ is a proof of knowledge, it follows that
Pr[Exzpt’ (n) = true] < Pr[ExzptE(n) = true] + p(n)
Thereby, we obtain that
Pr[Expta(n) = true] < Pr[Expth (n) = true]+Pr[ExptiF (n) = true]+u(n)
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In addition, ExptyF(n) = true implies that the adversary knows 7 meeting

with X1 = G(7), and so Pr[Exzpt’¥(n) = true] < u(n). Hence, we get that
Pr[Ezpta(n) = true] < Pr[Ezptf (n) = true] + u(n)

and complete the proof.

Theorem 3. If the NIZK proof system II' is a proof of knowledge for L', then
protocol IT is an unbounded non-malleable NIZK proof for L.

Proof. To prove unbounded non-malleability of protocol II, we must present an
oracle machine M that can output an instance x, together with a witness w
for membership of x € L, satisfying some relation.

We modify experiment Exptfl, r(n) in the definition of unbounded non-
malleable NIZK by replacing (X,7) « S;(1") with (X,7) « E(1™). M4 first
executes this new experiment, and then invoke Es to extract a witness from the
proof given by the adversary. The detail of M“(1") is as following:

A(ny.
MEAn): 1. X =((Z1,Xs),7) « E(1").
2. (z, 7, aux) — AS2(27),
3. w«— Ey(m).
4. Return (z,w, auz) if (z,w) € R.

It is easy to see that

Pr[ExpthR(n) = true] < Pr[Exzptyra(n) = true] + u(n)

4 Conclusion

Simulation-sound NIZK proofs, which mixes the zero-knowledge and soundness
conditions, is very important in applications of NIZK proofs to the construc-
tion of public-key encryption schemes secure against chosen ciphertext attacks.
we consider unbounded simulation-sound NIZK proof, and present an efficient
scheme based on adaptive NIZK proof system. Our construction is both more
simple and efficient than the existing schemes.
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Abstract. Alice and Bob with their private inputs x, and y, respec-
tively, want to compute fy(Zn, yn) for some publicly known function f,
without disclosing information regarding their private inputs more than
what can be inferred from fn(Zn, yn). This problem is referred to as a
secure two-party computation and Yao proposed a solution to privately
compute f, using garbled circuits. In this paper, we improve the effi-
ciency of circuit by hardwiring the input of Alice in the circuit without
compromising privacy. Using a typical two-party computation problem,
namely, the Millionaire Problem, we show that our method reduces cir-
cuit size significantly specially for circuits whose fan-in is bounded by
2. We also show that the protocol using the reduced circuit is provably
secure.

1 Introduction

Alice and Bob, holding their private x, and ¥, respectively, want to compute
fn(xn, yn) without revealing information about x,, and y, more than what can
be inferred from f,, (2, y»). In a secure two-party computation, Alice and Bob
engage in such a protocol that both of them learn f,,(x,, y,) privately and cor-
rectly without a third party. For the sake of simplicity, we only consider the
basic setting where Alice and Bob are semi-honest and function f,, is determin-
istic. This is reasonable because secure computation of probabilistic functions in
the malicious model can be reduced to that of deterministic ones [1-Proposition
7.3.4] in the semi-honest model [1-Section 7.4].

Yao [2] first proposed the protocol for secure two-party computation by con-
structing garbled circuits. The solution in the basic setting can be summarized
as follows: Alice represents f, using Boolean circuit C,,, which computes the
same function as f,, encrypts x,, and garbles C,, to produce E(z,) and GC,.
Upon receiving E(z,) and GC,,, Bob executes a 1-out-of-2 Oblivious Transfer
(OT) [3] with Alice such that Bob gets his private y,, encrypted to E(y,) without
revealing y,, to Alice. Then Bob evaluates GC,, on E(x,) and E(y,) obliviously
to produce the encrypted result E(f,(zn,yn)) and reveals f,(z,,y,) with the
help of Alice. Yao’s protocol is efficient in that it needs only constant rounds
and one oblivious transfer per input bit of Bob.

D. Feng, D. Lin, and M. Yung (Eds.): CISC 2005, LNCS 3822, pp. 221-232, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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Later Goldreich et al. [4] provided solutions for the multi-party case. After
that, numerous protocols ([5, 6, 7, 8,9, 10], just to mention a few) with additional
properties for multi-party case were proposed. Garbled circuit construction plays
a central role in protocols for secure two-party (multi-party) computation. Since
Yao gave no detail on how to construct such a garbled circuit, Goldreich et al.
[4], Rogaway et al. [8,11], Beaver [12], Naor et al [13] and Lindell et al. [14] each
proposed a ”garbled circuit construction” variant.

In this paper, we propose a protocol as follows: Alice represents x,, and f,
with Boolean circuits CZ», where z,, is hardwired in C#» such that (1) C¥» and
fn(zy, -) are functionally equivalent and (2) T'opo(C%) (the circuit topology of
C%n) reveals nothing about ,,. Alice garbles C*» to produce GC,,, which is sent
to Bob. After getting y,, encrypted by executing OT with Alice, Bob evaluates
GC,, on E(y,) to produce E(CZ"(yy)). Alice decrypts E(C*"(y,)) and sends
CZn (yn)=fn(zn, yn) to Bob. In the protocol, garbled circuits are constructed
using pseudorandom generators (PRGs), which is analogous to Rogaway’s con-
struction [11]. We prove that the whole protocol is secure under cryptographic
assumptions. We also present the algorithm of construction of such a C¥" using
C, (the corresponding circuit of f,,) and a,,. Using the Millionaire Problem [15],
we show that the size of C}~ is much less than that of the corresponding C),
specially when the fan-in is restricted to the minimal possible value (bounded
by 2).

2 The Improved Protocol

2.1 Boolean Circuits

Informally, a standard Boolean circuit is a directed acyclic graph with three
types of labeled nodes: inputs, gates and outputs. Inputs are the sources of
the graph (i.e. nodes with fan-in 0) and are labeled with input variables. Out-
puts are the sinks of the graph (i.e. nodes with fan-out 0) and carry the values
of the circuit output. Gates are nodes labeled with Boolean functions AND,
OR, and NOT with fan-in k (k=1 in case of NOT gate). The size of a cir-
cuit is defined as the number of nodes in the graph. In Fig. 1, we illustrate a
Boolean circuit in verbose format. Each node (input, gate or output) is labeled
with a node number. For simplicity, we assume that all gates are of fan-in 2
and for each gate g(a,b), its truth table is listed in the fixed order of [¢(0,0),
9(0,1), g(1,0), g(1,1)]. Thus, the function g(a,b) can be other than AND, OR,
or NOT as long as their function can be represented using the truth table (e.g.
g(a,b) can be aVb or even degenerate gates such as g(a,b)=a and g(a,b)=0).
Note that NOT gate (gate of fan-in 1) is not necessary since it can be manipu-
lated (using De-Morgan’s law) to appear only at the input layer or emulated by
XORing with constant 1. Each input/gate node has a field ”cp” indicating how
many copies of its output are used by other gates. Topo(C),) is defined as the
topology of the node graph of C),, namely, C),, excluding the "truth table” part
(see Fig. 1).
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Node no. Type/Input Node Truth Table Cp (Fan-out)
0 INPUT 2
1 INPUT 1
2 INPUT 2
3 GATE/ (0, 1) [0, 1,1, 0] 2
4 GATE/ (0, 2) [0,0,0, 1] 1
5 GATE/ (2, 3) [0,0,0, 1] 1
6 GATE/ (3,4) [0,1,1,1] 1
7 OUTPUT/ (5, -) Equal to the output of node 5 0
8 OUTPUT/ (6, -) Equal to the output of node 6 0

Fig. 1. The verbose format of a 3-input-2-output Boolean circuit, where gates are of
fan-in 2 and the function of each gate is defined over {0,1} x{0,1}—{0,1}

2.2 Obtaining C~ from C,, and z,,

We assume that f déf{ fntnen is a family of polynomial-time computable
functions, where f, : {0,1}"x{0,1}"—{0,1}™ and C,, is the corresponding
polynomial-size circuit of f,. We describe how to obtain CZ¥ in Algorithm 1.
such that Theorem 1 holds.

Theorem 1. (correctness and privacy regarding x,,): Let Cy, compute the same
function as f, : {0,1}"x{0,1}"—{0,1}™, let x,, € {0,1}™ and let C*" be the re-
sulting circuit of applying Algorithm 1. to Cy, and x,, then for every y, € {0,1}",
it holds that C*» (yn )=Ch, (T, yn) and Topo(CEn ) reveals nothing regarding x.,.

n

Proof. The correctness (i.e., C*" (y,,)=Chp(Zn, yn)) of Algorithm 1. can be proved
by induction, namely, for every node of C¥~, node j has the same output as node
M(j) of C,,. To prove that Topo(CZEm) discloses nothing regarding z,,, we need
only to prove that Topo(CZ~) is independent of z,. As shown in Algorithm 1.,
the topology of C¥» is generated in a way regardless of the value of z,. Thus,
the conclusion follows. O

Consider a typical two-party computation problem, the Millionaire Problem,
where two millionaires, Alice and Bob want to know who is richer, without reveal-
ing their actual wealth x,, and y, to each other. We assume x,=a,_1- - -ag and
Yn=bn_1-- by are both n-bit unsigned integers with a,_; and b,_1 as the most
significant bits. Hence, f,(zn, y») outputs a two-bit value indicating whether
Tn<Yn, Tn=Yn O Tp>Yn. The optimal C,, of fan-in 2 for f, is as follows:

inputs: ag, -+, Ap-1, by, -+, bp_1

gates:  eg=gan (ao,bo)=ao®bo®1, lto=g2n+1(ag,bo)=apAbg,
for ie{1, ---, n—1}
bei=g2n+y5i—3(a;,b;)=a;®b;®1, tmp;=gonisi—2(be;,lt;_1)=be;Alt;_1,
bli=gan+5i—1(a; ,b:)=a;\b;, €;=gonys: (ei—1,be;)=e;_1Abe;,
Iti=gan5i+1(bl; , tmp;) =bl;Vimp;

outputs: lt,—; and e,
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where be;=1 (resp., bl;=1) iff a; is equal to (resp., less than) b;, and e;=1 (resp.,
It;=1) iff a;---ap is equal to (resp., less than) b;- - -bg. Thus, the size of C), (of
fan-in 2) is 2n+(5n—3)+2 = Tn—1 (see also [16-Table 1] for a similar result 254
when n=32). By applying Algorithm 1., we can obtain a CZ» as follows:

Algorithm 1. Hardwiring x,, in Cy,(-, -) to produce CZ~(-).

1: Inputs: Tn,=an—1---ao and Cy, where C,’s input-nodes (ao, - - -, an—1, bo, - -+, bn—1)
are numbered 0, - - -, 2n—1 respectively and its gate-nodes are gon, - -, gon+r,—1-
Number the input-nodes of Cy" (i.e. bo, -+, bp—1) with 0, - - -, n—1 respectively.
Define a map M such that node j of C;™ corresponds to node M (j) of Cy.

Let S; (0<i<2n+1I7,) be the set associated to node i of Cy,.

M(0)en, ---, M(m—1)«2n—1, So—¢, -+, Sn-1—¢, Sp—{n}, .-
Son—1—{2n—1}, h—n. {Node h is the next node of C;" to be generated.}
Vo—ag, -+, Un—1+—an—1 and mark v, ---, v2,—1 as unknowns. {v; can be a con-
stant, a unary function or a binary function of other unknowns preceding it.}

@

7: for i=2n to 2n+1),—1, consider gate-node g; with inputs node I/; and node r; do
8 if S;,={u, w} and S,,={y, z} and S;;US,, has at least 3 elements then

9: if M~1(l;) is undefined then

10: Represent g;, (the h-th gate of Ci™) according to vi,, M (h)«l;, he—h+1.

{namely, if v;, is a function of node u and node w of Cy, then let gj, be the
same function of node M () and node M~ (w) of CZ".}
11: end if

12: if M~'(r;) is undefined then

13: Represent gj, according to vy,, M (h)<r;, heh+1.

14: end if

15: Let g}, be the same function as g; with inputs node M ~*(I;) and node M ~*(r;)
of Cpm, M(h+2)«i, h—h+1.

16: vi—gi(vi,, vr,;), Si—{li, ri}.

17:  else if g; corresponds to a circuit output of C,, then

18: Suppose Si;USr,={u, w}, represent g; according to g;(vi,,vr,) with inputs
node M~'(u) and node M~'(w) of C*™. {note that u may be identical to w}

19: M (h)—i, he—h+1, vi<—gi(v;, vr;) and S;<—S;,USy,.

20:  else if S;,US;,={u, w}, or {u}, or ¢ then

21: vi<—gi(vy;, vr;) and S;—S;,USy,.

22:  end if

23: end for

24: Output: C;" of fan-in 2 .

inputs: by, -+, bp_1

gates: 61=gn(bo,b1)=1 iff a1a0=b1bo, lt1=gn+1(b0,b1)=l iff a1a0<b1bo
for i€{2, ---, n—1}
€i=gn+2i—2(ei_1,b)=e;_1A(a;Db;D1),
lti=gn+2¢,1 (lti,1 ,b1)=(lt1,1/\(al€9bl€91) ) \/(dl/\bl)

outputs: lt,—; and e,

Therefore, the size of the resulting C*» is only n+(2n—2)+2=3n and T'opo(CZ)

is unform despite the value of x,,. We stress that for any fixed z,, C*" is not in
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the minimal format since it may contain degenerate gates to let T'opo(CZm) be
independent of x,,.

2.3 Construction and Evaluation of Garbled Circuits

Let - denote the concatenation of two binary strings and let |s| be the length of
s. For s1, s5 of the same length, s1®ss is the bitwise XOR of them. Let I, be the
number of Boolean gates of C'». Thus, input-nodes are numbered 0, - --, n—1,
gate-nodes are numbered n , - -+, n+1I,—1 and output-nodes are labeled n+1,,

-, n+Ip+m—1. Let GC), be the garbled format of C¥~ and let the security
parameter t=max{80, n} (i.e. t=n for sufficiently large n). For 0<i<n+1I},, W2,
W1, ¢; are strings associated with node i and cp; is fan-out of node i (see Flg 1)
where (WP| =|W}| =t x ep; and |¢;| = ep;. Let WPi[5] be the (j+1)-th t-bit
substring of Wibi' and ¢;[j] be the (j+1)-th bit of ¢;, where b;€{0,1} and 0<j<cp;.
Let PRG be a pseudorandom generator that expands a ¢-bit random seed to an
1(t)-bit pseduorandom string.

We describe how to garble C*» to produce GC,. First, assign to each node

i (0<i<n+I},) three uniform random strings (W2,Wl,c;) Wthh we call signals
with their lengths given above. For each gate k Whose inputs are node ¢ and
node j, denoted gy, 5,), We first replace the truth table of g by the corresponding
signals as follows:

(VRO (g ) WD (exdads ). WL (exallhy), W (g T))]

where g(b b) denotes a string that has cpy bits of g, »,), gate k is the (p+1)-

th gate that uses node i as input and (g+1)-th gate that uses node j as in-
put. We encrypt and permute the above signal table using the signals of its

input nodes (W [p],W;! [pl,ci[p]) and (W7 [q],W}[g],c;lq]). That is, for each signal
bi,b;
W,f( )'(Ck@g(cli’ibj)) XOR it with (X;)’ ®e;la ]@Yb e, [p]), where Xb ®c;ld) and
Yblzj@ci p] r€ generated by PRG as follows:
PRG(Wzbl [p]) = T1--Lepy (14t) Lepy (14t)+1--Lepy, (2+2t) >
~ ~ P ~ -
xpi X7
bv
PRG(W]J [Q]) = Y1--Yep (14t) Yepp (14+t)+1-+-Yepr (242t) -
~ ~ 0~ ~ -
b b
YOJ Ylj

After encryption, permute the resulting table as follows:

’

Woo, Wor, Wig, Wiy — [ka(O,O)7ka(O,1)’Wﬂ'k(l,O)’ka(l,l)} :

where 75 (b;, b;)=(b;Bc;i[p])-(bjPc;lg]). In this way, we garble (encrypt and per-
mute) all I, signal tables to produce GC,,, which differs to C*» in that the truth
tables are replaced by the corresponding garbled signal tables.
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To evaluate GC,, on input y,=b,_1---by, Bob is given Wg°~(b8p°6§co), e
WSZ’II-(bfﬁT '@®cp—1) and he evaluates GC,, gate by gate as follows: For gate k
whose input are node i and node j, Bob uses W/, W;’j, (bi®cilp]), (bjdc;lg]) to
pick up from the garbled truth table the corresponding encrypted signal and
decrypt it. Note that p and ¢ are implied by Topo(C,,). Bob picks out the
(bi®cilp))-(bjdcjlg])-th (e.g., 00-th is the first and 11-th is the fourth) encrypted
signal from the truth table, XORs it with it with (X’ }@Yb"

bj®ejla bi®c; [p]> and gets
WPE-(b5P*@cy) with b=gg (s, bj).

2.4 The Improved Protocol
Protocol (in semi-honest model)

— Inputs: z,€{0,1}", y,€{0,1}" and C,,, which is polynomial-size in n and
computes a polynomial-time function f, : {0,1}"x{0,1}" — {0,1}™.
— Protocol description:
1. Alice obtains C» by applying Algorithm 1. to C,, and z,,, garbles CZ*»
to produce GC,, and sends GC,, to Bob.
2. Alice and Bob engage in a l-out-of-2 OT such that Bob gets his input
Yn=by_1---by encrypted to E(y,) = W (co®bs?), W -(c1®b5PY), - - -,

WSZ]I-(cnq @b’ ") without revealing y,, to Alice.

3. Bob evaluate GC,, on E(yy) to get E(fn(Tn,yn)) = Wlif§~(cro@big"'0),
W e @b

r Tm—1
m—

4. Upon reéeiving E(fn(2n,yn)) from Bob, Alice decrypts it and sends

fn(xmyn) to Bob.
— Outputs: Alice and Bob learn f,,(zy,yn)=br,, .- bry-

3 Proof of the Protocol

In this section, we prove that Alice and Bob can privately compute C;i» in the
semi-honest model. The proof is given in terms of the simulation paradigm. That
is, if the distribution of Alice’s (resp., Bob’s) view can be simulated by a PPT
given only her (his) input and output, then Alice (resp., Bob) gains nothing
feasibly more than the output.

3.1 Definition of Privacy

Definition 1. (privacy w.r.t semi-honest behavior) [1-Definition 7.2.1] : Let
f be a family of deterministic functions {fn}nen, where f, : {0,1}"x{0,1}™
—{0,1}"™, and let IT be a two-party protocol for computing f. The view of Alice
(resp., Bob) during an execution of Il on (z,,yn), denoted VIEWH (z,y) (resp.,
VIEWE (x,y)), is (xn, 7, m1,....my) (1e8D., (Yn, T, M1,...,My)), where r repre-
sents the outcome of Alice’s (resp., Bob’s) internal coin tosses and m; represents
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the i-th message she (he) has received. We say that IT privately computes f if
there exist probabilistic polynomial-time algorithms, denoted S1 and Sz, such that

{VIEW{Y(xna y(xn))}xne{o,l}",nel\l( :
1

<

{Sl (xna fn(xna y(xn)))}xne{o,l}",nel\]

{Sz(y7ufn(x(yn>7yn))}ynE{O,l}",nGN = {VIEWE(X(?J"Lyn>}yn€{0,1}",n€N -
(2)
where x, y: {0,1}* — {0,1}* are arbitrary length preserving functions.

Eq. 1 and Eq. 2 mean that whatever can be learned from the execution of IT, on
every possible input, can be efficiently simulated given only inputs and outputs.
In fact, S and S5 also take (), as an auxiliary input, which is omitted since f,,
is a publicly known function.

3.2 Correctness of the Protocol

Theorem 2. (correctness w.r.t semi-honest behavior): Let f = {fn}nen be a

family of polynomial-time deterministic functions, where fy, : {0,1}"x{0,1}" —
{0,1}™, then our protocol II can correctly compute f in the semi-honest model.

Proof. In the semi-honest model, neither party will deviate from the described
protocol. Hence, we only need to prove the correctness of the garbled circuit
evaluation. For each Boolean gate k whose input nodes are node 7 and node j,
the (rs)-th item of the table is

réde; s®dc; I(r@c;[pl,s®cjlal)

Xs [p] @ }/'f' [q] @ (Wk J . (Ck @ g(crpéci[p]7s®cj [q])>) .
According to the protocol, Bob will pick out the (bi®c;[p])-(bj®c;[g])-th en-
crypted signal from the table, XOR it with it with (Xé’f@c,_ [q]@Y;Jéc,. .
the following equation holds when r=b;®c;[p] and s=b;Pc;[q],

]). Since
X;“@Ci[p] D YTS@CJ' ld] — XZI:;@CJ. lq] @ Yié{%dﬂ] ’

the resulting value is W,f (i-b3) ~(ck69g(czi "bj)). Therefore, it follows that IT correctly
computes f in the semi-honest model. a

3.3 Privacy of the Protocol

Claim 3. Assuming the existence of trapdoor permutations, the views of Alice
and Bob can be simplified as follows.

VIEWln(xnay(xn)) = {xnvcﬁnv{WiovWilvci}0§i<n+ﬂmfn(xnay(xn))} : (3)

VIEWZH(X(yn)v yn) = {yn7 GC7L7 {Wibi'(ci@bicpi>}0§i<n+f‘n7 fn(X(yn)7 yn>} .
(4)

where Yp=bn_1- - -bg, for n<i<n—+1I, b; is the result of the i-th node during Bob’s
evaluation and fn (X(yn)fyn):brmfl o 'bro'
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Proof. Assuming the existence of trapdoor permutations, the 1-out-of-2 OT can
be privately computed [1-Proposition 7.3.6] such that Bob gets y,=b,_1-- g
encrypted to E(y,) = W (co@b)... W1 (co_ 160" ") while Alice learns
nothing about y,,. Hence, the views of Alice and Bob can be written in as in Eq. 3
and Eq. 4. We do not include GC,, and E(f,,(z,, y(25))) in VIEW! because they
are redundant (implied by VIEW!T). Regarding Bob, {W/-(cp, ®b;")}o<i<n
corresponds to E(y,) and {W/%-(cp, ®b;*)}n<icnir, are signals decrypted by
Bob during circuit evaluation. For each Boolean gate, Bob will choose one out
of four items (encrypted signals) for decryption. We call the item decrypted
by Bob on-path item and the other three off-path. Note that the index of the
on-path item in each Boolean gate is also implied by VIEWZ. Namely, for
gate k whose inputs are node ¢ and node j, the index of the on-path item is

. ) b
(bives[p))-(b; Be;la))- The XOR string (Xyig . @Y, "% . 1) computed by Bob for

decryption is also implied by VIEWZ!. Therefore, it suffices that Alice’s (resp.,
Bob’s) view can be simplified as Eq. 3 (resp., Eq. 4). O

Lemma 1. Assuming the existence of trapdoor permutations, there exists a
probabilistic polynomial-time algorithm Sy such that Eq. 1 holds.

Proof. By Claim 3, S7 needs only to simulate Eq. 3 using z,, fn(zn, y(2n)).
Sy can obtain C*» using Algorithm 1. and simulate {W? W} ¢;}o<i<n+r, with
uniformly distributed random strings of the same length. O

Lemma 2. If we replace GC,, of VIEWY (x(y,),yn) with GC!, to produce

VIEW/? (X(yn)7 yn) = {yn7 GC;w {WZbL '(Ci@bicpi)}0§i<n+f‘n7 fn(x(yn>7 yn)} .
()
where GC!, is constructed by replacing all the off-path! items of signal table
of GCy, with uniformly distributed random strings of the same length, then the
following equation holds

{VIEW/g(X(yn)vyn)}yne{o,l}",neN é {VIEW2H(X(?!7L)7%L)}yne{o,l}",neN .
(6)

assuming the existence of pseudorandom generators (see similar proofs in [11]).

Proof. Note that for each neN, VIEW'I differs to VIEWZ only in the off-path
items. A hybrid walk [11] is constructed from GC’,, to GCy,

GC! = GOW[0]—GCy[1] .. > GC[[] = GC,

where GC),[h,,] denotes that the last h,, signal tables (numbered n+1I,—hy, - - -,
n+1I, — 1) are from GC,, and the remaining signal tables (numbered n, -- -
n+ I, — hy, — 1) are from GC),. We define V[n][h,| as

! For each Boolean gate, Bob will choose one out of four items (encrypted signals)
for decryption. We call the item chosen by Bob on-path item and the other three
off-path.
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V(nllha] = {yn, GOlha] AW (i VYogicn+ s fa(X(yn) yn)} - (7)

where 0<h,,<I’, and neN. Hence, it holds that
(VIBW' T x(ga), g bynetoyrmen = L VIO byoeonyrmen - (8)

{VIEWg(X(yn)7yn)}yne{o,l}",neN = { V[n] [Fn] }yne{O,l}",nGN : (9)

For contradiction, we assume that Eq. 8 and Eq. 9 are polynomial-time dis-
tinguishable. Due to the transitivity of computational indistinguishability [11-
Proposition 4.2.1], there exists a sequence, {h,, }nen, where 0<h,,<I},, so that
{VIn][hn—1]}y,ef0,1)7.nen and {Vn][hn]}y, cf0,137 nen (see also Table 1) are
polynomial-time distinguishable.

Table 1. Ensemble {V[n][hn]}y, c{0,1}37,nen With 0<h, <T5,

Ensemble 1 2 .. nooee-
VIl yconyemer VIO, VRO - VO] -
VI~ 1T}y e o1y men VI —1] VI2ha—1] -~ V][ —1] --
VIlhabyncioryrmen VIR V] - V][] -

{V[n][Fn]}y;LE{O,l}",nEN Viginl o VI - V[ﬁ][l“n]“‘

By definition, these two ensembles only differ between the k-th signal table of
GCplhy,—1] and that of GC,,[h,,] with k=n+1I,—h,,. Without loss of generality,
suppose that gate k is an XOR gate whose inputs are node ¢ and node j, ¢;[p|=1,
b;=0, ¢;[g]=0 and b;=1, the k-th signal table of GC,[h,—1] and GCy[h,] (ac-
cording to the garbled circuit construction) will be something like Table 2.

Table 2. The k-th signal table of GCplhn—1] and GCy[hn]

Index gate k (GCr[hn—1]) gate k (GCh[hn])
00 uniform random string ~ Xg @YY @ (W - (e @ 1P*))
01 uniform random string ~ X{ @ Yy @ (W} - (cx @ 0°P*))
10 uniform random string  X¢ ® Y @ (WY - (¢, @ 0°PF))
11 XP0Y! ®© (Wi (cr @19%)) X @ YT © (Wi - (ck @ 19P%))

Denote Ay, AL, A%, A}, B}, By, BY, B} eight cpi(14n)-bit strings, where
AT AR AR A are all Uy, (140 distributed and both BY-By and Bjy-Bj are
PRG(U,) distributed. Thus, {AT-A5},eny and {B-BY }nen are computation-
ally indistinguishable and so are { A} A} },,en and {B% B} }nen. It follows that
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{A}-AY-A%-A%}en and { B} -BY-BY-BY }nen are computationally indistinguish-
able [11-Proposition 4.2.2]. Nevertheless, we can find a contradiction using the
following steps: For each n€ N, we replace GCy,[hy]’s Xé”@l,Xf"@l,Yobjeal,Ylbi@l
(e.g., X&, X1, YL, Y in Table 2) by A}, A% A% A} (vesp., BY,BY,BY,BY}) to pro-
duce GC/ [h,—1] (resp., GC/,[h,]) and define V'[n][h,—1] (resp., V'[n][h,]) as:

V'[][hn—1] = {yn, GO lhn—1], {W}"-(ci®b:™) }oicn+r, fn(X(yn),yn)% )
10

V'[][hn] = {yn, GO hal AW (ci8bi™ ) Yogicntry fa(X(yn) ya)} (1)

By Claim 4, {V'[n][hn—1]}y, {0,137 ,nen and {V'[n][ha]}y, cf0,137 nen are also
polynomial-time distinguishable and hence are A} A5 A3 A} and BB B3 B},

which is a contradiction. O
Claim 4.

{V'In][hn =11}y, eq0,137,nen = {VIn][hn—11}y, e 0,137 nen - (12)

{V'In][hn] by, eq0,13 nen = {VIR][hn]}y, e 0,137 nen - (13)

Proof. Tt is obvious that Eq. 12 (resp., Eq. 13) holds if Eq. 14 (resp., 15) holds.

{GC,[hn—1]}nen = {GCrlhn—1]}nen - (14)

{GC[hn]tnen = {GCh[hn]}nen - (15)

Without loss of generality, we use Table 2 to discuss whether the distribution will

change after replacing GC[h,]’s Xgi@l,Xfiﬂal,YObj@l,}ﬁb@l by A},AZ AR Al
(resp., BY,BY BY B}). First, when we replace X& X1, YY YL of GC,[h,] by
AT, AL AL AT to produce GCJ [h,—1], since AT®AY, Ay and A} are all uni-
formly distributed and are not correlated with other items in GCJ, [hy,—1], the
resulting items AT@ATB(W} - (¢ @ 1Px)), AF @Y & (WP - (¢ & 0°P*)) and
X0 @ Ay @ (WY - (¢ @ 0°Pr)) are all uniformly distributed. Thus, it follows
that GC,,[h,—1] and GC},[h,—1] are identically distributed (Eq. 14 and Eq. 12
hold). Second, we proceed to prove that GC,,[hy,] and GC/ [hy] are identically
distributed, namely, replacing X3, X1, VY. Y of GC,[h] by B?,BY, By, B} will
not change the distribution. Since X} X1, Y- Y?, BBy and BY-BY are all
PRG(U,,) distributed, it suffices to show that neither X}-X| nor Yy-Y{ is cor-
related with the other parts of GC,,[h,]. Note that X¢-X{ is generated by PRG
using seed W} [p] (i.e., WP*®[p]), which represents semantics 1 (complement of
b;=0). Thus, if node i is an input, W}[p] is not included in GC,[h,] or E(y,),
otherwise, node i is a gate, W [p] resides in the off-path item(s) of GC,, and
the corresponding item(s) in GC)[h,] are replaced by uniform random strings
since i<k. For other gates whose input is also node 4, they will use other parts
of W} for encryption, namely, W} [p'] with p’#p. Analogously, we can prove that
there are no correlations between Y -Y,? and other parts of GC,, [h,]. Therefore,
GCyplhy] and GC/ [h,] are also identically distributed, namely, Eq. 15 and Eq. 13
hold. O
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Lemma 3. Assume the existence of trapdoor permutations, there exists a prob-
abilistic polynomial-time algorithm Sy such that Eq. 2 holds.

Proof. By Claim 3 and Lemma 2, it suffices to simulate
{Wibi-(Ci@bfpi)}ogi<n+pn and GCJ wusing y, and fo(X(yn),yn). S2 can
simulate Wibi' and ¢; @ b;P" using uniformly distributed strings WZ/ and
i, where |W;|=|W?| and |eb/;|=cp;. To simulate GC’,, Sy first computes
Topo(C%») by invoking Algorithm 1. on C), and an n-bit zero string (fake x,)
and the topology of the resulting circuit is identical to Topo(C¥*™). Then, fill in
the signal tables with on-path and off-path items. For each gate & whose inputs
are node 7 and node j, let the (cb;[p]-cb}[q])-th item be Xep [qDYep, [p]@(W;ccb;C)
and other three items be uniformly distributed strings of the same length, where
p, q are implied by T'opo(C,,) and ch; lq (resp., Yoy (p)) is computed by applying
PRG to W, [p] (resp., WJ/ [q]) according to Sect. 2.3. The resulting ensemble is

identically distributed as Eq. 5. By Eq. 6, it follows that there exists such a S
satisfying Eq. 2. a

Theorem 5. (privacy w.r.t semi-honest behavior): Assuming the existence of
trapdoor permutations and let f be as in Theorem 2, then the protocol II privately
computes f in the semi-honest model.

Proof. By Lemma 1 and Lemma 3, there exists PPT S; and S5 such that Eq. 1
and Eq. 2. It follows that IT privately computes f in the semi-honest model (see
Definition 1). O

4 Concluding Remarks

We carry out the two-party computation by hardwiring Alice’s input in the
circuit while preserving the security of the protocol. In practice (cf. the compiler
design part of [16]), it would be optimal to lower bound the fan-in 2 by 3 for
most basic operations (e.g. addition with carry, comparison, conditional value
assignment). Our result is that this lower bound of fan-in can be reduced to 2
(i.e. the minimal possible value) in case of the two-party computation scenario
by hardwiring each «a; in circuit efficiently.
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Abstract. Digital signature scheme allows a user to sign a message in
such a way that anyone can verify the signature, but no one can forge
the signature on any other message. In this paper, we show that Xie and
Yu’s threshold signature scheme, Huang and Chang’s threshold proxy
signature scheme, Qian, Cao and Xue’s pairing-based threshold proxy
signature scheme, Xue and Cao’s multi-proxy signature scheme and Zhou
et al.’s proxy multi-signature scheme are all insecure against the forgery
attacks.

1 Introduction

Threshold signatures are closely related to the concept of threshold cryptogra-
phy, first introduced by Desmedt [1][2]. In [2], Desmedt and Frankel proposed
the first (¢,n) threshold digital signature scheme based on the RSA system. In
(t,n) threshold signature scheme, any subgroup of ¢ or more shareholders of the
designated group can generate a valid group signature in such a way that the
verifier can check the validity of the signature without identifying the identities
of the signers.

The concept of proxy signature was first introduced by Mambo, Usuda and
Okamoto [6][7]. In a proxy signature scheme, original signer delegates his signing
capability to proxy signer, and then the proxy signer can sign messages on behalf
of the original signer. In a secure proxy signature scheme, only the proxy signer
can create a valid proxy signature and anyone else, even the original signer, can
not generate a valid proxy signature. Thus, for a valid proxy signature, the actual
proxy signer cannot deny that he/she has signed the message and the original
signer cannot deny that he/she has delegated the signing authority to the actual
proxy signer. That is, the proxy signature scheme holds the security property
non-repudiation.

Threshold proxy signature schemes are designed to delegate the signing power
to a proxy group of proxy signers [5][13]. In a (¢,n) threshold proxy signature
scheme, the proxy signature key is shared among a group of n proxy signers
delegated by the original signer. Any ¢ or more proxy signers can cooperatively
sign messages on behalf of the original signer.
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Multi-signature was first introduced by Itakura and Nakamura in [4]. In a
multi-signature scheme, plural signers generate a signature for an identical mes-
sage. In multi-proxy signatures, the original signer can delegate its signing power
to the specified proxy group while ensuring individual accountability of each par-
ticipant signer. Proxy multi-signature schemes were proposed in [12]. In a proxy
multi-signature scheme, a proxy signer is allowed to generate a proxy multi-
signature on behalf of two or more original signers. Multi-proxy multi-signature
scheme was proposed in [9]. This scheme allows the group of original signers to
delegate the signing capability to the designated group of proxy signers.

Recently, many signature variants were proposed. In this paper, we show
that Xie and Yu’s threshold signature scheme (Xie-Yu scheme) [10], Huang and
Chang’s threshold proxy signature scheme (Huang-Chang scheme) [3], Qian,
Cao and Xue’s pairing-based threshold proxy signature schemes (Qian-Cao-Xue
schemes) [8], Xue and Cao’s multi-proxy signature scheme (Xue-Cao scheme)
[11] and Zhou et al.’s proxy multi-signature scheme [14] are all insecure against
the forgery attacks.

2 Security Analysis of Xie-Yu’s Threshold Scheme

2.1 Brief Review of Xie-Yu Scheme

In [10], Xie-Yu proposed a threshold signature scheme. Xie-Yu schene can be
divided into the following four phases:

The system initialization: The trusted center randomly chooses two large
primes p and ¢ such that ¢|(p—1) . Let g is a generator with order ¢ in Z. h is a
secure one-way hash function. There are N members U; with public identity I D;.
The trusted center computes U;’s secret key d; and public key y; = g% mod p.
Then, the trusted center send d; to U; via a secure channel.

The individual signature generation: Without loss of generality, assume that
there are T' group members want to sign a message M on behalf of the group,
the T group member can be denoted as {Ui,Us,...,Ur}. Every member U;
generates individual signature and sends it to designated clerk.

The individual signature batch verification and the threshold signature gen-
eration: On receiving the individual signature from U;(1 < i < T), the clerk
authenticates the individual signatures. If the individual signatures are valid the
clerk generates a threshold signature (s, R, E;) of message M.

The threshold signature verification: Any outsider can use the group public
key y to verify the threshold signature (s, R, E;) of message M by checking the
following equation.

gSEji_L(M,R,Ej) — RRyh(MvRvEJ) mod p

2.2 Security Analysis

In this subsection, we will show that Xie-Yu scheme is universally forgeable. An
adversary can forge a valid threshold signature for any message.
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For any message M, the adversary randomly chooses two numbers r1,ry € Z7,
computes E; = yg" (modp), R = ¢" mod p and s = roR — rh(M, R, E;).
Now we show that (s, R, E;) is a valid signature of M.

gsEjf_l(M,R,E'j) = grgR—rlh(M,R,Ej)(ygn)h(M,R,Ej)

=gy
= RRyMM R E))

’I"QR h(M,R,Ej)

mod p

3 Security Analysis of Huang-Chang’s Threshold Proxy
Signature Scheme

3.1 Brief Review of Huang-Chang Scheme

In this sub-section, we will review Huang-Chang’s (¢,n) threshold proxy signa-
ture scheme, in which any ¢ of n proxy signers can sign messages on behalf of
the original signer.

Huang-Chang’s threshold proxy signature scheme [3] defines the following
notations. Let Py be the original signer and PG = {Py, P, ..., P,,} be the proxy
group of n proxy signers in such a way that a proxy signature can be created
by any subset of ¢ or more proxy signers from PG. First, Py chooses two public
large primes p and ¢ such that ¢|(p — 1). The integer g is a generator with order
g in Z; and h is a secure one-way hash function. Each user P; owns a private
key z; €gr Z; and a public key y; = ¢g** mod p. m,, is a warrant which records
the identities of the original signer and the proxy signers of the proxy group,
parameters t and n, the valid delegation time.

There are two types of signers in Huang-Chang scheme: the original signer
and the n proxy signers. The original signer allows proxy signers in the group
PG to sign a message.

Huang-Chang’s scheme consists of three stages: the proxy sharing, the proxy
signature generation, and the proxy signature verification.

Secret share generation: Let m,, be the warrant that is composed of the
identifiers of the original signer and the proxy signers, the threshold value t,
and the valid delegation time. In this stage, P, firstly generates the group proxy
signature key d = h(zg, m,,) mod ¢ and its corresponding proxy verification key
e, where e = g% mod p. Then P, selects a random integer k and computes R =
g" mod p,z = h(my,e, R) mod q and v' = k — z0z mod ¢q. Then, Py publishes
(M, €,v’, z). To verify m,, and e are published from Py, one can compute R’ =
g”/yg mod p by using Py’s public key yo. If the equation z = h(m,, e, R’) mod ¢
holds, one can conclude that (v',2) is a valid signature for (m,,e). Then, the
original signer Py computes the partial proxy signing keys from his secret key
and delivers them to each proxy signer. In this stage, Py delegates the signing
capability to PG.

Proxy share generation: Without loss of generality, let B be any subset of
indices of t or more proxy signers from PG. Suppose that these members of
B want to cooperatively sign a message M on behalf of the original signer Fp.
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In this stage, the proxy signature of M generated by members of B is 3-tuple
(s,v, B).

Proxy signature verification: To verify the proxy signature actually created by
the signers in B, the verifier examines the following steps with the parameters
D, 4, g, Yi, My, €, and hash function h. The verifier confirms m,, and e and checks
the valid period of delegation for signing power. If it has expired, the proxy
verification key e is invalid. To make sure the proxy signature (s,v, B) of M is
indeed signed by the signers in B, the verifier computes r’ = ¢*(] ;<5 y;)"e mod
p. If the equation v = h(m.,, M,r’) mod q is satisfied, the receiver concludes that
the proxy signature (s, v, B) of M is equivalent to the signature from the original
signer and B is the set of actual proxy signers.

3.2 Security Analysis

We show that Huang-Chang’s threshold proxy signature scheme is insecure
against the original signer’s forgery. The detail attacks are described as follows.

Py selects a set of actual proxy signers B, a proxy warrant m,,, a message
M and a random numbers r,s € Z7. Py computes v = h(m.,, M, r) mod ¢ and
€= T(QS(H]‘QB y;)*)~" mod p.

Then, Py performs the following steps to create a signature on (my,,e). Py
selects a random integer k and computes R = ¢g¥ mod p, z = h(m.,, e, R) mod ¢
and v' = k — 29z mod ¢. Then, Py publishes (my,,e,v’, 2).

Since (M., e,v’, z) is a signature created by the original signer Py, any verifier
can be convince that (m,,, e) is valid though the verification equations. Now we
show that (s,v, B) is a valid signature of M. We have r' = ¢°([[;cp vj)"e =
r mod p, then v = h(my,, M, r) = h(my,, M,r") mod q.

4 Security Analysis of Qian-Cao-Xue’s Pairing-Based
Threshold Proxy Signature Scheme

4.1 Brief Review of Qian-Cao-Xue Schemes

Recently, Qian-Cao-Xue proposed a threshold proxy signature scheme from bi-
linear pairings [8].

Qian-Cao-Xue’s threshold proxy signature scheme [8] defines the following
notations. Let Gy and G; denote cyclic groups of prime order ¢, let P be a
generator of Gg and the bilinear pairing is given as e: Gy x Gy — G1. Choose
two cryptographic hash function Hy : {0,1}* x Gox — Z, Hy : {0,1}* — Gy,
The original signer has a secret key sk = ,, randomly chosen from Z; and a
public key pk =Y, = z,P which is certified by CA (Certificate Authority).Let
{P1, Ps,...,P,} be the proxy group of n proxy signers in such a way that a
proxy signature can be created by any subset of ¢ or more proxy signers. Each
proxy signer has a secret key sk; = z; randomly chosen from Z; and a public
key pk; = Y; = x; P which is certified by CA as well.

Qian-Cao-Xue’s scheme consists of three stages: the proxy sharing, the proxy
signature generation, and the proxy signature verification.
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Secret share generation: Let m,, be the warrant that is composed of the
identifiers of the original signer and the proxy signers, the threshold value ¢, and
the valid delegation time. In this stage, the original signer computes the partial
proxy signing keys from his secret key and delivers them to each proxy signer.

Proxy share generation: Let m be a message to be signed, any ¢ or more
proxy signers cooperate and sign the message m on behalf of the proxy group.
Without loss of generality, let D = {Py, P»,..., P;} be the actual proxy signers
and ASTD (Actual Signers’ ID) be the collection of identities of all the users in
D. The proxy signature of m generated by this scheme is 6-tuple (m, U, my,, o,
K, ASID).

Proxy signature verification: To make sure the proxy signature (m, U, my,, o,
K, ASID) is indeed signed by the signers in D, the recipient can verify the
validity of the proxy signature by checking if the following equation holds or
not.

e(P,0) = e(U + (Hi(mw, V)Y, + K + Y Yi+ > Y;, Hy(m))

i=1 i=1

If it holds, the recipient accepts the signature, otherwise rejects.

4.2 Security Analysis

We show that Qian-Cao-Xue’s threshold proxy signature scheme is universally
forgeable. An adversary can forge a valid threshold signature for any message
on behalf of the proxy signers and the original signer.

In Qian-Cao-Xue’s scheme, the adversary selects a set of actual signers’ iden-
tities {P1, Ps, ..., P;}, a proxy warrant m,,, a message m, a random numbers
r € Zy and U € Gg. He/she computes K = P — (U + (Hy(mw,U))Yo, +
S Y+ V) and o = rHa(m). Then, the 6-tuple (m, U, m,, o, K, ASID)
satisfies the verification equation where ASID be the collection of identities
{P1,P,..., P},

5 Security Analysis of Xue-Cao’s Multi-proxy Signature
Scheme

5.1 Brief Review of Xue-Cao Scheme

There are four roles involved in Xue-Cao scheme [11]: the a system authority
SA, the original signer U,, a group of proxy signers {P;, Ps,..., P,} delegate
by U,, and a clerk trusted by the proxy signers. The SA initializes the system
and issues public key certificates for U, and all of P;. The clerk is arranged to
authenticate the individual proxy signature by each P;, and produces a muti-
proxy signature for the signing message. Initially, the SA selects and publishes
the following parameters: p and g are two large primes with ¢|(p — 1) and ¢ is a
generator with order ¢ in Z. h is a secure one-way hash function.
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The original signer U, has a secret key x, and corresponding public key y, =
g”° mod p, each of proxy signer P; prepares a secret z; €g Z; and a public key
y; = g** mod p, which is certified by the SA.

The Xue-Cao scheme can be divided into three phases:

Proxy key generation: U, delegates the signing capability to { Py, Pa, ..., P,}.

Multi-proxy signature generation: Let m be the message to be signed by all
the specified proxy signers { Py, Py, ..., P,} with the assistance of the clerk. The
proxy signature of m for U, generated by Xue-Cao scheme is 3-tuple {R, S, D}.

Multi-proxy signature verification: The verifier checks the validity of the proxy
signature of the message m through the following equation:

gS _ Dy(yo)nDRh(m,R)(mOdp)

where Y = ], y;(modp). If it holds, the multi-proxy signature {R, S, D} of
m is valid.

5.2 Security Analysis

We show that Xue-Cao’s multi-proxy signature scheme is insecure against the
original signer’s forgery.

For any message m, the original signer U, selects r € Z;, R € Z at random
and computes Y = [[I, y;(modp), D = (Y R*"™)~1g"(modp) and S = r +
xonD(modq).

Now we show that {R, S, D} is a valid multi-proxy signature of m.

Dy(yo)nDRh(m,R) = (YRIL(m,R))—1gry(yo>nDRh(m,R)

(Yo
(modp)

)nD

gr
gS

6 Security Analysis of Zhou et al.’s Proxy Multi-signature
Scheme

6.1 Brief Review of Zhou et al. Scheme

In Zhou et al.’s scheme [14], p and ¢ are two large prime integers such that
glp— 1 and g is a generator with order ¢ in Z,. Let Ay, Ag, ..., AL be L original
signers and By, Ba, ..., By, be the designated proxy signer. Every original signer
A;(1 < i < L) has a private key x4, and the corresponding public key ya4,,
where w4, €r Z; and ya, = g"4i(modp). Proxy signer B; also holds his own
key pair (zp,,yn;), where xp, €r Z; is the private one, and yp, = g*#i (modp)
the public one. Furthermore, h(-) is a universal secure hash functions. w; is the
designated proxy warrant negotiated by original signer A; and proxy signer B;,
which records the delegation policy including limits of authority, valid periods.
There is a clerk trusted by the proxy signers.
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The Zhou et al.’s scheme can be divided into three phases:

Proxy key generation: A; delegates the signing capability to B;.

Proxy multi-signature generation: Let m be the message to be signed by
all the specified proxy signers {Bi, Ba,...,Br} with the assistance of the
clerk. The proxy multi-signature of m for {A;, As,..., AL} generated by Zhou
et al’s scheme is {R,K1,Ka,..., K, Wi, Wa, ..., WL, S, YAy, YAss--->YAL,
YB1,YBss - - 'ayBL}'

Proxy multi-signature verification: The verifier checks the validity of the proxy
multi-signature of the message m through the following equation:

L
(H(yg(iwi,Ki)Ki)) _ gsRR HyB modp)

i=1 i=1

If it holds, the proxy multi-signature { R, K1, Ko, ..., K1, wi,wa, ..., WL, S, Ya,,
YAss--sYALs YB1sYBas- -+, Yn, } of m is valid.

6.2 Security Analysis

We show that Zhou et al.’s proxy multi-signature scheme is insecure against the
original signer’s forgery.

We assume that the original signer A; is an attacker. For any message m, the
original signer A; selects w;(1 < j < L), K;(j # i),71,72 € Z; at random and

computes K; = g™ ([T, vV K,) " T, ys, (modp), R = ¢" mod p and

s=m(r1 + za,h(w;, K;)) — rgR(modq) .
Now we show that {R, K1, Ko, ..., K, w1,Wa, ..., WL, S YAy, YAss---> YA,
YBysYBss - -+, YB, | is a valid proxy multi-signature of m.

L L
gsRR H m — m(r1+xA h(w;,K;))— rgR(grg H m
j=1 Jj=1

— m(r1+xA h(w;, K; ))

HL

Eh

—

= (g(r1+:rA h(w;,K

'::1“?

j=1

= (g™ h(wu H m

I
Eh
§
:Eh
<
L/ﬂ
§
=
N
0
a3
Ny
w
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7 Conclusion

In this paper, we presented a security analysis of five signature schemes newly
published. Our results show that Xie and Yu’s threshold signature scheme,
Huang and Chang’s threshold proxy signature scheme, Qian, Cao and Xue’s
pairing-based threshold proxy signature scheme, Xue and Cao’s multi-proxy sig-
nature scheme and Zhou et al.’s proxy multi-signature scheme are all insecure
against the forgery attacks.
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Abstract. An identity-based threshold unsigncryption scheme is pro-
posed, which is the integration of the signcryption scheme, the (¢,n)
threshold scheme and zero knowledge proof for the equality of two dis-
crete logarithms based on the bilinear map. In this scheme, a signcrypted
message is decrypted only when more than ¢ members join an unsign-
cryption protocol and the signature can be verified by any third party.
A formal proof of security of this scheme is provided in the random or-
acle model, assuming the Decisional Bilinear Diffie-Hellman problem is
computationally hard.

Keywords: Identity-based cryptography, signcryption, (¢,n) threshold,
zero knowledge proof.

1 Introduction

Identity-based (ID-based) cryptography (for examples, [4] and [12]) is rapidly
emerging in recent years. The distinguishing property of ID-based cryptography
is that a user’s public key can be any binary string, such as an email address that
can identify the user. This removes the need for senders to look up the recipient’s
public key before sending out an encrypted message. ID-based cryptography is
supposed to provide a more convenient alternative to conventional public key
infrastructure.

Signcryption, first proposed by Zheng [15] in 1997 | is a new cryptographic
primitive that performs encryption and signature in a single logical step in or-
der to obtain confidentiality, integrity, authentication and non-repudiation more
efficiently than the traditional “sign-then-encrypt” approach. One of the short-
comings of Zheng’s original schemes is that its non-repudiation procedure is more
inefficient since they are based on interactive zero-knowledge proofs. To achieve
simple and safe non-repudiation procedure, Bao and Deng [3] introduced a sign-
cryption scheme that can be verified by a sender’s public key. Furthermore,
Steinfeld and Zheng [13] and Malone-Lee and Mao [10] proposed efficient sign-
cryption schemes based on integer factorization and using RSA, respectively. The
formal models and security proofs for signcryption schemes have been studied in
[1]. In 2002, Malone-Lee [9] gave the first ID-based signcryption scheme. Libert
and Quisquater [8] pointed out that Malone-Lee’s scheme is not semantically
secure and proposed a provably secure ID-based signcryption schemes.

D. Feng, D. Lin, and M. Yung (Eds.): CISC 2005, LNCS 3822, pp. 242-253, 2005.
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All of the above schemes consist of only single recipient. However, In many
cases, we need to prohibit a single recipient from recovering a signcrypted mes-
sage. For example, in a sealed-bid auction scheme [7], the bids of bidders are
opened by service providers only after all bids are deposited, and then the bid-
der who bids the highest price wins in the auction. For a secure auction, the
non-repudiation must be provided because a bidder may deny his bid after the
auction is ended. This can be prevented by a signature scheme. Next for the con-
fidentiality of the bid, it must be encrypted. Finally the coalition between the
service providers and some bidders must be prevented. This can be guaranteed
by (¢,n) threshold scheme where any coalition of service providers, of which size
is less than ¢, can not get any information about the bid of a bidder. In 2001,
Koo et al. [6] proposed a new signcryption scheme in which at least ¢ recipients
must participate in an unsigncryption process. Zhang et al. [14] also proposed
a similar scheme. However, both of their scheme is based on discrete logarithm
problem, not ID-based. In their scheme, only the recipients can verify the signa-
ture because the unsigncryption needs the recipients’ private keys. That is, the
non-repudiation of their scheme is not efficient. In addition, the formal models
and security proofs for their schemes are also not considered.

In this paper, an ID-based threshold unsigncryption scheme is proposed, which
is the integration of the Libert and Quisquater’s signcryption scheme [8], the
Shamir’s (¢,n) threshold scheme [11], and Baek and Zheng’s zero knowledge
proof for the equality of two discrete logarithms based on the bilinear map
[2]. In our scheme, a signerypted message is decrypted only when more than ¢
members join an unsigncryption protocol and the signature can be verified by
any third party. A formal proof of security of our scheme is provided in the
random oracle model, assuming the Decisional Bilinear Diffie-Hellman problem
is computationally hard.

The rest of this paper is organized as follows. Some definitions and prelim-
inary works are given in Section 2. The formal model of ID-based threshold
unsigncryption schemes are given in Section 3. Our ID-based threshold unsign-
cryption scheme is given in Section 4. The formal security proof of our scheme
is provided in Section 5. Finally, the conclusions are given in Section 6.

2 Preliminaries

In this section, we briefly describe the basic definition and properties of the
bilinear pairings. The Shamir’s (¢, n) threshold scheme [11] and Baek and Zheng’s
zero knowledge proof for the equality of two discrete logarithms based on the
bilinear map [2] are also briefly described. They are the basic tools to construct
our scheme.

2.1 Bilinear Pairings

Let G1 be a cyclic additive group generated by P, whose order is a prime ¢, and
G5 be a cyclic multiplicative group of the same order ¢g. Let a, b be elements of
Zy. A bilinear pairings is a map € : G1 X G1 — G2 with the following properties:
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1. Bilinearity: é(aP,bQ) = é(P, Q).

2. Non-degeneracy: There exists P and Q € G such that é(P,Q) # 1

3. Computability: There is an efficient algorithm to compute é(P, Q) for all
P.Q e Gh.

The modified Weil pairing and the Tate pairing [4] are admissible maps of this
kind. The security of our scheme described here relies on the hardness of the
following problems.

Definition 1. Given two groups G1 and Gs of the same prime order q, a bilinear
map é: G1 X Gy — G and a generator P of Gy, the Decisional Bilinear Diffie-
Hellman problem (DBDHP) in (G1,Ga,¢€) is to decide whether h = é(P, P)
given (P,aP,bP,cP) and an element h € Gs.

Definition 2. Given two groups G1 and G of the same prime order q, a bilinear
map € : G1 X G1 — G2 and a generator P of G1, the Computational Bilinear
Diffie-Hellman problem (CBDHP) in (Gy1,Gs,¢é) is to compute h = é(P, P)*
given (P,aP,bP, cP).

The decisional problem is of course not harder than the computational one.
However, no algorithm is known to be able to solve any of them so far.

2.2  Shamir’s (¢t,n) Threshold Scheme

In order to share a private key Dyp, we need the Shamir’s (¢,n) threshold
scheme. Suppose that we have chosen integers ¢ (a threshold) and n satis-
fying 1 < t < n < ¢. First, we pick Rl,Rg,.. Rt 1 at random from G7.
Then we construct a function F(u) = Drp + S =1 uJR Finally, we compute
Dip, = F(ID;) for 1 <i <n and send (ID;, Dip,) to the i-th member of the
message recipient group. When the number of shares reaches the threshold ¢,

the function F(u) can be reconstructed by computing F(u) = Zj 1 Dip; Nj,
where N; = Hl 1iti “15 f?D mod q. The private key D;p can be recovered by
computing D;p = F(0).

2.3 Baek and Zheng’s Zero Knowledge Proof for the Equality of
Two Discrete Logarithms Based on the Bilinear Map

To ensure that all unsigncryption shares are correct, that is, to give robustness to
threshold unsigncryption, we need a certain checking procedure. we use the Baek
and Zheng’s zero knowledge proof for the equality of two discrete logarithms
based on the bilinear map. We construct a zero-knowledge proof of membership
d
system for the language L b rogCe. éf{(u, ft) € G2 x G | log, p = log; ji} where
P,P

g=¢é(P,P) and g = é(P, P) for generators P and P of Gy as follows.
Suppose that (P, P, g,g) and (k,k) € LEDL G2 are given to the Prover and

the Verifier, and the Prover knows a secret S € G* The proof system works as
follows.



ID-Based Threshold Unsigncryption Scheme from Pairings 245

1. The Prover chooses T from G; randomly and computes r = é(T, P) and
7= ¢é(T, P). The Prover sends r and 7 to the Verifier.

2. The Verifier chooses h from Z; randomly and sends it to the Prover.

On receiving h, the Prover computes W = T'4+hS and sends it to the Verifier.

4. The Verifier checks if é(W, P) = rk and é(W, P) = 7k". If the equality
holds then the Verifier returns “Accept”; otherwise, returns “Reject”.

@

As claimed in [2], the above protocol can be easily converted a non-interactive
knowledge proof.

3 Formal Model of ID-Based Threshold Unsigncryption

3.1 Description of Generic ID-Based Threshold Unsigncryption

An ID-based threshold unsigncryption scheme consists of the following eight
algorithms.

Setup: Given a security parameter k, the private key generator (PKG) gen-
erates the system’s public parameters params. Among the parameters pro-
duced by Setup is a key P, that is made public. There is also corresponding
master key s that is kept secret.

Extract: Given an identity ID, the PKG computes the corresponding private
key Drp and transmits it to its owner in a secure way.

Keydis: Given a private key D;p, the number of unsigncryption members n
and a threshold parameter ¢, an authorized dealer can runs the private
key distribution algorithm Keydis to distribute the unsigncryption pri-
vate key Drp into n member in the recipient group. Keydis makes use
of an appropriate secret-sharing technique to generate shares of the private
key Dip,(1 < i < n) as well as verification key y;(1 < i < n) that will
be used for checking the validity of unsigncryption shares. Then, each pri-
vate/verification key pair (Dyp,,y;) is sent to an appropriate unsigneryption
member. The unsigncryption member keep their private key share Dyp, se-
cret and publish the verification key y;. The authorized dealer would be a
normal user or PKG.

Signcrypt: If 1D 4 wishes to send a message m to group IDg , I D4 computes
Signcrypt(m, Dip,,IDp) to obtain the ciphertext o.

Sigver: Given a ciphertext o, the validity of the message (signature) can be
verified by running the signature verification algorithm Sigver.

Sharegen: If a legitimate user wants to unsigncrypt a ciphertext o, he gives it
to the each member in group I Dp and requests unsigncryption shares. These
members in group IDp run the unsigncryption share generation algorithm
Sharegen taking the ciphertext as input and send the resulting unsigncryp-
tion shares 0;(1 < i < n) to the user. The user can be a normal member in
group IDp.
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Sharever: Given a unsigncryption share o;(1 < i < n), the validity of the share
can be checked by running the unsigncryption share verification algorithm
Sharever.

Sharecom: When the user collects valid unsigncryption shares from at least ¢
member in group I Dp, the plaintext m can be reconstructed by running the
share combining algorithm Sharecom.

3.2 Security Notions

Malone-Lee [9] defines the security notions for ID-based signcryption schemes
(IDSC). These notions are semantical security (i.e. indistinguishability against
adaptive chosen ciphertext attacks and unforgeability against adaptive chosen
messages attacks). We modify this definition slightly to adapt for our ID-Based
threshold unsigncryption scheme.

Definition 3. We say that an ID-based threshold unsigncryption scheme (ID-
TUSC) has the indistinguishability against adaptive chosen ciphertext attacks
property (IND-IDTUSC-CCA) if no polynomially bounded adversary has a non-
negligible advantage in the following game.

1. The challenger C runs the Setup algorithm with a security parameter k and
obtains public parameters params and a master key s. He sends params to
the adversary A and keeps s secret.

2. A corrupts t — 1 out of n members in the recipient group.

3. The adversary A performs a polynomially bounded number of queries(These
queries may be made adaptively, i.e. each query may depend on the answer
to the previous queries).

— Key extraction queries: A4 produces an identity I D and receives the ex-
tracted private key D;p = Extract(ID).

— Signcryption queries: A produces two identities I D;, I D; and a plaintext
m. C computes D;p, = Extract(ID;) and ¢ = Signcrypt(m, Dp,,
ID;) and sends o to A.

— Unsigneryption share queries to the uncorrupted member: A produces
two identities ID; and ID;, and a ciphertext o. C generates the private
key Drp, = Extract(I/D;). Subsequently, C runs the private key dis-
tribution algorithm Keydis taking D;p, as input to share it among n
member in the recipient group. Then, C runs the unsigncryption share
generation algorithm Sharegen taking o as input to obtain a corre-
sponding unsigncryption share and returns it to A.

4. A chooses two plaintexts, m1 and mo, and two identities, ID4 and IDp,
on which he wishes to be challenged. The challenger C picks a random bit
b from {0, 1} and computes o* = Signcrypt(ms, Dip,, [Dp) which is sent
to A.

5. A produces the target identity IDp. C generates the private key Drp, =
Extract(IDg). C then runs the private key distribution algorithm Keydis
on input D;p, with parameter (¢,n) and obtains a set of private/verification
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key pairs {(DIDBi ,yB,)}, where 1 < i < n. Next, C gives A the private keys
of corrupted members and the verifications keys of all the member. However,
the private keys of uncorrupted members are kept secret from A.

6. The adversary A can ask a polynomially bounded number of queries adap-
tively again as in the first stage with the restriction that he cannot make
the key extraction query on I Dp and cannot make the unsigncryption share
query on o*.

7. Finally, A produces a bit ¥' and wins the game if b’ = b.

The advantage of A is defined as Adv(A) =| 2P0’ = b] — 1 | where Pt/ = b
denotes the probability that b = b.

Definition 4. An ID-based threshold unsigneryption scheme (IDTUSC) is said
to be secure against an existential forgery for adaptive chosen messages attacks
(EF-IDTUSC-ACMA) if no polynomially bounded adversary has a non-negligible
advantage in the following game.

1. The challenger C runs the Setup algorithm with a security parameter k and
obtains public parameters params and a master key s. He sends params to
the adversary A and keeps s secret.

2. The adversary A performs a polynomially bounded number of queries(These
queries may be made adaptively, i.e. each query may depend on the answer
to the previous queries).

— Key extraction queries: A produces an identity I D and receives the ex-
tracted private key D;p = Extract(ID).

— Signcryption queries: A produces two identities I D;, I D; and a plaintext
m. C computes D;p, = Extract(ID;) and ¢ = Signcrypt(m, Dp,,
ID;) and sends o to A.

— Unsigneryption share queries to the uncorrupted member: A produces
two identities 1D; and ID;, and a ciphertext o. C generates the private
key Drp, = Extract(/D;). Subsequently, C runs the private key dis-
tribution algorithm Keydis taking D;p, as input to share it among n
member in the recipient group. Then, C runs the unsigncryption share
generation algorithm Sharegen taking ¢ as input to obtain a corre-
sponding unsigncryption share and returns it to A.

3. Finally, A produces a new triple (¢*,IDa,IDpg)(i.e. a triple that was not
produced by the signeryption oracle) where the private key of ID4 was not
asked in the second stage and wins the game if the result of Sigver is not
the L symbol.

The advantage of A is defined as the probability that he wins.

4 The Proposed Scheme

In this section, we propose an ID-based threshold unsigncryption scheme. The
proposed scheme involves four roles: the PKG, the sender Alice, a legitimate
user U that wants to unsigncrypt the ciphertext and the message recipient group
B ={Bi, Bs,...,By,}. It consists of the following eight algorithms.
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Setup: Given a security parameter k, the PKG chooses groups G; and G of
prime order ¢ (with G; additive and Gy multiplicative), a generator P of
G1, a bilinear map é : G; x G; — G and hash functions H; : {0,1}* —
G1, H2 : G2 — {O,].}n, Hg : {0,1}* X G2 — Z; and H4 : G2 X G2 X
Gy — Z;‘. It chooses a master-key s € Z; and computes P, = sP. It
also chooses a secure symmetric cipher (E, D). The PKG publishes system’s
public parameters {G1, Ga, n, é, P, Pyyy, H1, Ha, Hs, Hy, E, D} and keeps the
master-key s secret.

Extract: Given an identity I D, the PKG sets the user’s public key Q;p =
Hy(ID), computes the user’s private key D;p = sQp. The sender Alice
has a public key Q;p, and a corresponding private key Drp, = sQrp,-
The message recipient group B has a public key Qrp, and a corresponding
private key Drp, = sQ1py-

Keydis: Suppose that we have chosen integers ¢ (a threshold) and n satisfying
1 <t <n < q. The PKG picks Ry, Ra,...,R;—1 at random from G7 and
constructs a function F(u) = Dip, + Z;;i u? R;. Then, the PKG computes
the private key D; = F(ID;) and the verification key y; = é(D;, P) for
recipient B;(1 < i < n). Subsequently, the PKG secretly sends the private
key D; and the verification key y; to B;. B; then keeps D; as secret while
making y; public.

Signcrypt: To send a message m to the recipient group B, the Alice chooses x
from Z7 randomly and computes the ciphertext o = (¢c,r, S) as follows:

1. Compute ki = é(P, Ppyp)” and ke = Ho(é(Ppup, Qrpy)*)-
2. Compute ¢ = Ej,(m).

3. Compute r = H3(c, k1).

4. Compute S = Py —rDip,.

Sigver: Suppose that a legitimate user U that wants to unsignerypt the cipher-
text o. He computes ki = é(P, S)é(Ppup, Qrp,)" and accept the message if
and only if r = Hs(c, k7). Otherwise, he returns Invalid Ciphertext.

Sharegen: U sends o to each member in group B and requests unsigncryption
shares. Each B;(1 < i < n) checks the validity of ¢ by running Sigver
as U does. If it is valid, Each B;(1 < ¢ < n) computes g; = é(D;,Qrp,),
di = é(anIDA>7 U; = é(E7P)7 U = H4(y~i7’u~’i7ui) and Wi = Ti + U"Di for
random T; € Gy and send o; = (i, §;, Ui, us, v;, W;) to the user U. Otherwise,
B; returns Invalid Ciphertext.

Sharever: U firstly compute v, = H4(y;, Ui, u;) and then check if v = wv;,
e(Wi, Qrp,) /3" = 1, and é(W;, P)/y;* = ;. If this test above holds, the
o; from B; is a valid unsigncryption share. Otherwise, U returns Inwvalid
Share.

Sharecom: When U collects valid unsigncryption shares from at least t member
in group B, U computes kf, = Hy(é(S, QIDB)(H‘?:l 7; V7)), where N, =

t —1D; _
Hizl’i# 1D,—1D; mod ¢ and recover m = Dy, (c).
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5 Analysis of the Scheme

5.1 Correctness

The correctness can be easily verified by the following equations.

ki = é(Pa S)é(Ppuba QIDA)
= é(P,xPpus)é(P,Dip )~ "é(Ppub, Qrp )
= é(P7 Ppub)

:HQ(é(S,QIDB) (ZND]7QIDA) )

=1
= Hy(é(xPpub, Q1D )é(Dip,, Qrpy)” "€(Dipy, Qrpa)")
= Ho(é(Ppur; Qrpp)®)

5.2 Security

Theorem 1. In the random oracle model, we assume we have an IND-IDTUSC-
CCA adversary called A that is able to distinguish ciphertext during the game of
definition 3 with an advantage € when running in a time t and asking at most
qr, tdentity hashing queries, at most qr Hs queries, qr signcryption queries and
qu unsignerypt share queries. Then, there exists a distinguisher B that can solve
the Decisional Bilinear Diffie-Hellman problem in a time O(t + (8¢% + 4qu)T.)
with an advantage

pBDH(G,P) - 2" —qu
Adv(B) 4 gk
qm,

where T, denotes the computation time of the bilinear map.

Proof. We assume the distinguisher B receives a random instance (P,aP,bP,
¢P, h) of the Decisional Bilinear Diffie-Hellman problem. His goal is to decide
whether h = é(P, P)? or not. B will run A as a subroutine and act as A’s
challenger in the IND-IDTUSC-CCA game. During the game, A will consult B
for answers to the random oracles Hy, Hy, H3 and Hy. Roughly speaking, these
answers are randomly generated, but to maintain the consistency and to avoid
collision, B keeps four lists L1, Lo, L3, L4 respectively to store the answers used.
The following assumptions are made.

1. A will ask for H1(ID) before ID is used in any key extraction queries,
signcryption queries and unsigncryption share queries.

2. Ciphertext returned from a signcryption query will not be used by A in an
unsigncryption share query.
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3. A corrupts t — 1 unsigncryption members during the attack. That is, A
obtains private keys {S;}1<i<i—1 of corrupted unsigncryption members.

At the beginning of the game, B gives A the system parameters with P,y = cP.
Note that ¢ is unknown to B and simulates the master key value for the PKG in
the game. Then, B chooses two distinct random numbers 4,5 € {1,2,...,qm, }.
A asks a polynomially bounded number of H; queries on identities of his choice.
At the i-th Hy query, B answers by H;(ID;) = aP. At the j-th query, he
answers by Hq(ID;) = bP. Since aP and bP belong to a random instance of
the DBDH problem, A’s view will not be modified by these changes. Hence, the
private keys Drp, and Dyp,(which are not computable by B) are respectively
acP and bcP. Thus the solution é(P, P)*¢ of the DBDH problem is given by
é(Qrp,, Dip;) = é(D1p,,Qrp,). For queries Hy(ID.) with e # i, j, B chooses b.
from Z randomly, puts the pair (1D, b.) in list Ly and answers Hy(ID.) = b.P.
We now explain how the other kinds of queries are treated by B.

H, queries: On a Ha(g.) query, B searches a pair (g, Re) in the list Lo. If such
a pair is found, B answers by R., otherwise he answers A by a random binary
sequence R «—p {0,1}" such that no entry (., R) exists in Ly (in order to avoid
collisions on Hj) and puts the pair (g, R) into L2.

Hj; queries: For a query Hs(ce, k), B first ensures the list L3 does not contain
a tuple (ce, ke, re). If such a tuple is found, B answers r., otherwise he chooses
r g Fy, gives it as an answer to the query and puts the tuple (ce, k., r) into
L3.

H, queries: For a query Hy(Ye, te, u. ), B first ensures the list L4 does not contain
a tuple (Ye, te, Ue, Ve ). If such a tuple is found, B answers v, otherwise he chooses
v —g Zg, gives it as an answer to the query and puts the tuple (Y, Ue, te, v)
into L3.

Key extraction queries: When A asks a question Extract(ID,), if ID4 = ID;
or ID4y = IDj, then B fails and stops. If 1Dy # ID;, ID; then the list L;
must contain a pair (IDy4,d) for some d (this indicates B previously answered
Hy(ID4) =dP on a Hy query on ID4). The private key corresponding to 1D 4
is then dPpy, = cdP. It is computed by B and returned to A.

Signcryption queries: When A perform a signcryption query for a plaintext m
and identities 1Dy and IDpg. If ID4 and IDpg are not the identities ID; and
ID;, B computes the private key Drp, correspondingly and the query can be
answered by running the algorithm Signcrypt(m, Dip,,Qrp,). In the case
IDy=ID; or IDs=ID; and IDpg # ID;,1D;, B has to simulate the execution
of Signerypt(m, Dip,,Qrp,) as follows. He chooses r < F, and S «—pr Gf.
He computes k' = é(P,S)é(Pyuy, Qip,)" and 7 = é(S,Qrp,)é(Qipa, Dipg)"
where Djp,, is the private key corresponding to IDpg. He find ko = Ha(7) by
running the Hy simulation algorithm and computes ¢ = Ej, (m). He then checks
if L3 already contains a tuple (¢, k', r’) with 7/ # r. In this case, B repeats the
process with another random pair (r,S) until finding a tuple (¢, k', r) whose first
two elements do not figure in a tuple of the list L3. Before obtaining an admissible
tuple (c, k', r), B must repeat the process at most 2qg times. Once an admissible
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tuple (¢, k', r) is found, B puts (¢, k', r) into Lg before returning the ciphertext
(¢, r,S) which will appear to be valid from A point of view. If ID4 and IDp are
the identities /D; and IDj, B signcrypts m like this. He chooses 7* «—p F,/ and
S* < Gy and computes k' = é(P, S*)é(Ppup, Qrp,)" = é(P,5*)é(cP,aP)" .
B chooses 7* €r G5 and k) €r {0,1}™ such that no entry (., k%) is in Lo and
computes ¢* = FEy, (m). He then verifies if the list L3 already contains an entry
(c¢*, k1, ") such that ' # r*. If not, he puts the tuple (¢*, k{,*) into Ls and and
(7%, k%) into L. In the opposite case, B chooses another random pair (r*,S*)
and repeats the process as above until he finds a tuple (c¢*, k], *) whose first
two elements do not figure in an entry of Ls. Once he has admissible elements
(r*,S*), B gives the ciphertext o* = (¢*,r*,5*). A will never see that ¢* is not
a valid signcrypted text of the plaintext m for identities 1.D; and ID; since he
will not ask the unsigncryption share of o*.

Unsigneryption share queries to the uncorrupted member: When A observes
a ciphertext o’ = (¢/, 7/, S’) for identities I.D; and ID;, he may want to ask B for
the unsigncryption share of ¢’. In such a case, B always notifies A that the cipher-
text is invalid: if A previously asked the hash value Hs (¢, é(P, 8)é(Ppup, Q1p.,)" ),
there is a probability of at most 1/2* that B answered r’ (and that o’ was ac-
tually valid from A’s point of view). The simulation fails if L3 contains a tuple
(¢, é(P,S)é(Ppub, QIp A)’J,r’ ). When receiving an unsigneryption share query
for a ciphertext o' = (¢/,r’,S’) for identities D4 and IDp that are not ID;
and ID;, B first runs Keydis to obtain private/verification key pairs {D;, y;},
where 1 <1 < n and computes g = é(D;, Qrp, )(Suppose that the t-th mem-
ber has not been corrupted by A). Next, he chooses W; and 