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Preface

The International Conference on Asian Digital Libraries 2005 (ICADL 2005),
held in Bangkok, Thailand, 12–15 December 2005, was the 8th in a series of
annual international conferences organized by digital library researchers in Asia.
ICADL was set up to facilitate and stimulate the exchange of digital library
research, information, and technology in the Asian region while also function-
ing as a sister conference to its North American and European counterparts,
i.e., JCDL and ECDL. The theme of ICADL 2005 was “Digital Libraries: Im-
plementing Strategies and Sharing Experiences,” covering strategies, implemen-
tation experiences, systems, techniques, management, and applications. ICADL
2005 provided a forum for sharing experiences and exchanging research results,
innovative ideas, and state-of-the-art developments among researchers, educa-
tors, practitioners, and policy makers from a variety of disciplines such as com-
puter science, library and information science, archival and museum studies, and
knowledge management.

ICADL 2005 also marked the special occasion of the 50th birthday anniver-
sary of Her Royal Highness Princess Maha Chakri Sirindhorn, Patron of the
Thai Library Association.

ICADL 2005 received 164 paper submissions from 17 countries, including
a good number from outside the Asian region. From these, 40 full papers, 15
short papers, and 15 poster papers were accepted and are included in these
proceedings. Each paper was reviewed by the Program Committee members and
additional co-reviewers. The technical program comprised one day of tutorials,
followed by keynote and invited speeches, paper and poster sessions as well as a
post-conference workshop on metadata and Dublin Core.

The 14 technical paper sessions are: “Concepts and Models for Digital Library
Systems,” “Case Studies in Digital Libraries,” “Digital Archives and Museums,”
“Multimedia Digital Libraries,” “Information Processing in Asian Digital Li-
braries,” “Digital Libraries for Community Building,” “Information Retrieval
Techniques,” “Ontologies and Content Management in Digital Libraries,” “In-
formation Integration and Retrieval Technologies in Digital Libraries,” “Infor-
mation Mining Technologies in Digital Libraries,” “Digital Library System Ar-
chitecture and Implementations,”“Information Processing in Digital Libraries,”
“Human–Computer Interfaces,” and “Metadata Issues in Digital Libraries.”

Many people have contributed to the organization of this conference. We
would like to express our sincere thanks to the members of the Program Com-
mittee for their continuous advice and help in reviewing and selecting papers.
We thank the sponsors, members of the Steering Committee, and all individuals
for their support in making the conference a success. We also thank all authors
and delegates for participating in the conference.



VI Preface

Finally, we would like to express our gratitude to the Organizing Committee
Chair, Khunying Maenmas Chavalit, and the Organizing Committee for their
excellent work.

December 2005 Edward Fox
Erich Neuhold

Pimrumpai Premsmit
Vilas Wuwongse
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A Model of ITS Using Cold Standby Cluster

Khin Mi Mi Aung1, Kiejin Park2, and Jong Sou Park1

1 Computer Engineering Dept., Hankuk Aviation University
{maung, jspark}@hau.ac.kr

2 Division of Industrial and Information System Engineering, Ajou University
kiejin@ajou.ac.kr

Abstract. Current intrusion detection mechanisms have quite low de-
tection and high false alarm rates. Thus we propose a model of intrusion
tolerant system (ITS) to increase the survivability level from the success-
ful attacks. In this paper, we present the cluster recovery model using
cold standby cluster with a software rejuvenation methodology, which is
applicable in security field and also less expensive. Firstly, we perform
the steady state analysis of a cluster system and then consider an ITS
with cold standby cluster. The basic idea is - investigate the consequences
for the exact responses in face of attacks and rejuvenate the running ser-
vice or/and reconfigure it. It shows that the system operates through
intrusions and provides continued the critical functions, and gracefully
degrades non-critical system functionality in the face of intrusions.

Keywords: Security, Concepts and Models, Intrusion Tolerant System,
Rejuvenation, Cluster System.

1 Introduction

After intrusion protection and detection mechanisms, the next security mecha-
nism is the intrusion tolerant system (ITS). Current intrusion detection mecha-
nisms have quite low detection and high false alarm rates, and their progress has
reached to unacceptable levels.[1]. Thus we propose a ITS model to increase the
cluster system survivability level by maintaining the essential functionality. In
this paper, we present the cluster recovery model with a software rejuvenation
methodology, which is applicable in security field and also less expensive. The
nature of attacks is very dynamic because attackers have the specific intention
to attack and well prepare their steps in advance. So far no respond technique
able to cope with all types of attacks has been found. In most attacks, attack-
ers overwhelm the target system with a continuous flood of traffic designed to
consume all system resources, such as CPU cycles, memory, network bandwidth,
and packet buffers. These attacks degrade service and can eventually lead to
a complete shutdown. In this work, we address attacks mainly related to CPU
usage, physical memory and swap space usage, running processes, network flows
and packets. It will automatically detect potential weaknesses and reconfigure
with attack patterns, which are characterizing an individual type of attack and
attack profiles. We had analyzed the attack datasets and injected the attacks
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events into a system, and learned the prior knowledge. The next step is to restore
the system to a healthy state within a set time following the predictive alerts [2].

Software rejuvenation is a proactive fault management technique aimed at
cleaning up the internal system state to prevent the occurrence of more severe
future crash failures. It involves occasionally terminating an application or a sys-
tem, cleaning its internal state and restarting it. IBM Software Rejuvenation is a
tool to help increase server availability by proactively addressing software and op-
eration system aging [3]. The effect of aging is captured as crush/hang failures [4].

Survivability is the ability of a system to continue operating in the presence
of acci-dental failures or malicious attacks [5]. We illustrate our abstract model
for the survivability from the malicious attacks. We evaluate the survivability of
systems and services as well as the impact of any proposed changes on the overall
survivability of systems. The paper has also presented aspects of the operational
requirements for information systems such as the ability to operate through at-
tacks and graceful degradation. In the current literature, there are significant
numbers of researches, which are mainly concerned with survivability analysis.
Jha et. al. and Nikolopoulos et. al. [6, 7, 8] have studied reliability, latency and
cost benefit model. Jha et. al. [7] have analyzed survivability of network systems,
which are service dependent; therefore a system architect should focus on the
design of the system by analyzing only the service required of that system. Liew
et. al. [9] had presented a survivability function model. In their study, a surviv-
ability function is used as the measure instead of a single value for survivability.
Newport [10] built node and link connectivity models. The terms connectivity
and survivability are used interchangeably in their research. Moitra et. al. [11, 12]
simulated the model for managing survivability of network information systems.
They propose a model to assess the survivability of a net-work system. Different
parameters affect survivability such as the frequency and impact of attacks on
a network system.

In this paper, we present a model to increase the cluster system survivability
level using software rejuvenation. The organization of the paper is as follows. In
Section 1, we define the problem and address related research. Section 2 presents
a proposed model which can be used to analyze and proactively manage the
effects of cluster network faults and attacks, and recover accordingly and in the
following section, the model is analyzed and experiment results are given to
validate the model solution. Finally, we conclude that software rejuvenation is a
viable method and present further research issues.

2 Proposed Model

Significant features of various system resources may differ between specific at-
tacks. And the response and restore methods would differ as well. In this work,
the system has divided into three stages; healthy stage, restoration stage and
failure stage (refer to Figure. 1). The model consists of five states, such as healthy
state (H), infected state (I), rejuvenation state (Rj), reconfiguration state (Rc)
and failure state (F). The healthy state represents the functioning and service
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providing phases. In the healthy stages, the systems aware to resist by var-
ious policies and offer proactive managements which are periodic diagnostics
and automatic error log analysis, scheduled tasks (checking routine) based on
experiences to assess the approximate frequency of unplanned outages due to
resources exhaustion, monitoring server subsystems and software processes to
ascertain common trends accompanying regular failures, error logging and alerts
(error logging controls).

Fig. 1. Proposed Model

Fig. 2. State Transition Diagram

Table 1. Simulation Parameters [2]

Parameters (Per Minute)

λh,i=0.033 λi,j=0.2231 λi,c=0.2231
λj,h=15.229 λc,h=18.115 λc,j=2.886
λc,f=33.344 λf,h=18.3381 λi,f=0.2231

At the rejuvenation performing state, we need to be able to weigh the risk
of policy with further damage against the policy of shutting the system in an
emergency stage. In this case, the tools not only detect an attacker’s presence but
also support to get the information containments. The events are preconditions
and are related to compromised system states. Susceptible to attack is an action
or series of actions that lead to a compromise. Multiple defense mechanisms are
the set of actions that may be taken to correct vulnerable conditions existing
on the system or to move the system from a more compromised state to a
less compromised state. To this end, software rejuvenation methodologies are
reviewed and synthesized by the policies. The main strategies are occasionally
stopping the executing software, cleaning the internal state and restarting by
means of effectiveness of proactive managements, degrading mechanism, service
stop, service restart, reboot and halt.
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At the restoration stage, they may be decomposed into three types according
to their specific attacks such as

– Performing rejuvenation only
– Performing reconfiguration only and
– Performing both rejuvenation and reconfiguration

For example, if an attacker carries out attack by overloading processes, caus-
ing resources to become unavailable, we will perform a rejuvenation process by
gracefully terminating processes causing the resource overload and immediately
restarting them in a clean state. But for the other kinds of attacks, we have to re-
configure the system according per their impact. In this case we have considered
the reconfiguration state with various reconfiguration mechanisms, such as

– Patching (operating system patch, application patch),
– Version control (operating system version, application version),
– Anti virus (vaccine),
– Access control (IP blocking, port blocking, session drop, contents filtering),

and
– Traffic control (bandwidth limit)

As an example, performing rejuvenation only could deter the attacks, which
cause the process degradation such as spawn multiple processes, fork bombs,
CPU overload etc. For the cases of process shutdown and system shutdown
attacks, the attackers intend to halt a process or all processing on a system.
Normally it happens by exploiting a software bug that causes the system to halt
could cause system shutdown. In this case, just as with software bugs that are
used to penetrate, so until the software bug is reconfigured, all systems of a cer-
tain type would be vulnerable. An example of attacks called mail bombardment
or mail spam, the attacker accomplishes this attack by flooding the user with
huge message or with very big attachments. Depending on how the system is
configured, this could be counteracted by performing both reconfiguration and
rejuvenation processes. To perform the various reconfiguration mechanisms, we
have implemented the event manager, which contains the various strategies with
respect to the various impact levels of the specific infected cases. Each type of
event has its own routine, to be run when the attack takes place [2].

3 ITS with Cold Standby Cluster

3.1 Steady-State Analysis on a Single Node Through Markov
Process

According to the state transition diagram of Figure. 2 We denote as,

λh,i = infected rate from the healthy state
λi,j = rejuvenation rate from the infected state
μj,h = rejuvenation service rate to the healthy state
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λi,c = reconfiguration rate from the infected state
μc,j = reconfiguration service rate to the rejuvenation state
λc,f = failure rate from the reconfiguration state
μc,h = reconfiguration service rate to the healthy state
λi,f = failure rate from the infected state
μf,h = service rate from the failure state

And let the steady-state probabilities of the state of the system be

πh = the probability that the system is in Healthy State
πi = the probability that the system is in Infected State
πj = the probability that the system is in Rejuvenation State
πc = the probability that the system is in Reconfiguration State
πf = the probability that the system is in Failure State

Fig. 3. ITS with cold standby cluster

Using principle of the rate at which the process enters each state with the
rate at which the process leaves can derive the balance equations for the system
(refer to Figure 3).

λh,iπh = μj,hπj + μc,hπc + μf,hπf (1)
πi = Eπh (2)

πc =
λi,c

F
Eπh (3)
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πj =
(

λi,j +
λc,jλi,c

F

)
E

1
μj,h

πh (4)

πf =
(

λi,f +
λc,fλi,c

F

)
E

1
μj,h

πh (5)

By solving above equation in terms of πh and the condition πh + πi + πr +
πc + πf , we get

πh =
1

1 + E + λi,c

F E
+

1(
λi,j + λc,jλi,c

F

)E
1

μj,h
+

1(
λi,f + λc,f λi,c

F

)E
1

μj,h
(6)

Where E = λh,i

λi,j+λi,c+λi,f
and F = λc,f + λc,j + μc,h

The availability for the steady-state analysis on a single node through Markov
Process can be expressed as:

A = 1 − (πf + πj + πc) (7)

3.2 Steady-State Analysis with Two Nodes Through Semi-markov
Process

Semi-Markov models contain a Markov chain, which describes the stochastic
transitions from state to state, and transition or ’sojourn’ times, which describe
the duration that the process takes to transition from state to state. We address
the survivability model with semi-Markov process. We consider a cold standby
cluster with two nodes through Semi-Markov process. One node is as an active
(primary) and other as a standby (secondary) unit. The failure rate of the pri-
mary node and secondary node are different, and also the effect of failure of
the primary node is different from that of secondary node. The state transition
diagram is shown in Figure. 3. Initially the system is in state (1,1). When the pri-
mary is infected by active attacks, the system enters state (I, 1). In the infected
state, the system has to figure out whether rejuvenate or reconfigure to recover
or limit the damage that may happen by an attack. If the primary node has to
reconfigure, the system enters state (Rc, 1) otherwise enters state (Rj , 1). If both
strategies fail then the primary system enters the fail state. When the primary
node fails a protection switch successfully restores service by switching in the
secondary unit, and the system enters state (0,1). If the node failure occurs when
the system is in one of the states : (0,I) or (0, Rc), the system fails and enters
state (F,F). To calculate the steady-state availability of the proposed model,
the stochastic process of equation 8 was defined. Through SMP (Semi-Markov
Process) analysis applying M/G/1, whose service time is general distribution;
we calculated the steady-state probability in each state.

X(t) : t > 0 (8)

XS = (1, 1), (I, 1), (Rj , 1), (Rc, 1), (F, 1), (0, 1), (0, I), (0, Rj), (0, Rc), (F, F )
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As all the states shown in Figure 3 are attainable to each other, they are
irreducible. Additionally, as they do not have a cycle and can return to a certain
state, they satisfy the ergodicity (Aperiodic, Recurrent, and Nonnull) character-
istics. Therefore, there is a probability in the steady-state of SMP for each state
and each corresponding SMP can be induced by embedded DTMC (Discrete-
time Markov Chain) using transition probability in each state. If we define the
mean sojourn times in each state of SMP as hi’s and define DTMC steady-state
probability as di’s, the steady-state probability in each state of SMP (pi) can be
calculated by equation 9 [14].

π =
dihi∑
j djhj

, i, j ∈ XS (9)

Whereas, steady-state probability of DTMC di’s will have the following rela-
tionship as shown in equation 10 and equation 11.

→
d=

→
d .P (10)∑

i

di = 1i ∈ XS (11)

Where
→
d=

{
d(1,1)d(I,1)d(Rj ,1)d(Rc,1)d(F,1)d(0,1)d(0,I)d(0,Rj)d(0,Rc)d(F,F )

}
and

P is the transition probability matrix of DTMC expressed by the transition
probability in each state of XS in Figure 3 (P(i,j)). The system availability in
the steady-state is defined as equation 12, which is the same as the exclusion
of the probability of being in (F, 1) and (F, F) in each state of XS in the state
transition diagram.

A = 1 − (πF,1 + πF,F ) (12)

When D* indicates the deadline of the mean sojourn time ratio (dihi) for de-
termining whether the system survives in case either of the primary server or the
secondary server is in the attack state ((Rj , 1), (Rc, 1), (0, Rj), (0, Rc)), Y i(i =
(Rj , 1), (Rc, 1), (0, Rj), (0, Rc)), the indicator variable for determining the sur-
vivability of the system in the corresponding state is decided as follows.

dihi ≤ D∗Yi = 0, dihi > D∗Yi = 1 (13)

Using the indicator variable decided above, the survivability measure of a
restore system is defined as equation 14.

S = A −
[
Y(Rj ,1)π(Rj ,1) + Y(Rc,1)π(Rc,1) + Y(0,Rj)π(0,Rj) + Y(0,Rc)π(0,Rc)

]
(14)

4 Numerical Results

In this section, we illustrate the evaluation of model with numerical results. To
evaluate our SMP model, we need to set parameters for the transition probability



8 K.M.M. Aung, K. Park, and J.S. Park

and the mean sojourn time in each state. The accurate model parameter values
are unknown and we assume the relative differences for various model parameters
[2]. The use of various model parameters makes it relevant to get the sensitivity
level of different measures to variations in the model parameter values.

Figure 4 shows that infected rate from the healthy state and rejuvenation rate
from the infected state are more sensitive to decrease the steady state availability.

Fig. 4. Steady-state analysis of
non-cluster system

Fig. 5. Analysis of availability and sur-
vivability according to the change of the
transition probabilities of the primary-
secondary servers

Fig. 6. Analysis of survivability accord-
ing to early coping ability and the change
of deadline

Fig. 7. Analysis of survivability accord-
ing to the ability to cope with attacks and
the change of deadline

Table 2. Simulation Parameters for SMP

Mean Sojourn Time h(1,1)=50 h(I,1)=30 h(Rj ,1)=25 h(Rc,1)=50 h(F,1)=50
h(0,1)=50 h(0,I)=30 h(0,Rj )=25 h0,(Rc)=50 hF,F )=50

Transition Probability 0 ≺ P(Rj ,1), P(Rc,1), P(0,1), P(0,Rj), P(0,Rc) � 1
Deadline AMSTR/3 ≺ D∗ ≺ AMSTR
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As we expected, the steady-state availability decreases as the proportion of time,
which is spending in every state, is increased.Because the mean sojourn time in
each state has a general distribution, values are meaningful only as relative
differences. On the other hand, deadline (D*) for analyzing survivability was set
based on

(
dRj ,1dRc,1 + d0,Rj d0,Rc

)
/2, which is the average of mean sojourn time

ratio (AMSTR) in the attack state.
Figure 5 shows the change of system availability and survivability with the

decrease of system performance. As transition probabilities for the primary server
(Rj , 1) and (Rc, 1) or (0, Rj) and (0, Rc) related to the secondary server increase
at the same time, availability and survivability gradually decrease. To prevent
the decrease of survivability, it is necessary to diagnose the system in order to
lower the sojourn time ratio in the state of and while attacks from outside are
going on. Figure 6 shows the changes the level of system survivability according
to the changes in rejuvenation probability when the servers are attacked. The
difference between no deadline and deadline is insignificant in the section where
transition probability is less than 0.4. It means that the affect of performing
rejuvenation is not sensitive up to that section but after this section the coping
ability of restore system is decreasing and by using this graph we can analyze
the effectiveness of applying our approach. Figure 7, which is used to determine
the coping ability of a system when the system is exposed to attacks shows
the change of survivability according to the change of the probabilities (Rc, 1)
and (0, Rc). The cold-standby restore system suggested in Figure 6 and Figure 7
shows that survivability is maximized when the primary-secondary servers detect
abnormal behaviors as early as possible when each of them is exposed to attacks
and vulnerable situations.

5 Conclusion

In this paper, we have presented a model of ITS with cold standby system. This
study defined ten states for a cold-standby cluster system, computed DTMC
steady-state probability and SMP steady-state probability using the transition
probability and the mean sojourn time in each state and based on the results,
defined the availability of general systems. We have demonstrated the model can
be used to analyze and proactively manage the effects of cluster network faults
and attacks, and restore accordingly. According to the system operating param-
eters, we have modeled and analyzed steady-state probability and survivability
level of cluster systems under DoS attacks by adopting a software rejuvenation
technique. The result shows that the system operates through intrusions and pro-
vides continued the criticalfunctions, and gracefully degrades non-critical system
functionality in the face of intrusions. As an ongoing work, we are performing
our model with the real sojourn times of specific attacks in order to generalize
it with various attacks. We are analyzing a variety of probability distributions
in the real attack data, which is, described the attackers’ transitions and the so-
journ time that they spend in every state. The integration of response time and
throughput with downtime cost will provide a more accurate evaluation measure.
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Abstract. This paper introduces DoMDL, a powerful and flexible doc-
ument model capable to represent multi-edition, structured, multimedia
documents that can be disseminated in multiple manifestation formats.
This model also allows any document to be associated with multiple
metadata descriptions in different formats and to include semantic rela-
tionships with other documents and parts of them. The paper discusses
also how the OpenDLib Digital Library Management System exploits
this model to abstract from the specific organization and structure of
the documents that are imported from different heterogeneous informa-
tion sources in order to provide virtual documents that fulfill the needs
of the different DL user communities.

1 Introduction

Digital Library Management Systems (DLMSs) [1] are complex systems whose
main role is to mediate between content providers and content consumers in
order to fulfill information and functionality needs of the DL users.

In particular, DLMSs must support the storage and management of docu-
ments collected from heterogeneous information sources. These documents may
vary in their structure, format, media, and physical representation. They may
be described by different metadata formats and their access may be regulated by
different policies. The documents may either be copied from proprietary reposi-
tories into the digital library (DL) own repositories or they may be accessed on
demand following the link stored into the corresponding metadata records.

The DLMSs must also satisfy the demand of the DL users that want to search,
retrieve, access and manipulate documents semantically meaningful in their ap-
plication domain. Some users for example, may want to see the information space
as composed of journals structured in articles, while others may want to work
with collections of articles of the same author or with composite documents made
by a text and all the images that illustrate that text. Such documents may not
correspond to documents submitted to the DL or collected from existing sources,
rather they may be virtual documents created by reusing or by processing real
documents or parts of them.

Reconciling these two diverse requirements in a complex and application in-
dependent framework is one of the most important challenges of a DLMS. In
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order to fulfill these requirements a DLMS must be able to abstract from the
organization and structuring of the concrete underlying information space and
make it accessible through collections of virtual documents tailored to the needs
of the DL audience.

This paper focuses on the document model as one of the major factors that
influences the level of abstraction provided by a DLMS. In particular, the paper
introduces the Document Model for Digital Library (DoMDL), a document model
which has been successfully exploited in the OpenDLib system [2]. DoMDL can
represent multi-edition, structured, multimedia documents that can be dissemi-
nated in multiple manifestation formats. This model also allows any document
to be associated with multiple metadata descriptions in different formats and to
include semantic relationships with other documents and parts of them.

In OpenDLib, DoMDL plays the role of the
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Fig. 1. DoMDL in a DLMS

logical document model that is shared by all
the services. Documents harvested from differ-
ent sources are logically represented to and
known by all the OpenDLib services as DoMDL
documents. The services provide functionalities
that act at the level of abstraction specified by
this model. For instance, the storage service is
able to accept multiple editions of the same doc-
ument and automatically generate additional
new metadata formats, whereas the index ser-
vice can index any of the metadata formats as-
sociated with an edition. By exploiting the rich-
ness and flexibility of the DoMDL model,
OpenDLib is thus able to provide the DL users
with different views of the information space as this space is populated by virtual
documents that fulfill the needs of different application frameworks.

The rest of this paper is organized as follows: Section 2 presents the DoMDL
document Model; Section 3 illustrates how this model has been implemented in
the OpenDLib system and how it impacts on the provided functionalities; Sec-
tion 4 presents two examples, extracted from real OpenDLib DL applications,
that show how DomDL has been instantiated to represent specific types of doc-
uments; Section 5 compares DoMDL with the document models supported by
two other well known DL systems; and finally, Section 6 concludes.

2 The Document Model for Digital Library

DoMDL has been designed to represent structured, multilingual and multimedia
documents and can be customized according to the DL content to be handled.
For example, it can be used to describe a lecture as the composition of the teacher
presentation together with the slides, the video recording and the summary of the
talk transcript. However, the same lecture can be disseminated as the MPEG3
format of the video or the SMIL document synchronizing its parts.
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In order to be able to represent documents with completely different struc-
tures, DoMDL distinguishes four main aspects of document modeling and, using
terms and definitions very similar to the IFLA FRBR model [3], represents these
aspects through the following entities: Document, Edition, View, and Manifes-
tation (see Figure 2).

The Document entity, repre-
Document

Edition

View

Has
edition

Metadata

Content

Body

Reference

Has view

Manifestation

Has
manifestation

Is image
of

Has
metadata

Has
part

Is
specialized
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Handle

Identifier

URI

Rights

Rights

Rights

Rights

Fig. 2. Document Model for Digital Library

senting the document as a
distinct intellectual creation,
captures the more general as-
pect of it. For example, the
book “Digital Libraries and
Electronic Publishing” by
W. Arms or the lecture “Intro-
duction to Mixed Media Digital
Libraries”, by C. Lagoze, can
all be modeled as Document en-
tities. Each entity of this type
is identified via the Handle
attribute.

The Edition, representing a
specific expression of the
distinct intellectual creation,
models a document instance along the time dimension. The preliminary ver-
sion of this paper, the version submitted to a conference, the version published
in the proceedings, are examples of editions of the same document. These Edi-
tions are related to the appropriate Document with an Identifier whose value is
linear and numbered.

The View, modeling a specific intellectual expression, is the way through
which an edition is perceived. A view excludes physical aspects that are not
related to how a document is to be perceived. For example, the original edition
of the proceedings of a DELOS workshop might be disseminated under three
different views: a) a “structured textual view” containing a “Preface” created
by the conference chairs, and the list of thematic sessions containing the accepted
papers, b) a “presentation view”, containing the list of the ppt slides used in the
presentations, and c) a “metadata view”, containing a structured description of
the proceedings.

The Manifestation models the physical formats by which a document is dis-
seminated. Examples of manifestations are: the MPEG file containing the video
recording of the lecture made by C. Lagoze at a certain summer school, the AVI
file of the same video, the poscript file of a lecture given by another teacher at
the same school, etc. Physical formats are accessible via URIs, used to associate
local or networked file locations.

These entities are semantically connected by means of a set of relationships.
The relationships Has edition, Has view, and Has manifestation link the different
aspects of a document. Note that these relationships are multiple, i.e. there can
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be several objects in the range associated with the same object in the domain.
This means that there can be multiple editions of the same document, multiple
views of the same edition and multiple manifestations of the same view.

The View entity is specialized in two sub-entities: Metadata and Content. The
former allows a document edition be perceived through the conceptualization
given by its metadata representations. These may be a flat list of pairs (fields,
values), as in the Dublin Core metadata records [4], or more complex conceptual
structures, such as in the IFLA-FRBR records. Typically, this metadata view
is indexed to support attribute-based querying and browsing operations, but it
may otherwise be used. For example, it may be disseminated free of charge while
the document contents are regulated by fee access, or disseminated on a mobile
device. By using the Has metadata relationship it is possible to model the fact
that also content views can be described by one or more metadata records in
different formats.

The Content view has two sub-entities: Body, and Reference. The former is
a view of the document content when it is to be perceived either as a whole or
as an aggregation of other views. For example, a textual view of the proceed-
ings a DELOS workshop is built as the aggregation of the textual views of its
component articles. The relationship Has part links a Body view with its compo-
nent views. A Body view may be specialized by other views that represent more
detailed perceptions of the same content. For example, an article of the cited
proceedings may be specialized by two views related to the French and English
version of that document, respectively. A view is related to all its specializations
through the relationship Is specialized by.

The Reference entity represents a view that does not have associated manifes-
tations because it is linked with an already registered manifestation. This entity
has been introduced to represent the relationship between views of different doc-
ument editions. Articles presented at the same workshop, for example, can be
modeled as single documents and grouped together by the workshop proceedings
document that contains only the references to them. It is worth noting that this
entity, bringing together parts of real or virtual documents, makes it possible
to manage virtual documents that are not explicitly maintained by the storage
system. For example complex reports, or training lectures, can easily be mod-
eled as composition of parts extracted from real documents. A reference view is
linked with another view via the relationship Is image of.

Each of the entities described above has a set of attributes that specify the
rights on the modeled document aspects. This makes it possible, for example, to
model possibly different rights on different editions, different access policies on
different views or on different parts of the same view, and so on.

3 The OpenDLib Implementation

The document model we have presented has been successfully validated by
the OpenDLib experience. OpenDLib [2] is DLMS developed at ISTI-CNR; at
present, this system is running in a number of instances serving different institu-
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tions. OpenDLib flexibility and customizability are mainly due to the adoption
of the DoMDL as logical model to represent both the physical and semantic
structure of the documents.

The four ways to think of relationship between a DLMS and its document
model are in the following patterns: (i) document storage, (ii) document dis-
covery, (iii) document access, and (iv) document visualization. In the following,
we first describe the OpenDLib representation of DoMDL and then we address
some issues that affect the system from the point of view of the patterns above.

3.1 DoMDL Representation

The representation of a document model usually deals with (i) the description of
the internal relations among document entities, and (ii) the management of the
related physical parts of each entity. The OpenDLib solution to these problems
is to decouple the definition of the document model instance from its real data.
With this approach a document is really composed by several files. The instance
of the document model for a given document is described in a separate file, named
Structure file, which is the only mandatory element that must be provided. The
goal of this file is to explain the composition and the relations among the other
files that compose the document.

The natural way to express such structured data is through an XML docu-
ment. Therefore, a major design issue was to define an appropriate XML Schema,
able to cover all the DoMDL features. XML Schemas provide a standard means
to specify which elements may occur in an XML document and in which order,
and to constrain certain aspects of these elements. The result of this effort is the
DoMDL XML Schema [5]. An XML document validated against this Schema
describes a particular edition of a document; main entities (views and manifes-
tations) belonging to a document are represented with tags while relationships
among them are expressed by nesting these tags. As well, a number of attributes
on the entity tags allows their type and the related behavior be specified. In this
way, a Structure file can put together different physical components to form an
unique and coherent structured document. Different editions of the same docu-
ment are not physically linked together, rather they are logically grouped by the
storage model in order to obtain a higher flexibility of the system. The storage
model, in fact, is able to manage editions as a single entity since they share the
same document identifier.

Finally, according to the document model specification, it is also possible
to express a set of rules that regulate the rights on the document views via
the properties child tag; in this implementation the rights to download, deliver,
transcode or display a view may be, or not be, granted.

In the next section we analyze how the DoMDL model impacts on the OpenDLib
system design and how OpenDLib exploits the model to offer new functionalities.

3.2 Related System Issues

The adoption of a particular document model involves the system design and
implementation at various levels.
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Document Storage. The heart of any DLMS is its storage model, that is
how the information is maintained in the system. Here we do not argue about
the physical storage manager implemented by OpenDLib since, traditionally,
a storage model decouples the document model adopted from the underlying
technologies used to store documents. Rather we present both the constraints
and opportunities that the utilization of DoMDL has introduced in the system.

Primarily, according to the DoMDL specification, the storage model must be
able to manage multiple metadata formats for the same document and multiple
physical manifestations for the same view of a document. This allows OpenDLib
to be enriched with the capability to: (i) automatically move from one metadata
format to another one using the provided XSLT stylesheet, and (ii) automat-
ically migrate from one physical manifestation (e.g. a pdf file) to another one
using a provided transformation procedure or configuring the system to use a 3rd
party tool. Among the others, two major advantages that rise from these func-
tionalities are (i) to make it easy to create new Digital Libraries starting from
existing heterogeneous information sources and (ii) to preserve documents from
the technological obsolescence. Regarding manifestations, they are identified by
URIs. A manifestation can be stored inside or outside the system, depending on
the time in which the URI is dereferenced. When a new document is submitted,
a number of solutions is offered in order to support a range of different needs. In
fact, a manifestations can be: (i) directly uploaded with the document, (ii) auto-
matically retrieved from an external location and locally stored, (iii) maintained
as an external manifestation and dynamically retrieved at the access time, or (iv)
maintained as an external manifestation and displayed through its original loca-
tion at the access time. These options are made available by properly combining
the values of the attributes of the manifestation tags in the document Structure
file. The combination of these options at document level makes it possible to
build new structured documents that enrich the original ones by aggregating
multiple parts of different documents from different heterogeneous information
sources. Moreover, these choices promote an optimal utilization of the storage
resources. For instance, if an manifestation requires too many storage resources
to be stored internally, it can simply be referred to its external original location.
This optimization is also supported by the reference view mechanism. Following
the model specification, a view can be a reference to another view of a different
document; by implementing this mechanism, data duplication is avoided.

The last advantage we mention here is the possibility to submit and manage
documents that are modeled in very different fashions in the same OpenDLib
instance, if they are compliant with the DoMDL XML Schema. This introduces
a high level of flexibility and promotes a full integration among heterogeneous
information sources with different types of documents or metadata.

Finally, let us mention addressability, i.e. the granularity of documents that
can be directly addressed or referenced. The basic addressable unit is the single
manifestation. Moreover, the list of all views or manifestations as well as the list
of editions of a document can also be addressed.
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Document Access. The access granularity, i.e. how a document or its com-
ponents can be accessed, is closely tied to the storage model. Possible options
include: (i) to expose data according to the document model representation, and
(ii) to hide the representation and provide an interface to query the model in
order to obtain the document parts. OpenDLib implements both solutions by
providing direct access to the Structure file and also an interface to query a given
document. This design choice allows users to select the option that fulfils their
needs at best. For instance, to speed up the operations, other OpenDLib mod-
ules retrieve from the storage subsystem the Structure files and then manage
the corresponding documents. External applications should instead request the
document entities (e.g. all the editions of a document, all the manifestations,
etc.) in order to be independent from the DoMDL representation.

Document Discovering. Documents discovering is a crucial component of any
distributed Digital Library system. This feature is usually achieved through in-
dexing and search mechanisms. OpenDLib provides these functionalities both on
the document metadata and, when possible, on the documents themselves (full-
text indexing) via its search subsystem. The adoption of DoMDL had a great
impact during the design of this subsystem because documents can be expressed
in any format and thus no assumptions could be made about the presence of any
field or structure of the indexed information. The result is a highly customizable
search subsystem based on: (i) a complete configuration of any index concerning
the metadata or manifestation format, the elements to be indexed and the set of
elements to be return after a query, (ii) an abstraction layer between the query
engine and the format-independent query language supported, and (iii) inspec-
tion mechanisms that support the discovery of which indexed format, which
query operators and which result sets are supported by a particular instance of
an index. Therefore, thanks to the document model, an OpenDLib instance can
have multiple indexes able to index any format independently of their number or
location. Also the graphical user interface provided to interact with the search
subsystem has the capability to configure itself, depending on which index it
currently interacts with, by automatically adding, removing or changing both
its components and look and feel. In addition, the search subsystem offers the
very new possibility to execute queries across documents handled by different
information sources and expressed in different formats.

Document Visualization. The visualization of documents is the last main
issue strictly related with the document model. DoMDL gives a great number of
opportunities for the presentation of complex documents. For instance, it allows
document visualization be personalized by deciding who has the rights to view
what.

OpenDLib provides two kinds of document visualization, one tab-based and
one window-based, both able to display documents compliant with the DoMDL
model. In either mode, a graphical rendering of the document structure is vi-
sualized and manifestations are retrieved on demand next to the user requests.
As well, OpenDLib can easily be extended with additional visualization features;
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this is specially useful for OpenDLib instances that manage classes of documents
with the same structure, e.g. papers or talks, to better exploit the specific struc-
ture of those documents. The mechanisms above make it possible to present the
same document in different ways by making the concept of virtual document
concrete.

4 DoMDL Exploitation

In this section we present two successful stories of exploitation of the DoMDL
features in the context of digital library instances that are powered by OpenDLib.
We do not want to show these examples to validate the design choices made by
these digital libraries to represent their documents; rather we want to demon-
strate that DoMDL is suitable to accommodate the needs of different user
communities.

The first example we report is extracted from the DELOS DL [6]. This DL
handles documents published by the homonymous Network of Excellence on
Digital Libraries. It stores, maintains, and disseminates, among the others, the
proceedings of several DELOS events like the ECDL conferences, a number of
thematic and brainstorming workshops, and the international summer schools.

These documents are characterized by a large number of inter-relationships
that are emphasized to improve the accessibility and readability of semantically
related documents.

Figure 3 depicts a typ-
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ical edition of an ARTI-
CLE maintained in this
DL. Each edition has the
following views: Metadata,
Abstract, and Content
which are expressions of
the article related to man-
ifestations in different for-
mats; Related Talk, which
links with the presenta
tion of the article made by
its author during the re-
lated event; and In
Proceedings, which links with the document that represents the proceedings
where the article has been published. Reference views are also used to link a
TALK document with the content of the edition of the respective article. It
is also important to point out that in the DELOS DL different metadata for-
mats are used to represent the description of an article, that multiple manifes-
tations in different content types are associated with the same view, and that
the video manifestations are stored on video streaming servers able to improve
their fruition. Finally, we highlight that the end-user perceives an intellectual
creation via the homogeneous and coherent presentation of a virtual document
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that, instead, is obtained collecting parts of different and heterogenous stored
documents.

The second example is extracted from the ARTE DL [7]. This DL stores,
maintains, and disseminates the digitized versions of ancient texts and images
linked by relationships that express semantic associations among them, such as
the contains, is contained in, is related to, and has authored by relationships. The
original documents are collected from very heterogeneous information sources:
(i) ranging from different types of database to file-system based storage systems,
and (ii) based on proprietary content representations. A typical edition of an
ICONOGRAPHY is represented by its metadata and related picture. The value
added by using DoMDL is perceived by analyzing the document relationships.
Using reference views, it has been possible to model virtual documents allowing
end-users to navigate the relationship from an iconographic document to the
book that contains it, analyze the textual part before and after the mentioned
picture, browse the book to see other similar documents, and also immediately
access to the other related iconographic documents.

Finally, it is important to note other specific characteristics of the docu-
ments managed by this digital library, namely: the wide heterogeneity of the
representation and description formats; the existence of access policies regard-
ing many parts of the documents; and the variety of new documents that are
created by the members of the digital library by composing parts of existing
documents.

5 Related Works

Most of DLMSs are designed to manage simple documents, i.e. documents com-
posed by a single entity having a fixed metadata format. In this section we
present a comparison between DoMDL and two rich document models that have
been designed to fulfill requirements arising from different contexts, the DSpace
data model and the Fedora digital object model.

5.1 The DSpace Data Model

DSpace1 [8, 9] is an open source digital library system designed to operate as a
centralized system for capturing, storing, indexing, preserving, and redistributing
documents in digital formats. It has been designed to fulfill the requirements of
a university research faculty for managing its intellectual outputs.

Item is the basic archival element in DSpace and thus it corresponds to the
DoMDL Document entity. An item is organized into bundles of bitstreams, where
a bundle is a set of somehow closely related bitstreams corresponding in part to
our View entity, while a bitstream is a stream of bits, usually is a computer file
and it is thus close to the physical part of our Manifestation entity. For example,
a document having two different manifestations, a PDF and an HTML one, is

1 http://www.dspace.org
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modeled in DSpace with an item having two bundles: (i) the PDF manifestation
that has a bitstream representing the PDF file, and (ii) the HTML manifestation
with a set of bitstreams representing HTML files and images that compose the
main HTML manifestation.

The ordered sequence is the only type of relationship that can be expressed
between bitstreams of the same bundle. Moreover, the concept of edition is not
explicit within this model, even if it may be modeled via particular structural
metadata by adapting some DSpace components. Further, references, that make
it possible to build documents by aggregating already existing ones, are not
modeled explicitly.

DSpace manages descriptive, administrative and structural metadata. Re-
garding descriptive metadata, each item has one qualified Dublin Core metadata
record. This schema can be changed but the system search and submission func-
tionalities are not capable to automatically react to these changes and thus they
must be updated. Moreover, it is possible to manage just one metadata record
for each item, i.e. if there are two or more descriptive metadata records about
an item, only one is considered as the metadata record while the others can only
be stored into the system by using the bundle concept and thus they will not
be used in the discovery phase. Administrative metadata include (a) preserva-
tion metadata and (b) authorization policy metadata in a sort of proprietary
format. DSpace structural metadata can be considered as being fairly basic, i.e.
bitstreams of an item can be arranged into separate bundles as described above,
and this probably will be an area of future development as DSpace designers
state.

5.2 The Fedora Object Model

Fedora2[10, 11] is a repository service for storing and managing complex ob-
jects. At its core there is a powerful document model and thanks to the rich-
ness and flexibility of this model the system is nowadays used by many
institutions.

A Fedora digital object is composed by i) a unique identifier, ii) a set of
descriptive properties, iii) a set of datastreams, and iv) a set of disseminators.
Descriptive properties are the information needed for the management of the
objects within the repository, i.e. the object type, its state, its creation, and
last update date. The type is used to distinguish among the primitive Fedora
objects while the state is used to distinguish among active, inactive and deleted
objects.

Datastreams are containers used to maintain both data and metadata be-
longing to an object. Thus, the same concept is used to model bytestreams
representing the document, as well as metadata to express relationships with
other objects, policies and audit data. Moreover, a datastream is either used to
encapsulate any type of bytestream internally as well reference to it externally.
In this way, on the one hand it is possible to aggregate local content with exter-

2 http://www.fedora.info
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nal content, on the other hand there is not a complete decoupling between the
document structure and its content. This broad concept of datastream, equiv-
alent to the DoMDL view, uses reserved datastreams to differentiate between
its types. For instance, a datastream of type DC is used to express the DC
Metadata record [12], while a datastream of type REL-EXT is used to express
object to object relationships following a well established ontology of relation-
ships3.

Disseminators are components capable to associate an external service with
the object in order to supply a virtual view of the object itself, or of its datas-
tream content. The Fedora repository, interoperating with the service, is in
charge to produce this view. As a consequence this approach is object centric,
i.e. in order to create a new view over a set of documents it is needed both to
create a service capable to offer it and to update all the objects that this service
must act on.

Fedora object model covers also versioning related to components, i.e. datas-
treams and disseminators. The system automatically creates a new version of
them whenever they are modified, while maintaining also the former represen-
tation without changing the document structure. Thus, within the same compo-
nent identified by its identifier, all the versions are maintained and identifiable
via their own identifier.

DoMDL and Fedora digital object model have many commonalities and both
aim at managing complex structured documents. Main differences are related
with the mechanisms for offering virtual views as well as with how they decouple
structural information from content information.

6 Conclusion

This paper has illustrated the DoMDL model and discussed how it has been
exploited by the OpenDLib system to achieve the ability of abstracting from the
specific organization and structure of the documents whether they have been
submitted or harvested from exiting heterogeneous information sources. The
paper has also shown how the proposed model has been used to support the
document representation requirements of two different OpenDLib empowered
DLs. The reported examples have highlighted the DoMDL capability of repre-
senting complex documents built by aggregating related parts, where each part,
in turn, may be shared with other documents. These characteristics, together
with the ability to distinguish different aspects of a document and associate mul-
tiple matadata formats, are the major distinguishing features of DoMDL with
respect to other DLs document models.

We strongly believe that these features will also be important in the future
DLs which will support the construction of documents which have no analo-
gous in the traditional physical world. In this framework models like DoMDL
will provide the necessary substrate for the semantic layer of a DL information
model [13].
3 http://www.fedora.info/definitions/1/0/fedora-relsext-ontology.rdfs



22 L. Candela et al.

References

1. DELOS-NSF Working Group on Digital Library Information-Technology In-
frastructures: Final report. Technical report, DELOS NoE and NSF (2003)

2. Castelli, D., Pagano, P.: OpenDLib: A Digital Library Service System. In Agosti,
M., Thanos, C., eds.: Research and Advanced Technology for Digital Libraries,
6th European Conference, ECDL 2002, Rome, Italy, September 2002, Proceedings.
Lecture Notes in Computer Science, Springer-Verlag (2002) 292–308

3. IFLA Study Group on the Functional Requirements for Bibliographic
Records.: Functional Requirements for Bibliographic Records: Final Report.
(http://www.ifla.org/VII/s13/frbr/frbr.htm)

4. Dublin Core Metadata Initiative: Dublin Core Metadata element set, version 1.1:
Reference description. (http://dublincore.org/documents/dces/)

5. OpenDLib: DoMDL XML Schema. (http://www.opendlib.com/resources/-
schemas/domdl.xsd)

6. OpenDLib: The DELOS Digital Library. (http://delos-dl.isti.cnr.it)
7. OpenDLib: The ARTE Digital Library. (http://arte-sns.isti.cnr.it)
8. Tansley, R., Bass, M., Stuve, D., Branschofsky, M., Chudnov, D., McClellan, G.,

Smith, M.: The DSpace Institutional Digital Repository System: current func-
tionality. In: Proceedings of the third ACM/IEEE-CS joint conference on Digital
libraries, IEEE Computer Society (2003) 87–97

9. Tansley, R., Bass, M., Smith, M.: DSpace as an Open Archival Information System:
Current Status and Future Directions. In Koch, T., Sølvberg, I., eds.: Research and
Advanced Technology for Digital Libraries, 7th European Conference, ECDL 2003,
Trondheim, Norway, August 17-22, 2003, Proceedings. Lecture Notes in Computer
Science, Springer-Verlag (2003) 446–460

10. Payette, S., Thornton, S.: The Mellon Fedora Project: Digital Library Architecture
Meets XML and Web Services. In Agosti, M., Thanos, C., eds.: Research and
Advanced Technology for Digital Libraries, 6th European Conference, ECDL 2002,
Rome, Italy, September 2002, Proceedings. Lecture Notes in Computer Science,
Springer-Verlag (2002) 406 – 421

11. Lagoze, C., Payette, S., Shin, E., Wilper, C.: Fedora: An Architecture for Complex
Objects and their Relationships. Journal of Digital Libraries, Special Issue on
Complex Objects (2005)

12. DC Team: Dublin Core Metadata Initiative. (http://dublincore.org)
13. Del Bimbo, A., Gradmann, S., Ioannidis, Y.: Towards a Long Term Agenda for

Digital Library Research. Third Delos Brainstorming Meeting Report - Corvara -
Italy, DELOS NoE (2004)



Traveling in Digital Archive World: Sightseeing
Metaphor Framework for Enhancing User Experiences

in Digital Libraries

Taro Tezuka and Katsumi Tanaka

Graduate School of Informatics,
Kyoto University

{tezuka, tanaka}@dl.kuis.kyoto-u.ac.jp

Abstract. Digital libraries are currently growing rapidly in number and size,
covering various fields. However, despite the great deal of intellectual effort and
large budgets necessary for their construction, digital libraries are often limited
to use by specialists. We describe a framework that will attract more users to
digital libraries through enhancing the presentation layers. We propose the guid-
ing principle to such enhancement, the Sightseeing Metaphor Framework (SF),
which is a structure based on user activities during sightseeing. We exemplify
it in a Web-based regional information presentation system. The evaluation we
did for an elementary school classroom revealed that the system created a better
impression on the students compared to an existing presentation scheme.

1 Introduction

A common problem with many digital libraries is that users are often limited to special-
ists from specific fields. Despite the great deal of intellectual efforts and large budget
necessary for their constructions, those who can benefit are limited. It would be prefer-
able for more users to benefit, to maintain extensive public support for the construction
and maintenance of digital libraries. To attract more users, the presentation layer must
be enhanced. Ordinary directory structures and search interfaces are often insufficient
to create an attractive presentation mechanism for digital libraries.

Many proposals have already been made to improve the presentation layer of digi-
tal libraries. However, these proposals all involved separate techniques under different
operating principles.

We present the Sightseeing Metaphor Framework (SMF), a framework for enhancing
user experiences based on metaphorical mapping for sightseeing activities in the real
world. The SMF provides an easy-to-apply guiding principle to expand digital libraries
and enhance user experiences.

We built an application example based on the SMF, a Web-based regional informa-
tion search system. We evaluated the system in an elementary school classroom, to see
its usability among students.

The rest of the paper is organized as follows. Section 2 discusses related work. Sec-
tion 3 describes the Sightseeing Metaphor Framework. Section 4 presents an applica-
tion example. Section 5 discusses the evaluation of the application. Section 6 is the
conclusion.

E.A. Fox et al. (Eds.): ICADL 2005, LNCS 3815, pp. 23–32, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Fig. 1. Elements of digital library

2 Related Work

Many researchers consider the low rate of usage of digital libraries to be a problem.
Without extensive public support, it is difficult to construct a digital library [1]. Pro-
crastination in the construction of digital libraries often results in the loss of valuable
cultural heritage.

The presentation layer has been attracting a great deal of attention as a method of
attracting more users [2][3][4]. However, these have been separate proposals and a more
general scheme has not been discussed.

There have been discussions on metaphors being helpful in planning digitized sys-
tems [5]. The spatial metaphor has also been said to play a crucial role in the cognition
of abstract concepts. Cognitive linguistics researchers have argued that many abstract
expressions are based on spatial relationships in the physical world [6]. The SMF is an
extension of the spatial metaphor.

The travel metaphor discussed by Hammond and Allison is similar to the SMF [12].
It was a design principle aimed at making a complex system easily understandable and
navigable. Consequently, their metaphorical mapping was simple, and limited to three
minimum aspects in traveling. These were 1) go-it-alone travel and guided tours, 2) a
map, and 3) guidebooks, or an index.

The aim of our system was not to make the system easily understood, but to improve
user experiences and draw more user attention to digital libraries. Consequently, SMF
covers wider aspects of traveling than Hammond and Allison’s travel metaphor did.

There is also the tour metaphor, which is actually a synonym for the travel metaphor.
This metaphor is also sometimes used in digital libraries [15][16].

3 Sightseeing Metaphor Framework

Activities in the digital environment resemble those during sightseeing in the real
world. Since sightseeing has created enjoyable experiences for tourists for centuries,
we presume that designers of digital libraries can learn from different aspects of
sightseeing.
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The aim of the SMF was to set metaphors that could be used to enhance the presen-
tation layer of a digital library. Figure 2 outlines the overall structure for the SMF.

Fig. 2. Elements of Sightseeing Metaphor Framework

We will describe elements of the SMF in detail in the following subsections. Each
element is a function that digital libraries are encouraged to implement, to enhance user
experiences.

3.1 Actors: Tour Guide and Companion Metaphors

Digital libraries are encouraged to provide elements that correspond to tour guides and
companions in sightseeing.

A tour guide gives directions to a tourist, recommends sightseeing spots, and pro-
vides background information at each spot. He or she acts as an annotator to the sight-
seeing. Annotation has been attracting a great deal of attention recently as a key concept
in content analysis [9]. It is also a function encouraged in digital libraries.

It is more enjoyable in the real world sightseeing if the tourist has a companion. He or
she can share experiences and exchange impressions. Digital library users often have to
confront content along by themselves. Although it may satisfy the purpose of searching
for information, the experience itself is not as exciting. Users of digital libraries should
be encouraged to interact with others, either in real time or by leaving comments on
the content that they encountered. The companion metaphor does not necessary involve
face-to-face contacts. The user can interact with other users through shared comments
on the content.

3.2 Scenarios: Tour Course and Free Walk Metaphors

Digital libraries are encouraged to provide both tour courses and free walks .

In sightseeing, tourists either travel along a tour course or stroll around. Although
tourists using a tour course will not miss popular places of interest, they have less of a
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Fig. 3. Actor metaphors

Fig. 4. Scenario and place of interest metaphors

chance of finding unexpected spots. In contrast, strolling tourists have more chances to
encounter unexpected spots or events. In a same manner, tour courses and free walks
are encouraged in digital libraries. Different scenarios must be provided to meet user
demands.

3.3 Perspectives: Map, Scenery, and Close Observation Metaphors

Digital libraries are encouraged to provide various perspectives to view content, such
as maps, scenery, and close observation, depending on user’s requests.

Sightseeing tourists are able to change perspectives; they can check maps, view
scenery, or make close observations of the place of interest. Such diversity in perspec-
tives enriches the sightseeing activity. Users of digital libraries would also like to change
their perspectives. The map and scenery metaphor provides an overview of the user’s
surrounding environment. It gives the context to the content. The context enriches his
or her experience, by extending his or her interest and relating different topics. Digi-
tal libraries are encouraged to provide various views to the content, depending on user
requests.
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3.4 Places of Interest: Well-Known and Little-Known Places of Interest
Metaphors

Digital libraries must be able to recommend both well-known and little-known content.

Sightseeing involves both well-known and little-known places of interest. Tourists
on a regular course can visit well-known spots efficiently, while unguided tourists can
also check out little-known places.

Fig. 5. Perspective metaphors

Such significant content provides orientation to the user while browsing. Digital li-
braries are encouraged to recommend both well-known and little-known content, de-
pending on user requests.

4 Application Example

We implemented an application example based on SMF, the Train Window system.
Some of, though not all, the SMF elements were applied in its implementation. The
system is a presentation layer of the regional information on the Web. The Web today
contains vast amounts of regional information, provided free to the public.

Like many privately owned digital libraries, regional information on the Web is a
set of digitized content under a certain topic, and is structured based on the location
attribute. The difference from privately owned digital libraries is that it is created and
maintained by a number of groups and individuals distributed over the globe.

In the Train Window system, web pages are searched using the Google Web API
[18]. Geographic data originates from a digitized residential map provided by Zenrin
Ltd [19]. The system was implemented in Java. It has a client-server architecture over
the Internet, consisting of a Web browser, a servlet, and a database. The user interface
is a regular Web browser.

4.1 Map Interface, Based on Map Metaphor

The map metaphor was implemented as a map-based user interface. The map interface
is the most straightforward implementation of the map metaphor and is located at the
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upper half of the user interface, which is the Web browser. The map can be dragged,
turned, and zoomed in/out with the mouse. When the area on the map changes, a mes-
sage is sent to the servlet, which sends the (visible) place name located closest to the
map center to the Google Web API. The Google Web API then returns the (putative)
most relevant Web page, which is shown in the lower half of the user interface. The user
can also make the map jump to an arbitrary destination, by typing in a location name
into the text search field.

Fig. 6. Train Window system: application example

4.2 Landmark Presentation, Based on Places of Interest Metaphor

The place of interest metaphor was implemented as a landmark presentation func-
tion. The map interface for the Train Window system presents significant landmarks.
Names of landmarks shown on the map interface are actually links to the regional con-
tent on the Web. In our application, the links are acting as recommendations for the
content.

4.3 Path Recommendation, Based on Tour Course Metaphor

The tour course metaphor was implemented as a path recommendation function. The
user is provided with different paths recommended by the system. Once a path is cho-
sen, the map automatically moves along the path. The system continuously displays
Web pages related to the landmark closest to the map center, as the map moves. It
is a mechanism to recommend the most significant places of interest along a given
route. Like a recommended course, the user can browse the most significant content,
without the need for actions such as typing in search keywords or clicking on
hyperlinks.

4.4 Local Landmark Selection, Based on Free Walk Metaphor

The free walk metaphor was implemented as a local landmark selection mechanism.
When the map interface is showing an arbitrary area, the most significant landmarks
within the area will be presented. This is corresponding to the real world in the follow-
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ing manner. When discussing a small area, even a traffic sign or a grocery store can act
as a landmark. On the other hand, there are significant landmarks that symbolize a city
or even a state. In free walk, the user has chances to meet less significant landmarks. In
our implementation also, the user can zoom in and move around the map by his or her
will to find less popular contents.

We described a concrete algorithm for evaluating landmark significance based on
Web documents in our previous paper [17].

5 Evaluation

The system was evaluated by an elementary school class. The class was for the “Pe-
riod for Integrated Studies”, a curriculum aimed at bridging different subjects such as
information technology and social studies.

5.1 Experiment Setup

The target class consisted of 5th and 6th grade students, aged 10-12. A total of 56
students attended. They were divided into small groups of 3 to 9 members. Each group
chose a specific area of interest in their neighborhood, and was asked to create a plan
for their field research with computers. The students had to gather information on their
target region, choose places to visit, and check bus or train timetables, through the
Internet. By the end of the class, they had to fill in the route plan with suitable means of
transportation. They could use either our Train Window system or regular Web search
engines to gather information about their target regions.

Fig. 7. Evaluation at elementary school

The class was two hours. Two teachers and two assistants supported the students
and taught them how to use the Train Window system. The teachers and assistants also
provided hints on preparing route plans. A questionnaire was passed around at the end
of the class.
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5.2 Results

After the classroom experiment, we obtained 33 effective answers from a total of 38
answer sheets. This was because some of the students were unable to try the Train Win-
dow system, due to the group-based style of the assignment. Some students gathered
using the Train Window system, while others worked on arranging the travel schedule.
Out of the 33, 22 were from 5th grade students, and 11 were from 6th grade students.
Figures 8-9 are pie charts of the results. The students’ impressions are listed in Fig.
10-11.
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Very
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See
40%

Easy to
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Fig. 8. Impressions of map interface
with landmarks, in comparison to ordi-
nary map
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Fig. 10. Impressions of map interface with landmarks, in comparison to ordinary map

The results were favorable for the extensions based on SMF, apart from some tech-
nical shortcomings with the implementations. In this case, our automatic presentation
based on the recommended course metaphor was more attractive for children, when
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Fig. 11. Impressions of automatic presentation of Web content, in comparison to static presentation

compared to the traditional static presentation based on the map metaphor and the point
of interest metaphor, as indicated in Figure 9 and 11.

6 Conclusion

This paper described the SMF (Sightseeing Metaphor Framework), the guiding prin-
ciple for enhancing user experiences in digital libraries. It can be applied to different
variations of digital libraries.

An application example was implemented, using three metaphors contained in the
SMF. The application enabled regional content to be searched and browsed on the Web.
We evaluated the SMF in an elementary school classroom. We found that the presen-
tation of regional Web content based on the SMF received favorable comments from
students.
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Abstract. Digital library systems with monolithic architectures are
rapidly facing extinction as the discipline adopts new practices in soft-
ware engineering, such as component-based architectures and Web Ser-
vices. Past projects have attempted to demonstrate and justify the use
of components through the construction of systems such as NCSTRL
and ScholNet. This paper describes current work to push the boundaries
of digital library research and investigate a range of projects made fea-
sible by the availability of suitable components. These projects include:
the ability to assemble component-based digital libraries using a visual
interface; the design of customisable user interfaces and workflows; the
packaging and installation of systems based on formal descriptions; and
the shift to a component farm for cluster-like scalability. Each of these
sub-projects makes a potential individual contribution to research in ar-
chitectures, while sharing a common underlying framework. Together,
all of these projects support the hypothesis that a consistent component
architecture and suite of components can provide the basis for advanced
research into flexible digital library architectures.

1 Introduction

It is fast becoming recognised that current models in software engineering need
to be integrated and applied to digital libraries. Most important among these
models are the pivotal role of simplicity of design and the construction of larger
systems from components [5, 3].

Some component frameworks have emerged in recent years to attempt to
model systems as networks of loosely connected components instead of the tradi-
tional monolithic model. The Open Digital Library project (ODL) [7] generalised
the well-understood syntax and semantics of the OAI-PMH to support general
inter-component communication. This generalisation was then used as the basis
for designing a suite of simple protocols to support search engines, category-
based browsing, recommendation systems, annotation engines and other typical
services expected by users of a digital library. Components, corresponding to each
of these protocols, were created and connected together to test the performance
of such systems and the ability of the model to elaborate various different types
of digital library systems. The results of such tests [8] showed that the model
has much promise. At the same time, feedback from users and developers has in-
dicated that while simplicity of the individual components is useful, much work

E.A. Fox et al. (Eds.): ICADL 2005, LNCS 3815, pp. 33–37, 2005.
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still needs to be done in order to simplify the process of going from a set of
components to a fully-fledged and seamless digital library.

Concurrent with the development of the ODL model, similar efforts were
underway on the OpenDLib project [2]. The aims of both projects are similar, but
the approach differs in that OpenDLib uses a transport layer that is composed
of custom protocols layered over SOAP. Lessons learnt from both projects can
ultimately lead to the creation of a standardised component model.

These models were proposed to support flexible digital libraries, and sim-
plicity of components has proven to be popular. The natural next step is to
investigate higher level techniques to support the creation of complete digital
libraries from components in a simple and flexible manner. This paper thus pro-
vides an overview of a series of experiments conducted with components in the
ODL family, to demonstrate higher level functionality in creating systems, while
discovering some of the requirements for component frameworks in order to sup-
port such higher level functionality. Details of the ODL framework are omitted
for brevity but can be found in referenced publications [7, 8].

2 Experiments

The main aim of these experiments was to investigate techniques, models and
tools for constructing flexible digital libraries based on simple components ar-
ranged into a network of services. To this end, a number of questions were asked
and tackled relatively independently:

– How do we create visual interfaces to compose components into complete
systems and how do we specify the connections between components?

– How can the user interface and workflow be designed and specified to create
a customisable front-end to back-end components?

– How can systems made up of components be packaged for use at remote
sites, maintaining flexibility while promoting rapid deployment?

– Since these components are largely independent of one another, can they be
run on a cluster of computers instead of a single system, thereby gaining the
advantages of robustness and scalability?

2.1 Visual Component Composition

The BLOX system [4] was developed to demonstrate that a digital library
could be constructed using a visual IDE, similar to those used in conjunction
with popular programming languages. A suite of services corresponding to the
abstract model of a digital library could be created and clicking on a “Pub-
lish” button instantly created and configured all component instances on a live
server!

Extensive testing was conducted on the usability and utility of BLOX as
compared to older methods of manually installing and configuring digital li-
brary components. The overwhelming results of the evaluation indicate that
users would far rather prefer a graphical interface because of the familiarity and



Flexing Digital Library Systems 35

flexibility that it affords. This is not atypical but confirms that digital library
systems and Web-based information management systems in general need to
move towards simpler and more customisable configuration procedures.

A major contribution of this study was the development of a simple descrip-
tive language (similar to the 5SL project [6], but simpler and more specific to
ODL) for specifying the interconnections among components, and a standardised
interface for the remote management of components and component instances
(creating, listing, editing, listing types, etc.).

2.2 Interface Customisation

In addition to customising the collection of component instances, it is also nec-
essary to build different user interfaces for varying system configurations and
user requirements. In a typical Web design environment, this would correspond
to the design of individual pages and their sequencing or workflow management,
with the additional complication that the pages are dynamically-generated by
the back-end of a digital library system.

Fig. 1. User interface workflow editing

Figure 1 illustrates one view of the prototype system that was developed to
design user interfaces for flexible digital libraries. In this prototype, the designer
can lay out page elements as well as specify which services are to be incorpo-
rated and how the workflow among the pages of the interface will be effected, all
through a Web-based interface. Formative evaluations were conducted through
a series of participatory design sessions with stakeholders from different commu-
nities (e.g., digital library students, librarians).
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2.3 Flexible Component Packaging

As a final step in the process of making components appear as a cohesive whole,
it should be possible to package a set of components, along with a description of
their interconnections and a specification of the user interface(s) and workflows,
into a single redistributable package.

A prototype packager and installer were developed to bundle a suite of com-
ponents into a package for subsequent installation at a remote location. The
packaging process allows a system designer to load a specification file, as output
by the BLOX system, and then enter parameters and default values particular
to the installation process.

Formal pilot studies have been conducted on the packaging and installing
system and the feedback indicates that the system is preferable to one where
individual components are installed and configured in isolation. Minor improve-
ments have been made to the tools and further evaluation is planned for the
near future. Like the first experiment, this study reinforces the need for com-
ponents/instances to have a well-defined and standardised machine interface for
configuration from an external source.

3 Conclusions

It is now widely accepted in the DL and Web Services communities that sys-
tems should be built as collections of loosely-connected communicating compo-
nents. Much effort has already been expended on demonstration projects where
components are used in innovative ways to build systems with different base
requirements. It is time to move on to a higher level of design.

This paper reports on various studies that have built on earlier work in com-
ponent technologies for digital libraries. These studies have all demonstrated the
utility of and need for high level tools for the construction of digital libraries. In
addition, they have uncovered the need for standard machine interfaces for the
configuration and maintenance of components/instances.

In general, these experiments support the basic notion that components are
an enabling technology to expand the boundaries of what is possible with infor-
mation management and digital library systems.

4 Future Work

A study on scalability based on component farms is in its design phase and will
test whether or not components provide an effective choice in granularity. There
are still many unanswered questions and it is anticipated that much research
will need to be done on how the component interfaces/protocols need to evolve
and how services must be cast to get maximal benefit from cluster computing.

Existing production DL projects are, at the same time, gradually adopting
component technologies and service-oriented architectures. The next version of
Greenstone (v3) is being designed and developed according to a service-oriented
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architecture for increased extensibility [1]. Similarly, DSpace is considering a far
more modularised approach for its next generation [9].

Eventually, it is hoped that the higher level experiments with components
discussed in this paper will contribute to an understanding of the pertinent issues
in developing component frameworks so that production frameworks, such as the
ones mentioned above, will be more robust and support a broad range of possible
use cases.
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Abstract. In this paper a new unifying model is suggested for digital libraries 
which contains four conceptual layers, and defines the concepts of each layer as 
an OWL ontology. Instances of the ontology can be used to define an overall 
view of a digital library in terms of the four layers and the relationships be-
tween them. Such a model has the advantage that the methodology is formal-
ized and extensible, thus models are comparable and manageable. 
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1   Introduction 

Digital libraries represent a truly interdisciplinary research domain; modeling activi-
ties in this area thus have very complex requirements. Models related to digital librar-
ies published so far can be grouped as follows: 

• External models have some overlap with the digital library research area, but these 
models are widely used outside the area as well [3,4], 

• Partial models are restricted to certain views or services of digital libraries 
[5,6,7,9]. Models for digital library evaluation form a subset of partial models, for 
example [2,10], 

• Generalized models: the 5S model [8] is a formal model for digital libraries, while 
the DELOS model can be seen as a conceptual model [1]. 

The single general model applicable for digital libraries is the 5S model [8]. Ac-
cording to this model a digital library consists of a repository, metadata catalogs, ser-
vices and a society of users. The 5S refers to streams and structures for the construc-
tion of digital objects, spaces for the description of digital object collections and their 
interrelations, scenarios for the definition of how services and activities change the 
state of the system, and finally societies for the interconnection of roles and activities 
within the user community. The 5S model is based on mathematical formalism, and 
has been used in various case studies, including the generation of a taxonomy of DL 
terms. 5SL is a declarative language based on this model for the generation of DL  
applications.  

Another holistic view of digital library is given by the DELOS working group for 
digital library testbeds and evaluation [1]. Although the model focuses on evaluation, 
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its view can be generalized. The model emerges from three non-orthogonal compo-
nents of digital libraries: the users, the data/collection and the technology used. The 
interaction of these three defines the fourth component: usage. Each component con-
nects the DL domain to different fields of research, with different interests and 
evaluation ’culture’. This model is less formal than the 5S model. 

2   Suggestion of a Holistic Model for Digital Libraries 

In this section we outline a model that covers all possible aspects of digital libraries 
on the conceptual level, and provides means for relating modeled aspects on the for-
mal level. Our work is rooted in the DELOS model [1], and starts from the basic as-
pects of a digital library identified as: Collection/Content, Services, Inter-
faces/Infrastructure and Community. 

Content

Services

Interfaces

Community

metadata user profiles archive profiles

Search Register as user Add archive

Web UI Admin UI

Discovery Connect new archive

 

Fig. 1. Layered approach for digital library modeling 

These components can be illustrated as a layered model (Figure 1), with the con-
tent as the bottom layer, and the community as the top layer. Layers provide access to 
lower layers, and combine individual capabilities of lower layers into more complex 
functionalities. On the topmost layer we reach complex work patterns such as discov-
ering new relevant documents or inserting a new document collection into the digital 
library. 

The traditional goals of reference models are to establish a common basic termi-
nology and to provide a generic architecture or structural modal for the area. Digital 
libraries are very different in their aims, services and architecture. Still the goal of es-
tablishing a common basic terminology remains necessary, and the emerging use of 
ontologies in connection with the Semantic Web effort offers new and valuable tools 
for that purpose.  

An ontology describes concepts and relationships within the investigated area or 
phenomena [11]. OWL (the Web Ontology Language) was selected as the format of 
this new ontology [12]. Each layer in our model defines its key concepts and their re-
lationships. Relationships exist also between layers. First, each layer is introduced in a 
bottom-up order, and then the overview of the whole ontology is presented. The main 
concepts and relationships in the content layer are: 
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Class(Concept owl:Thing) 
Class(Collection Concept) 
Class(PersistentCollection Collection) 
Class(DataCollection PersistentCollection) 
Class(MetadataCollection PersistentCollection) 
Class(DynamicCollection Collection) 
Class(TemporaryCollection Collection) 
DisjointClasses(PersistentCollection DynamicCollection 
                TemporaryCollection) 
ObjectProperty(has_metadata domain(DataCollection) 
               range(MetadataCollection)) 
ObjectProperty(derived_from range(Collection)  
               domain(Collection)) 
ObjectProperty(refers_to range(Collection)  
               domain(Collection)) 

The class Concept is used as a common root for all classes defined in our ontology. 
Definitions are sometimes a bit shortened for easier reading and saving space. The ba-
sic concept Collection models logical groups of data, such as databases, document 
stores, indices or metadata. This class is divided into three disjoint subclasses: a Per-
sistentCollection contains mostly static data, the ‘real content’ of the digital library, a 
DynamicCollection contains data which is needed for services and is often actualized 
(e.g. user profiles, database indices), and TemporaryCollection is a family of tempo-
rary, reproducible data objects such as a search result. Relationships can be used to 
describe when a collection is derived from another (e.g. an index), or when a collec-
tion contains the metadata for another collection. Further concepts not listed here de-
scribe data formats, internal structures, etc. The characteristic elements of the next 
layer are: 

Class(Service Concept) 
Class(AtomicService Service) 
Class(CompositeService Service) 
Class(ServiceGroup Concept) 
ObjectProperty(has_service domain(ServiceGroup)  
               range(Service)) 
ObjectProperty(composed_of domain(CompositeService) 
               range(Service)) 
ObjectProperty(uses domain(Service) range(Collection)) 
ObjectProperty(reads uses domain(Service) 
range(Collection)) 
ObjectProperty(updates uses domain(Service) 
               range(Collection)) 
ObjectProperty(produces uses domain(Service) 
               range(Collection)) 

In the service layer services can be atomic or composed, and services can be 
grouped together for easier reference. Services are usually modeled by their pre- and 
postcondition; the requirements for deploying the service and the effect of service de-
ployment. Here, the ‘uses’ properties can be applied to connect the required input and 



 An Ontology-Based Model of Digital Libraries 41 

 

the output to a service. It should be noted that services are abstract on this layer: they 
are accessible only through interfaces provided by the next layer:  

Class(Interface Concept) 
Class(MachineInterface Interface) 
Class(HumanInterface Interface) 
Class(Node Concept) 
ObjectProperty(provides domain(Interface)  
               range(ServiceGroup)) 
ObjectProperty(has_interface domain(Node) 
               range(Interface)) 
ObjectProperty(communicatesWith  
    domain(MachineInterface) range(MachineInterface)) 

The interface layer defines the infrastructure of the digital library system with re-
spect to service deployment and communication. Services are accessible through in-
terfaces, where human interfaces communicate with users (upper layer), and machine 
interfaces communicate with each other. Nodes may be used to represent the various 
separate hardware elements of the system, and their roles in the system are indicated 
by the interfaces they provide. Interfaces may also be characterized by their availabil-
ity (PDAs, touchscreen kiosks, etc.). 

Class(Role Concept) 
Class(WorkPattern Concept) 
Class(Actor Concept) 
Class(User Actor) 
Class(Professional Actor) 
Class(Agent Actor) 
ObjectProperty(has_access domain(Role) 
range(HumanInterface)) 
ObjectProperty(responsible_for domain(Role) 
range(Role)) 
ObjectProperty(participator domain(WorkPattern) 
range(Role)) 
ObjectProperty(has_role domain(Actor) range(Role)) 

The community layer represents the use of the system. Roles define which inter-
faces are accessible for which users, and the organizational structure of the digital li-
brary can also be illustrated by responsibilities between roles. Work patterns collect 
the roles needed to perform that work. Actors can be used to describe the user com-
munity. The subclasses of actors are defined as in [9]. 

Figure 2 provides an overview of the main classes and their relationships in the on-
tology. It can be seen that the layers are connected in a simple, hierarchical way. The 
ontology can be enhanced with more classes and properties in order to provide richer 
or finer conceptualization. When the required level of conceptualization is reached, 
instances are created to represent aspects of the modeled digital library, and relations 
are used to define connections between these instances.  
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Fig. 2. The main concepts in the layers and their connections 
 

3   Summary 

A new modeling technique is suggested for digital libraries in which layers provide 
the separation of main aspects of digital libraries such as content and organization. 
The concepts and their relationships of each layer are defined as an ontology. This re-
sults in a formal way of capturing the essence of a digital library which is extensible 
to model high-level details as well.  

The presented approach is very general, and it is not limited to digital libraries, but 
can be applied to other complex networked information systems (CNIS) such as web 
portals or organizational memory applications. As the borders of the digital library 
field are still blurred, this generality may also help to find the “differentia specifica” 
of digital libraries, and to give more contour to borders. 
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Abstract. ICT gives visually impaired people two fundamental freedoms – In-
dependence and Choice in library services. Before electronic information and 
on-line catalogues became available visually impaired people required assis-
tance with reading and had limited choice of reading material. But now visually 
impaired people are no longer disabled in searching and surfing information on 
digital libraries. This study examines the ICT impact on library services for the 
visually impaired in mainstream libraries. New opportunities for mainstream li-
braries to integrate visually impaired people are discussed as well as the prob-
lems facing the mainstream libraries. 

1   Introduction 

Does the Information Communication Technology (ICT) give an opportunity to gen-
eral libraries to open their doors to the blind and visually impaired people? Unlike 
other disabled people, visually impaired people have not been recognized as users by 
the librarians of local libraries in most countries mainly due to their inability to read 
printed materials. Instead, visually impaired people have been left on the hands of 
social workers or volunteers who produce Braille and talking books—alternative 
formats—for the blind. However, the production of these materials in alternative 
formats for the visually impaired amounts only up to 2% of the total reading materials 
published per year even in the most developed countries. Even in Canada, the visually 
impaired receive much less opportunity to access library materials compared to the 
rest of the general populations. For example, Calgary Public Library in Albert, Can-
ada, has 14,000 items in alternative formats for the visually impaired, while there are 
more than 2 million items for the rest of the populations1.  

Attempts spearheaded by governments in many countries have been made to level 
the disparity in access to information between the haves and have-nots. Korean gov-
ernment is not an exception. Minimizing digital divide the Korean government has 
been financially supporting public or private sectors which developed programs or 
services designed for the disadvantaged in society. The programs include helping 

                                                           
1 Rosemary Griebel: Partnering services between public libraries and library services for the 

blind: a Canadian experience. PNLA Quarterly, Vol.65 (2000). 17. 
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disabled people to get the IT literacy, etc. Nevertheless, majority of disabled people in 
Korea are still marginalized in the mainstreams of library services. They have to 
sorely rely on private sectors with very limited resources for reading. Some public 
libraries in Korea have attempted to provide the visually impaired with talking books 
and Braille by installing production facilities for materials in alternative formats 
within their premise. But this could not be an appropriate solution to solve the short-
age of reading materials for the visually impaired. Considering the financial situation 
of the most of the public libraries in Korea, for an individual library to set up such 
production unit is not practical. Generally the cost for installing the production unit is 
about US$100,000 which is higher than their annual budget for purchasing library 
materials. In addition to this, the production cost of materials in alternative reading 
formats is 10 times higher than that of printed sources. Moreover, since the produc-
tion of materials in alternative formats is very time consuming, some items take more 
than 2 years to be placed on the shelf. And even if public libraries can afford the ex-
penses in producing materials in alternative formats, they cannot overcome the imbal-
ance in the accessibilities for reading materials between the print disabled and their 
peers without disabilities. New strategies should be sought for the disabled, such that 
they, in this era of digital library services, will not be fallen into the disadvantaged 
group, unlike the previous era in which electronic materials did not exist and over 90 
% of the materials housed by public libraries were in printed format. 

This paper discusses the impact of ICT on lives of disabled people and the attempts 
of general libraries to integrate the disabled into the mainstream of their library ser-
vices. Also the most common problems of mainstream libraries, when they implement 
new services for the print disabled, are pointed out by analyzing the practices done by 
the National Library of Korea. 

2   The Impact of ICT on Lives of Disabled People 

The development of library services for the disabled has been paralleled with the 
development of new technology which has played a significant role in the increase of 
library membership, particularly in the print disabled2. In the 1930s, the advent of 
talking books served as a milestone in the progress of library services for the visually 
impaired. The talking books are voice recordings of printed materials, which are used 
as a means of compensating people with reading difficulties. Before the production of 
talking books, Braille had been used as a major reading format for the blind. Braille is 
a system of six-dot cells invented by Louis Braille in 1829. Braille is read by using 
fingertips, thus requires the sensitivity in the fingertips. Therefore, the people who 
have lost eyesight at their latter stages of life find great difficulty in reading Braille 
because they may have lost the sensitivity in their fingertips already. Consequently 
they need another alternative format for reading. So the talking books have become an 
invaluable reading method for visually impaired people and also for those who cannot 
hold books or turn pages because of their physical limitation. Beside this, in some 
countries people with mental problems have benefited from talking books as well. 
                                                           
2 Young Sook Lee: Accessible Library Services for People with Disabilities: A Model for 

Korean Libraries. A Ph.D thesis in the School of Library, Archive and Information Studies at 
University College London (2001) 69. 
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Since the introduction of the talking books, the readership in many countries has 
been increased. For instance, when the Royal National Institute for the Blind in Brit-
ain first introduced talking books in 1935, the readership of the talking books grew 
from 6,600 in 1950s to 22,000 in 1960, 40,000 in 1970s and over 66,000 in 1980s3. In 
the United States, as soon as talking books were introduced, legislation was passed by 
Congress to include talking books in the National Library Service (NLS) for the Blind 
at the Library of Congress (LC) and increased its annual appropriations to the LC to 
be used for talking books in 1935. The budget was increased from US$100,000 to 
$175,000 for the first talking book production in 1935, and later in 1959 the appro-
priation was $1,350,000, and in 1965 it was $2,446,0004. 

In Korea the first talking book services started in 1970s by Canes Club. One of the 
noticeable changes that happened since the introduction of the talking books was the 
increased number of services centers for the visually impaired. Before the introduc-
tion of talking books, there were few libraries for the blind in Korea. However, be-
cause talking books, compared Braille, were much easier to produce and also avail-
able in mass production with low cost, the advent of talking books initiated a number 
of services centers to spring up in order to meet the reading needs of visually impaired 
people. 

The advent of talking books has contributed greatly to the increase of library mem-
bership of not only the visually impaired and but also people with other disabilities 
who cannot access print materials. Despite the great contribution of talking books, 
however, visually impaired people are still left poor in reading and information re-
sources compared to sighted people. For instance, in the total stocks of the two largest 
libraries in Braille and talking books in Korea account for less than 10,000 titles. This 
number will be much lowered if duplication number is subtracted from it, and also the 
same titles are normally produced both in Braille and talking books. Even in devel-
oped countries, the situation is not much better than that in Korea. The holding of the 
Union Catalogue of alternative format materials in five English speaking countries 
including Australia, Canada, and USA lists approximately 250,000 titles5. This num-
ber is no more than that of a medium-seized public library in any developed countries. 
This was mentioned at the 63rd International Federation of Library Associations and 
Institutions (IFLA) General Conference in 1997 to raise the awareness of the library 
and information professionals worldwide for information needs of the disabled. 

Although the development of talking book technology has increased the library 
memberships, the major services providers of the visually impaired were still the 
libraries for the blind, not the general libraries. Main reason is that the production of 
talking books still requires much human involvement: somebody has to read the 
printed materials for recording. But visually impaired people are now able to access 

                                                           
3 Allan Leach: Library services in the United Kingdom. Paper to the Expert Meeting of Librar-

ies for the Blind, prior to the IFLA General Conference, Brighton, the United Kingdom 
(1987). 

4 The National Library Service for the Blind and Physically Handicapped (NLSBPH) Library of 
Congress: A History of the National Library of Service for Blind and Handicapped Individu-
als, Library of Congress. That all may read: Library of Service for Blind and Physically 
Handicapped People (1983) 83-141. 

5 Rosemary Kavanagh, Barbara Freeze: VISUNET: A Vision of Virtual Library Services for the 
Blind. Paper to the 63rd IFLA General Conference, Copenhagen, Denmark (1997). 
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reading and information materials in the same way as their sighted counterparts. They 
can directly access the original text by using assistive technology. As a result, human 
involvement is no longer necessity. These days even a totally blind person can search 
the Internet when the computer is equipped with assistive technology such as a screen 
reader. “A friend of mine recently said to me that if she didn’t know better she’d have 
thought that the Internet was made for blind people,” said Damon Rose in his article, 
The Internet: made for blind people6. Visually impaired people who use various 
Internet services feel a great sense of independence. Moreover, the visually impaired 
are able to browse the up-to-date online catalogues and choose what they want to 
read, not what others think they want to read. Therefore, technology provides disabled 
people two fundamental rights: independence and choice. Probably the dream of a 
world where visually impaired people can independently access magazines, books, 
newspapers, documents and even private mails has come true. Thus, technology helps 
enhance the self-esteem and self-reliance of the disabled as they work and study inde-
pendently and even feel normal. In fact, information technology may be more revolu-
tionary for disabled people than for the rest of the population. 

Another feature of electronic materials is that the same document could be con-
verted into varying formats such as Braille, speech or large print by using assistive 
technology. Therefore, the visually impaired can choose their preferred formats of 
output, whether that be speech, Braille, large print for themselves or ink print for their 
sighted peers. In addition, multiple copies of the same format can be made within a 
short time; otherwise it would take several days or months if it is done by manually 
intensive methods. In the matter of storage of bulk Braille that has always been a 
headache in libraries, Braille materials in digitized format solve this storage problem. 
All these issues show the possibilities of general libraries to play a significant role in 
minimizing the dearth of reading and information resources for the visually impaired. 
Besides, these days more libraries in turn are increasingly moving into producing and 
providing electronic document through their digital library services. All these features 
of electronic materials could be a great opportunity to general libraries to open their 
doors to the visually impaired who have been lost customers for so long in general 
libraries. 

3   Assistive Technology 

Assistive computer technology means any modification made to standard computer 
software and hardware to enable people with disabilities to work independently. This 
is often called adaptive, access or enabling technology. In the US federal law, the 
definition of assistive technology comes from the Individuals with Disabilities Educa-
tion Act (IDEA), stating “as used in this chapter, assistive technology device means 
any item, piece of equipment, or product system, whether acquired commercially off 
the shelf, modified, or customized, that is used to increase, maintain, or improve the 
functional capabilities of a child with disabilities” (Individuals with Disabilities Edu-
cation Act, 1999, &sect;300.5, from IDEA Practices, 2003)7. Assistive technology has 
                                                           
6  Damon Rose: The Internet: made for Blind people. New Beacon, Vol.944. (1996) 7. 
7  School Library Accessibility: The Role of Assistive Technology. Teacher Librarian, 

Vol.31(2004) 15.  
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been developed along with the development of general computer technology. For 
instance, screen reading software is used to convert the text on the computer screen 
into speech. By using this software, the blind can access OPAC, electronic books, 
newspapers and various information resources through the Internet. 

Assistive technology devices are often more expensive than the standard ones be-
cause of the high research and development costs and the small market. But more and 
more, the assistive technology is becoming the mainstream. For instance, when the 
first Kurzweil in the United States came out in the mid of 1970s, it cost about US$ 
45,000. Also it was the size of a large washing machine. However, now the scanning 
equipment can be purchased for as little as US$120 and it is the size of a laptop. The 
early reading machine could only read certain types of quality print on good quality 
paper, but nowadays even the cheapest scanner can read more styles of print than the 
first reading machine. The reduction in price of assistive technology devices is render-
ing a great deal of opportunity for general libraries to meet the needs of the visually 
impaired without spending a large amount of money. 

Among the access technology the following are the most popular: 

Screen Readers  
The screen readers or speech access software are the most common forms of assistive 
technology which are used with speech synthesis hardware to convert the text on the 
computer screen into speech.  Some screen readers work two-ways, both reading and 
writing. People who cannot use a keyboard or mouse because of limited mobility may 
use this two-way software. There are numerous screen reader products available and 
the software price ranges from US$200 to US$250 for read-only station.  

Screen Magnifiers 
Screen magnifiers help partially sighted people to view the contents on a computer 
screen at various levels of magnification. They are able to magnify a line, a word, or 
an icon as large as the computer screen allows. It can also change the background 
color and textual color to help those having trouble distinguishing a certain color 
combination. The price of screen magnifiers ranges from US$400 to US$2,000. In 
addition, some computer operating systems, such as Microsoft Windows 98 and 
above, offer built-in accessibility options, including a magnifier. 

Braille Displayer 
It is also called a Braille display or softBraille. A series of dots can be raised to form 
Braille characters. Braille displays are usually augmented to standard keyboards. 
Blind people use the keyboard as an input device and the Braille displayer to read 
what is on the screen. The range of price is from US$1,500 to US$15,000. 

Braille Embossers 
Braille embossers are the printers that punch out Braille. In most cases, these printers 
only print the Braille on one side of the paper. But there are double sides Braille em-
bossers which line up the Braille dots so that the dots punched on the one side of the 
paper do not interfere with the dots punched on the other. The price ranges from 
US$600 to US$7,500. 
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Braille Translators 
Braille translators translate text to Braille. Non-text information such as charts, graphs 
or mathematical formulas cannot be accessed. There are several packages which are 
based on DOS, Windows and MAC. The range of price is from US$150 to US$1,000. 

4   Opportunity for General Libraries  

As mentioned earlier, various factors in technological environment affect general 
libraries in their accessibility by the disabled. In fact, accessibility has already become 
a legal matter since disability discrimination acts are already in effect in some coun-
tries such as the United States and the United Kingdom. No person with disability 
shall be excluded from the participation in, be denied the benefit of, or be subjected to 
discrimination under any services or programs that is supported by public fund. In 
Korea, a disability discrimination act is under preparation and will come out within 
this year.  

Whether or not such laws exist, in ethical aspect, the library professional should 
recognize their disabled users by integrating them into the rest of the users. Therefore, 
the library services must offer equitable access to information resources to the dis-
abled, as much as to their non-disabled counterparts.  

In pursuance of this, the National Library of Korea, like many other libraries, is 
very committed to serving the visually impaired since the Internet and web open the 
digital library services in 2001. The staff at the National Library of Korea understands 
that the right to know is a fundamental citizenship issue in the democratic society in 
any countries. Therefore, they recognize that the visually impaired also have the same 
right as the rest of the populations to gain access to publicly funded general libraries 
such as schools, universities and public libraries. Unlike libraries for the blind, the 
National Library of Korea moves forward to the digital future. In 2003, the NLK 
began producing universities’ textbook titles in digital format, and it has distributed 
them through the NLK’s web site to the students with visual impairments from 2004. 
At the end of 2004, the total of titles of textbooks accounted for 2,276 (827,542 
pages). This web based service reflects the NLK’s commitment to integrate the visu-
ally impaired into the mainstream of library services by making its collections more 
useful and accessible to them. Before initiating this new service, the NLK, using the 
standard MAchine Readable Cataloging system (MARC), had already developed a 
union catalogue of alternative format materials, comprising 90,000 records that were 
housed by 32 libraries for the visually impaired. The major purpose of building the 
union catalogue is to minimize the duplication of alternative format materials housed 
by different libraries for the visually impaired. These libraries for the visually im-
paired offer limited amount of resources, and they are run by private sectors. In fact, 
most of them are hard to be called libraries because of both the quality and quantity in 
their holdings, and also because they are run by social workers or volunteers, not by 
professional librarians. The more the duplicates are, the less the resources to the visu-
ally impaired. The union catalogue can be accessed at the KOLISNET, Korean Li-
brary Information System Network (www.nl.go.kr/kolisnet), and also at the NLK’s 
visually impaired website (sigak.nl.go.kr/kn). Improvement in the services for the 
disabled are going to be accelerated since the responsibility of implementing library 
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policies at national level has been transferred from the Minister of Culture and Tour-
ism to the NLK in the late 2004. Taking over the responsibility for implementing the 
national library policy, the NLK recommends to the government to install a library 
support center at the NLK in order to help the general libraries integrate the services 
for the disabled into the mainstream of their services. The center will be assumed a 
leadership role in the development and delivery of service to the visually impaired by 
making partnership with the libraries for the visually impaired. The center will also 
train library practitioners on the sensitivity of disabilities and assistive technology. 

5   Common Problems Faced by General Libraries 

Thanks to the ICT, the NLK has initiated new services for the visually impaired in 
Korea. Before developing new services, the NLK had invited the representatives from 
associations and agencies of the disabled to hear what they want. When a new service 
was initiated, the NLK has received ideas and recommendations from those who used 
the service from its beginning stage. But the service did not always satisfy the clients. 
For instance, the Full-text universities’ textbooks in digital format, which is men-
tioned above, have not been used much by university students with disabilities. One 
of main reasons is that the students could not download the texts but should read them 
in front of computer. Unlike leisure reads, textbooks are read frequently, and there-
fore, the service had to be modified so that the textbooks could be downloaded to 
individuals’ devices for later use. In addition to this, the textbooks could not meet the 
time when new semester started; they usually came out in the middle of the semester. 
These are the factors that dissatisfied the university students with disabilities. In order 
to provide this service, the NLK had spent a great sum of money, digitizing textbooks. 
The NLK learned a lesson from the above case. The NLK recognized what university 
students with disabilities needed but did not know how to make the product accessible 
and appropriate to the users.  

Another common problem is that, when librarians develop a new service, they 
think that the services will be used sorely by those who have good sights, hearing and 
mobility. However, the truth is that there are many people with disabilities who try to 
make a use of it. For instance, nowadays web based services are becoming more 
available and the number of services is growing in many countries. Unfortunately, 
many of library websites cannot be accessed in particular by people with visual im-
pairments due to their highly graphical and visual contents. Technology can be dou-
ble-edged unless careful consideration is given to it. When Microsoft Window 95 
came out, Windows became much easier to use than the previous versions of Win-
dows. However, many visually impaired computer users immediately faced tremen-
dous challenges. The information on the computer screen was represented graphically 
and not in a text format. Therefore, the graphics could not be read to those who used a 
screen reader. Neither speech nor Braille can interpret graphics. To overcome the 
graphical user interface, the NLK like other libraries has designed a text-only website 
for the visually impaired. But the disabled want to be treated the same as the others 
without disabilities. They want to use the same building, devices, programs, services, 
and websites as their able bodied peers do. They do not want to receive a special 
treatment. Unfortunately most librarians in general libraries do not have much knowl-
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edge and experience on the characteristics of disabilities and the disabled. As a result, 
librarians are likely to develop what they thought the disabled wanted instead of what 
the disabled really wanted. Therefore, a universal design is the most crucial issue 
when a website is developed, since websites are the gateways to gain access to infor-
mation and reading materials in the era of digital library services. In well-designed 
buildings, facilities or websites, disabled people do not need assistance at all, and they 
can even feel as normal as any other people by using them independently.  

6   Conclusion 

The ICT provides general libraries with an opportunity to integrate the services for the 
disabled into the mainstream of their services. This means that any individual with a 
disability should be able to visit any local library and receive access, directly or indi-
rectly, to information and reading resources in accessible formats. Cost of ignoring 
the needs of the disabled can be higher than the cost of the solution. Generally, it is 
estimated that one in every ten of the population is disabled. On the economic front, 
as long as disabled people are excluded or discriminated from education, employ-
ment, programs, activities, or services, they remain unproductive and dependent. The 
cost of lifelong support to disabled people is costly and even wasteful. 
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Abstract. In contrast to most studies conducted in the West, this study 
investigated online trust of healthcare Web portals from Asian countries. A 
Web-based survey was conducted through the Internet for about two weeks and 
achieved 127 responses. The respondents assessed two healthcare Web portals 
based on task completion before answering questions in a Web-based 
questionnaire. Congruent to related studies carried in the West, this study also 
suggested a significant relationship between usability and perceived credibility 
of healthcare Web portals. Findings from this pilot study seemed to indicate that 
the “error prevention” usability heuristic was most severely violated in two 
healthcare Web portals. The paper then concludes with implications on design 
of user-centred healthcare digital libraries. 

1   Introduction 

Emergence of Web portals delivering information, services, products and 
advertisements to consumers on the Internet has changed the nature of consumer 
buying. Due to the many advantages of healthcare Web portals, many people are 
going online to search for healthcare information, products and services (for example, 
Eastin, 2001; Goldstein, 2000; Young, 2000). More people are surfing the Internet for 
healthcare and financial information and they are facing important decisions about 
determining which sites to be trusted (Fogg et al., 2002). Goldstein (2000) defined 
healthcare Web portals as advertising channels that deliver information, services, 
products and advertisements to consumers in the Internet. Not only do they provide 
high standard search capability, they also contain complete information on healthcare, 
symptoms and diseases that enable consumers and patients to educate themselves 
anywhere and at anytime of the day.  

Besides being excellent advertising tools and information databases, healthcare 
Web portals could also reduce costs and improve healthcare quality (Young, 2000). 
There are many kinds of healthcare sites on the Internet. Some serve the general 
public while some more subject-specific ones serve healthcare professionals or users 
of particular groups, such as women and children. 

In this paper, “Web portal/site” is used to denote single-point-access information 
systems intended to provide easy and timely access to information and support 
communities of knowledge workers who share common goals.  
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2   Problems Facing Healthcare Portals and Related Studies 

However, the quality of healthcare Web portals has become a cause for concern as 
they vary greatly in terms of accuracy, completeness and consistency, and inaccurate 
or misleading information can potentially harm Web users (Purcell, Wilson & 
Delamothe, 2002). For example, Eastin (2001) mentioned that although a large 
proportion of Internet users in America seek health information online, many of the 
health information is not provided by medical professionals and there are no 
government or ethical regulations controlling most of the online information. As a 
result, many people may be misled and turned away from proper treatment. In 
addition, Stanford et al. (2002) found that consumers tend to use visual appeal as a 
marker of credibility so usability may have influenced the perception of credibility of 
the consumers.  

From the study conducted by Eysenbach and Köhler (2002), some respondents 
expressed that the Internet had allowed them to assess the quality of information more 
easily because they could verify and cross-check the information with different sites. 
In general, the respondents favoured the Internet as a source of health information 
because they could verify and countercheck what the doctors told them. However, 
they also maintained that they would always confirm the information found online 
with their doctors (Eysenbach & Köhler, 2002). Therefore, due to the advantages of 
healthcare web portals, more people are going online for healthcare and medical 
information, products and services. Determining which site is credible and which one 
to trust might still be a problem for the general public. 

Responding to this concern, a group of researchers from Sliced Bread Design, 
Consumer WebWatch and Stanford University’s Persuasive Technology Lab studied 
how consumers (general public) determine the credibility of healthcare Web portals, 
and whether they did it correctly (Stanford et al, 2002). Credibility in the study was 
defined as “believability and is a perceived quality”. The study found that the criteria 
used by the consumers to evaluate the credibility of healthcare Web portals greatly 
differed from that of the healthcare professionals. The consumers were relatively 
influenced more by the overall visual appeal of the sites while the healthcare experts 
emphasized more on the name reputation of the sites, site operators or affiliates, 
information source and company motives. Thus, it seems to suggest that in the 
absence of expertise, the consumers tend to evaluate a site’s credibility based on looks 
and ease of use (Fogg et al., 2002; Stanford et al., 2002).  

3   The Study 

When one judges the credibility of Web portals, particularly healthcare portals, one 
would naturally be concerned about factors such as the reputation and authority of the 
organisation or site owner, seals of approval, accuracy, completeness, currency of the 
information content, and so on (Eysenbach & Köhler, 2002; Fogg et al. n.d.; Stanford 
et al., 2002; etc.).  

While this study acknowledges the importance of those factors to healthcare portal 
credibility assessment, the main focus of this study was on Web portal credibility and 
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usability. In contrast to few studies carried out mostly in the West to evaluate 
credibility of healthcare portals, this study had three objectives :  

�� Objective 1 : To find out important criteria determining perceived credibility; 
�� Objective 2 : To determine severity of Nielsen’s usability heuristics violated in 

two well-known healthcare portals; and  
�� Objective 3 : To find whether there was a significant relationship between 

perceived credibility and usability of healthcare Web portals’ among Asian 
consumers, when compared with Western consumers. 

Before describing the study, we briefly define two important concepts identified in 
the objectives used in this study :  

1 Credibility. It is defined as perceived credibility that does not reside in any 
object, person or piece of information and is made up of multiple dimensions, 
based on Fogg and Tseng (1999)’s definition. The “perception” of credibility is 
believed to be contributed by two key components, namely, trustworthiness and 
expertise :  
�� “Trustworthiness” is defined by terms such as well-intentioned, truthful, 

unbiased and so on. It is a dimension of credibility that captures the 
perceived goodness or morality of the source.  

�� “Expertise” is referred by terms such as knowledgeable, experienced, 
competent, and so on. It is also a dimension of credibility but it captures the 
perceived knowledge and skill of the source.  

As such, the evaluation of credibility will be measured by the overall assessment 
of the trustworthiness and expertise dimensions of the Web portal. We believe 
that since most consumers do not have the medical expertise to assess healthcare 
Web portals, they would usually judge credibility based on their perceptions of 
such sites (Fogg et al., 2002; Stanford et al., 2002). In this study, we used 
“credibility” and “trust” interchangeably in order not to confuse the respondents 
because it is believed that most lay persons would not distinguish between the 
two words. 

2 Usability. Following “ISO 9241-11: Guidance on Usability (1998)”, usability is 
defined as “the extent to which a product can be used by specific users to achieve 
specified goals with effectiveness, efficiency and satisfaction in a specified 
context of use” (Bevan, 2001, p. 536), and “ISO/IEC FDIS 9126-1: Software 
Engineering —Product Quality—Part 1: Quality Model (2000)” defines usability 
as “the capability of the software product to be understood, learned, used and 
attractive to the user, when used under specified conditions” (Bevan, 2001, p. 
537).  

Protocol 
The on-line survey was conducted from 3rd to 19th August 2004 for a period of about 
two weeks, including a three-day extension because one of the respondents who 
missed the deadline had asked to be allowed to participate. As a result, a few more 
data were collected after the extension. The potential respondents were invited to 
respond to the survey through emails. One day after the last day of the survey, a 
message was put up on the introduction page to inform visitors that the survey 
collection period had ended.  



 An Asian Study of Healthcare Web Portals 55 

 

Profiles of Target Respondents 
The target respondents were 15 years old and above, and had not been healthcare 
professionals or medical students. Since the healthcare Web portals under study were 
designed for the general public, respondents with strong medical backgrounds were 
not invited to minimize biases and from the data. The respondents also needed to have 
at least six months of Internet experience, a duration suggested by a survey carried out 
by the Health On the Net Foundation (“Health,” 2003) to differentiate novice and 
non-novice Internet users. 

Selected Healthcare Web Portals for Evaluation 
Initially, four well-known healthcare Web portals were chosen based on rankings of 
the portals made by both medical professionals and consumers in the Stanford et al 
(2002) study. The portals were ranked according to perceptions of the credibility and 
usability of the sites instead of the sites’ actual credibility. Since they were U.S. sites 
rated by residents in the U.S., one would argue there could possibly be some biases. 
However, Jarvenpaa, Tractinsky and Saarinen (1999) found that cultural differences 
had little effect on online trust. Moreover, in terms of content, the U.S. based sites 
used for the study were more or less general in their description of the illnesses. 
Although they might contain statistical information of U.S. relevance and biases, 
users should not be affected by such information as they could always check them out 
at Asia’s official Web sites for health statistics. In addition, using healthcare portals 
that were well-known or that contained logos of authority, such as Ministry of Health, 
might downplay all other influencing factors as the brand name or logo alone might 
exert an overpowering influence on the users’ judgement.  

Survey Instrument Design 
The survey form was implemented by an online survey application developed in 
Active Server Page.NET (ASP.NET) and the data updated into a Microsoft Access 
database (see http://islab2.sci.ntu.edu.sg/projects/eref/sessurvey/).  

A pilot study was carried out to verify survey instrument and estimate the time 
needed for completion. Two male and two female pilot testers were recruited. On 
average, each pilot tester took about 40 minutes to complete the online survey, 
excluding the time taken to jot down the comments and suggestions about the online 
survey itself. The online survey form was later improved based on feedback from 
pilot study. They also felt that reducing the number of portals to two or three would 
reduce the strain on the respondents. Hence, in the actual study, only MDChoice 
(http://www.mdchoice.com/) and WebMD (http://www.webmd.com/); were used, as 
MDChoice was supposed to be more usable but less credible than WebMD. 

The revised online survey instrument consisted of :  

�� Introduction Page. It informed the respondents about the purpose and 
running period of the survey, pre-requisites and expectations of the 
respondents, privacy policy, copyright statement, disclaimer and contact 
person of the survey. The respondents would click on the “Start” button to go 
to the “survey” page. 

�� Survey Page. It included the demographic section which asked for 
respondents’ personal particulars as well as criteria used to judge credibility 
of healthcare portals (Fogg et al., 2002; Stanford et al., 2002).: (i) accuracy 
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of the information; (ii) name and reputation of the portal; (iii) completeness 
of the information; (iv) owner or sponsor(s) of the portal; (v) currency of the 
information; (vi) usability of portal (ease of use, design look, navigability, 
etc.); (vii) motive of the owner or sponsor(s); and (viii) others.  

Respondents were also asked to complete “Task 1” and “Task 2”. “Task 
1” required the respondents to perform some pre-determined tasks as 
guidelines to browse the pre-selected healthcare Web portals (see Figure 1). 
The respondents would click on the links of the Web portals and evaluate the 
Web portals for their Web site usability and perceived credibility.  

After the evaluation, the respondents would continue to “Task 2” to rate 
the severity of heuristics violated by the healthcare portals based on Nielsen 
(1994b)’s usability heuristics/criteria (see Figure 2). Each question had an 
accompanying example to allow the respondents to understand the question 
better. This survey used a 5-point Likert scale from “-2” (strongly disagree), 
“-1” (disagree), “0” (neutral), “1” (agree) to “2” (strongly agree) to measure 
severity of heuristics violated, as suggested by Nielsen (1994a). Negative 
values were used to give a sense of direction in the choices made by the 
respondents.  

Other pages included :  

�� Thank You Page. After the data was submitted to the database, a “Thank you” 
Web page was shown to thank the respondents for taking part in the study.  

�� Update Error Page. This page allowed the respondents to continue to submit 
their data through the email without the need to redo the survey.  

�� Survey Form Validation. Basic checks could be performed on the online 
survey form after the respondents pressed the “Submit” button to ensure that 
all the fields were answered. 

 

Fig. 1. Web Page Showing Task 1 
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Fig. 2. Web Page Showing Task 2 : Ranking Usability Criteria Based on Nielsen’s Heuristics 

4   Findings and Analyses 

4.1   Profiles of Respondents 

There were a total of 133 respondents of which 48% were male and 52% were female. 
Almost all of the respondents (98%) belonged to the Asia continent except for two 
who (1%) came from the Australia/Oceania and North America continents, which 
were not considered in the analyses. 

Majority of the respondents were aged between 15 and 34 and very few were from 
the other age groups. As indicated earlier, most Internet users likely to make use of 
online healthcare Web portals were from the age group of 15 to 39 years old. Hence, 
the samples were suitable for the purpose of this study.  

Likewise, most of the respondents were university students with the rest made up 
of students of other educational levels, and members of the general public whose 
occupation was indicated by “Others”. And as stated earlier, university students were 
representative of the profile of the Internet community who were also most likely to 
make use of healthcare information online.  

4.2   Objective 1: Factors Determining Credibility 

“Accuracy of the information” criterion with 133 counts (100%) was the most 
considered criterion in determining the credibility of the healthcare site, followed by 
other criteria in the descending order: “Completeness of the information” (70%), 
“Currency of the information” (68%), “Name and reputation of the portal” (64%) and 
“Usability of the portal (ease of use, design look, navigability, etc.)” (55%).  

The other stated criteria were considered by less than 50% of the 133 respondents. 
Only 2% of the respondents included other non-stated criteria (as indicated under the 
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“Others” criterion) such as seal of approvals, corrections, information bias, and so 
forth as a consideration for Web portal credibility, agreeing with previous studies 
conducted (Eysenbach & Köhler, 2002; Fogg et al. n.d.; Stanford et al., 2002; etc). 
Hence, in this study, it seemed that the respondents were most concerned with the 
accuracy of the information presented in the healthcare Web portals. 

Three reliability tests were carried out using Cronbach’s alpha to test the reliability 
of the measurement or scale of the survey with respect to the variables involved. The 
reliability tests were conducted because Gliem and Gliem (2003) claimed that when 
one uses Likert-scales, one should use Cronbach’s alpha to calculate and report the 
internal consistency reliability for the scales used in the analysis. Otherwise, the 
reliability of the items in the scales would be low or unknown. Each of the two two-
item scales used in this survey was tested for reliability.  

First, the reliability of the two-item scale involving usability and perceived 
credibility was tested. The reliability alpha of that two-item scale was .80, indicating 
that the scale has an acceptable and good reliability (Howitt & Cramer, 1999; 
Sekaran, 1992).  

Second, the reliability of the other two-item scale that involved usability and 
gender was tested. The alpha reliability of that two-item scale was .00, indicating that 
the scale is not acceptable for reliability (Howitt & Cramer, 1999; Sekaran, 1992). 
Because of that, another reliability test was done with a three-item scale that involved 
usability, perceived credibility and gender. The reliability alpha of that three-item 
scale was only .47, indicating that the scale was also weak and not acceptable for 
reliability (Howitt & Cramer, 1999; Sekaran, 1992). It was also found that by 
removing gender from the scale, it would help to improve the reliability to .80, which 
was the same as that of the first two-item scale. Hence, it seemed that gender was not 
highly correlated to the other two items in the scale.  

4.3   Objective 2: Severity of Usability Heuristics Violation 

The data for analysis were provided by Questions 1 to 10 in the Task 2 subsection. It 
was found that the “Error prevention” (5th) heuristic was most severe when violated 
because it received the highest count of 133. This finding was in agreement to what 
Fogg et al. (2000) found in their study. The next in line were the “Visibility of system 
status” (1st), “Help and documentation” (10th), “Match between system and the real 
world” (2nd), “Consistency and standards” (4th), “Flexibility and efficiency of use” 
(7th), “Help users recognize, diagnose, and recover from errors” (9th), “Aesthetic and 
minimalist design” (8th), “Recognition rather than recall” (6th) and “User control and 
freedom” (3rd) heuristics.  

4.4   Objective 3: Relationship Between Usability and Perceived Credibility 

The result of the usability rankings of the two healthcare Web portals shows that 
WebMD received higher number of counts for rank 1 (57%) than MDChoice (43%). 
Hence, in terms of usability, WedMD seemed more usable than MDChoice. On the 
other hand, the perceived credibility rankings of the two healthcare Web portals show 
that WedMD also received higher number of counts for rank 1 (60%) than MDChoice 
(40%). Hence, in terms of perceived credibility, WedMD was seen as more credible 
than MDChoice. 
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By comparing rankings of the two portals, it is found that WedMD was both more 
usable and credible than MDChoice. This seemed to contrast with findings from study 
by Stanford et al. (2002) because the consumers in their study ranked MDChoice better 
than WedMD. One explanation could be that WebMD had changed and improved its 
Web site design to become better than that of MDChoice at the time of our study, hence 
resulting in the difference. Another reason why MDChoice was seen as less credible in 
this study might be because it was a portal that comprised content of several medical 
websites assembled by their editorial board (MDchoice.com, Inc., 2000).  

To determine the statistical significance of our finding, a Chi-square test of 
independence and Spearman Correlation were performed to examine the relationship 
between usability and perceived credibility. The relationship between these variables 
���������	�
����� 2(1, N = 133) = 58.03, p < .001. Likewise, the Spearman correlation 
also reported that there was a statistically significant positive correlation between 
usability and perceived credibility, r(131) = .661, p < 0.01.  

Hence, it seemed that healthcare Web portals that were more usable were 
perceived to be more credible, hence attracting more visits and re-visits. This result 
also concurred with some other earlier studies (Eastin, 2001; Eysenbach & Khler, 
2002; Fogg et al., 2000).  

Yet, only about half of the respondents (55%) indicated that they would look at 
usability when they assessed the credibility of healthcare Web portals (as obtained 
from factors affecting credibility). It seemed to suggest that most users would judge 
the credibility of a healthcare site based on the credibility of the information it 
provided rather than its usability. It could be that most respondents did not realise 
they were affected by usability, hence they did not select usability as one of the 
credibility assessment criteria.  

5   Implications for Design of Healthcare Digital Libraries 

This study highlighted the top three criteria considered by respondents were 
“information accuracy”, “completeness” and “currency”. This finding differed from 
that of Stanford et al. (2002) study in that the top three criteria considered by the 
health experts were “name reputation and affiliation”, “information source” and 
“company motive”, while the top three criteria considered by the consumers of that 
same study were “design look”, “information focus” and “information design”. The 
“name reputation of the owner and affiliation”, and “design look” (presented by 
usability) criteria in this study, however, only ranked 5th or 6th respectively, indicating 
that they were not as important as the accuracy of the information on healthcare sites.  

It seemed that health experts in the Stanford et al.(2002) study based more on the 
source of and organization behind healthcare portals to judge the credibility of the 
sites, while the consumers based on the ability to make use of or find information on 
healthcare portals to judge their credibility. On the other hand, this study seemed to 
indicate that the respondents were more concerned with the credibility of the 
information presented on healthcare portals, rather than the credibility of the portals 
themselves or the ability to find the right information.  

Nevertheless, the differences might be because the findings from the study of 
Stanford et al. (2001) were deduced from the comments made by the health experts 
and consumers (qualitative) but the findings of this study were obtained by asking 
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respondents questions (quantitative) directly. Or, perhaps it could be that this survey 
concentrated on information credibility and excluded transactional (sale of products 
and services) credibility that might have led to the differences. 

In objective 2, we looked at usability of the two healthcare sites using Nielsen’s 
heuristics. The respondents were concerned about the design violations detected. 
Building good, user-centred healthcare portals is a challenge to designers/developers 
in that “design” of any system is seen as both a science and an art.  It is a science in 
that it realises an emphasis towards a principled, systematic approach to the creation 
and production of a portal.  It is an art in the creative conceptualisation, expression 
and communication of the design ideas with a touch of aestheticism for the intended 
community of audience or users. For portals to satisfy users’ needs, they have to be 
useful and usable. By “usefulness”, we mean portals should support users’ tasks with 
a good understanding of models of task completion. “Usability” refers to how 
information is organized “behind the scenes”, and this is especially important in 
healthcare Web portals where wrong or inaccurate information and services provided 
could be detrimental. 

Results of Objective 3 seemed to confirm previous studies that usability affects 
users’ perception of credibility of healthcare portals. In addition, according to Roberts 
and Copeland (2001), portals that are ill-defined in their purposes could decrease 
confidence as a medium for healthcare advice and knowledge. Usability of Web sites 
seems to be influential to users’ faith (or trust) in the information presented in the 
Web sites or portals, which in turn might affect the credibility of those sites.  

Mandel (1997) mentions in one of Nielsen’s 1996 findings, based on a user’s 
comment that “The more well-organized a page is, the more faith I will have in the 
information.” Gefen and Straub (2003) also advocate that trust, in a broad sense, is 
the belief that other people will react in predictable ways. This trust is crucial because 
people need to control, or at least feel that they understand, the social environment in 
which they live and interact.  

In recent years, the distinction between portals and digital libraries is blurring as 
digital libraries are becoming more sophisticated. Not only are digital libraries just 
digital collections for specific purposes with powerful search strategies that are 
clearly defined, they are also becoming single-point-access information portals 
intended to provide easy and timely access to information and support communities of 
users who share common goals. Therefore, the issues surrounding credibility and 
usability of healthcare portals discussed in this paper also apply to digital libraries. 
Hence, if designers were to build credible healthcare portals/digital libraries, they 
need to ensure that they are usable. 

6   Conclusion and On-Going Work 

This study investigated online trust of healthcare Web portals from Asian countries. 
Findings from this pilot study seemed to suggest that “error prevention” usability 
heuristic was most severely violated in these two healthcare Web portals.  

Congruent to related studies carried in the West, this study also confirmed there is 
a significant relationship between usability and perceived credibility of healthcare 
Web portals.  
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On-going work involves more studies carried out with more respondents and 
portals/digital libraries. 
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Abstract. This paper explores the potential usefulness and acceptability of an-
notation facilities by prospective users of an IT research digital library.  We 
studied current annotation and note-taking behavior of IT researchers (academic 
and commercial), as exhibited at IT conferences.  Here, we examine the impli-
cations of this information behavior for the design of annotation tools in a re-
search-oriented digital library.  

1   Introduction 

The digital libraries and hypertext document construction research communities have 
shown strong interest over the past decade in supporting annotation by users of a 
digital library or hypertext document collection. Within these communities it has been 
noted that, from the user’s point of view, annotation can serve many purposes:  an 
annotation can serve “as link making, as path building, as commentary, as marking in 
or around existing text, as decentering of authority, as a record of reading and inter-
pretation, or as community memory” [5]. When designing tools to support annotation, 
it then becomes imperative to first come to an understanding of which of the many 
potential annotation behaviors are important for the target user community. 

The study reported in this paper is in the spirit of earlier digital library work by Cathy 
Marshall [4], who examined annotation artifacts (in that case, used university textbooks) 
to elicit annotation practice of those potential digital library users (university students) 
and to considered how those behaviors should affect the design of annotation tools 
within a digital library. A naïve view of annotation is that it is a uniform practice—that 
all motivations for annotation can be supported by a single facility. A closer look at 
actual annotation behavior suggests, however, that this in not the case. For example, 
typically people draw firm distinctions between annotations that are strictly personal 
and annotations that are suitable for sharing with other digital library users [7]. 

We studied the annotation and note-taking behaviors of IT researchers—both 
commercial and academic—as these behaviors were exhibited at IT conferences (Sec-
tion 3). The note-taking media (Section 4), ‘physical’ features of individual notes 
(Section 5), and motivations for taking notes (Sections 6 and 7) are characterized. We 
then explore the implications of these observed behaviors for incorporating annotation 
support within a digital library for IT researchers (Section 8).  
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2   Previous Work 

The digital library and hypertext communities have evinced a strong interest in sup-
porting users of document collections through all phases of information behavior—
not limiting system support to information seeking, but extending system facilities to 
include document ‘use’ (including active reading, comprehension, and summarization 
by the user) and the creation of new documents. One significant behavior crossing 
seeking, use, and creation is annotation: we make notes and marks to indicate promis-
ing trails when we look for new documents, to aid in maintaining attention when 
reading, to remind ourselves of important points to consider on re-reading a text, to 
give pointers to other readers of interesting or problematic sections, to create links to 
related documents, and for a host of other reasons.  

Digital library tools supporting annotation exist to support interaction with web-
based collections [7] and on a personal reading appliance [6].  Some annotation tools 
focus on supporting an individual user in working with personal copies of documents, 
where the annotations are not shared or even necessarily saved within the digital li-
brary [3]. Other tools are intended to support communities of users in some way:  for 
example, to augment existing metadata with user-specified annotations [10], to iden-
tify passages within a document that may be particularly effective in supporting rele-
vance feedback [2], or to help digital libraries ‘get a social life’ [8] by supporting 
annotation sharing [9].  

The IT and Computer Science research community has been well-supported by 
digital libraries since the inception of the DL field—in fact, the earliest digital librar-
ies focused on computing research documents. Grass-roots interest by computing 
researchers in conference annotation is growing, as conferences experiment in sup-
porting annotation, note-taking, and commentary through Wikis and Blogging (see, 
for example, OOPSL ’04; http://www.socialtext.net/oosla2004/) and IRC (for exam-
ple, CSCW’04; [1]). An examination of note-taking motivations and behaviors by 
computing researchers is timely, to investigate how digital libraries can formally 
support this significant, long-existing user base. 

3   Methodology 

Three data gathering techniques were employed in this study:  participant observation, 
semi-structured interviews, and examination of paper and electronic notes.   

Participant observation provides the opportunity to gain a broad brush understand-
ing of behavior in its natural context; in this study, literally hundreds of academic 
researchers were observed as they made the decision on what, when, and how to take 
notes. The researchers attended five conferences with an Information Technology or 
Information Systems focus, spending an estimated 50 hours observing conference 
attendees in conference sessions. The observations were fully anonymous; the  
researchers observed only the circumstances surrounding the attendees’ acts of note-
taking, and not the contents of the notes. 

Participant observation is generally complemented by interviews and document 
analysis, to tease out the motivations behind observed behavior and issues with the  
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embedding of the behavior in other, unobserved activities (in this case, how the note-
taking is incorporated into research and other professional work). Twenty interviews 
were conducted.  The participant was encouraged to ‘walk’ through the notes, ex-
plaining its meaning, form, and the motivation for making that note. All participants 
had a notably high level of self-awareness of their strategies, goals, and motivations 
for taking notes; it required very little prompting to elicit reflective, detailed, and in 
many cases eloquent descriptions of their note-taking habits. Note-taking (or in some 
cases, the deliberate abstention from note-taking) is not a minor behavior incidental to 
attendance at conferences. It is seen as an important professional tool for the support 
of research and other professional activities. 

Eight participants provided physical or electronic copies of notes.  These notes 
provide tangible examples of note-taking behaviors discovered in the participant ob-
servations and described in the interviews. 

4   Note-Taking Media 

We first consider the media used by conference attendees to take notes, then examine 
the contents of those notes—the signs and marks they comprise (Section 5)—and 
their meanings and the motivations for taking notes (Section 6). 

4.1   Paper: The Preferred Medium 

Paper is overwhelmingly the preferred primary (18 participants) or a backup medium 
(1) for note-taking.  Notes are recorded on official conference, hotel, or personal 
notepads; conference programmes; loose pieces or scraps; Post-It notes; copies of 
papers; and the proceedings themselves. 

Conference programmes play a significant role in note-taking. The schedules are 
commonly annotated to indicate which presentation one wishes to attend, will defi-
nitely not attend, or has attended and liked/disliked. At conference end, an annotated 
programme is a history of how an individual spent her time. The potential amount of 
annotation possible on the schedule is usually severely limited by the small size of the 
margins and the lack of available white space near the titles or abstracts of the presen-
tations.  Despite these limitations, annotating the programme remains popular, mainly 
because the programme is usually much more compact and lightweight than other 
options (such as the proceedings) and can usually be folded into a pocket or handbag.  
The schedule also provides temporal cues when reviewing the annotations after the 
conference—a person may not remember the title of an interesting presentation, but 
may recall that it was delivered early in the morning, or in a lengthy session of other 
interesting talks. 

If the conference proceedings is not too bulky—in one volume, not too heavy, and 
can fit easily into a handbag—then it is likely to be carried into the presentations by a 
substantial minority of attendees. Most participants had strong, negative reactions to 
the suggestion of directly annotating conference proceedings:  “It’s immoral!” [R]. At 
the same time, they recognized the utility of having their notes with the papers. One 
solution is to make copies of the papers for note-taking, leaving the proceedings pris-
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tine.  Two participants adopted this strategy, despite the obvious inconvenience of 
creating copies at a conference.  

Four participants reported writing on proceedings, one strictly as a last resort if no 
other paper was available. Three participants viewed their proceedings as simply 
another research ‘resource’, although two of these reported having had to go to sig-
nificant effort to overcome early training to respect books.  One reason to persist in 
these struggles is that it is now much easier to acquire additional, pristine, copies of a 
paper or proceedings:  “Proceedings aren’t so replaceable, often you can’t get them 
easily, but that’s changing too with online” [P]. 

4.2   Digital Note-Taking 

Interview participants use, or had used in the past, a variety of digital devices to take 
notes:  PDA, Tablet PC, cellphone, and laptop.  The PDA and cellphone have the 
advantage of being lightweight and small, particularly in comparison to a laptop or 
the conference proceedings. Participant A found the cellphone particularly attractive 
because, “My mobile phone is always there”, whereas one has to remember to tote 
other note-taking paraphernalia.   

Input is an issue for the PDA and Tablet PC.  The speed of entry and error rate for 
graffiti input can be an issue (“It’s probably half, three quarters of the speed of writ-
ing on paper, but some parts of it are faster because of word completion.” [P]). The 
sole participant who experimented with a Tablet PC reported spending much of his 
time at the conference attempting to train himself to write “clearly enough for that to 
recognize”, but could not create what he felt were “coherent” notes on the Tablet [C].  
The sole participant who used a cellphone for note-taking, A, had originally used 
paper, then moved to a PDA, then abandoned that for the cellphone; she prefers the 
cellphone for its relative ease of input:  “I’m quicker at texting than at using graffiti, 
the error rate is smaller with texting than with graffiti.”   

None of the interview participants currently used a laptop to take notes—an inter-
esting statistic, given the large and increasing number of conference attendees seen 
sporting laptops.  Interviewees reported that clicking keys (“you get a little bit of 
noise on a laptop” [P]) and other laptop noise is distracting to other conference atten-
dees and calls unwanted attention to the laptop user. 

Laptops are seen as “too inconvenient, too heavy, too bulky” (B), too unwieldy (“I 
don’t want to carry around a laptop bag” [A]), too slow for those who don’t touch 
type (“I’m faster putting notes on paper” [B]), unreliable (“the battery keeps dying 
out” [N]), and “just too complicated, to boot up and start up and what” (M). Word 
processors also force notes to be linear and textual, limiting the expressive power of 
the notes and by extension the types of ideas that the note-taker can bring away from 
a presentation:  “…the chances of drawing a diagram or formula are near zero. With 
paper, whatever they put up I can draw it. … I feel that they’re [the laptop user] al-
ready shutting off a part of what is going to be talked about.” [P] 

Given these significant drawbacks, why are so many people bringing laptops to 
conferences? Interviewees doubt that laptop users are engaging with the presenta-
tions: “you wonder is that person playing solitaire [P]”; “I assume they’re not reading, 
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they’re blogging, reading their email, surfing the web [S]”; these speculations were 
borne out by the participant observations. 

4.3   Recordings 

Two attendees at one conference were observed using hand-held video recorders to 
record the entirety of keynote presentations. These attendees had not asked permis-
sion of the speakers or the conference organizers to make the recordings, and obvi-
ously felt that they might not have a right to record—they were seated well off to the 
side and were attempting to be unobtrusive. Video recording raises intellectual prop-
erty issues, and also may violate social protocols:  Participant P pointed out that re-
cordings make people self-conscious, and can stifle the free discussion of ideas that 
makes a conference more than is recorded in the proceedings:  “…at a conference I 
can speak my mind and make things up on the spot, correct it, backtrack, put some-
thing out there that’s a little exaggerated, like ‘Windows is the worst thing that’s hap-
pened to the world’—but your body language is saying I don’t really mean that, if it’s 
recorded it could be quoted out of context.”  

5   ‘Physical’ Characteristics of Notes 

Conference notes tend to be brief:  the largest set of notes from this study summarized 
a four day conference and two associated workshops in approximately 13 pages of a 
steno pad, while the shortest was a single sheet torn from a hotel notepad.  Digital 
notes were of similar length, perhaps amounting to a page or two when printed out. 

For some attendees, this pithiness is a deliberate strategy:  participant T declared 
the goal of his note-taking to be notes that are “short, actionable, and understandable”. 
Further, the primary motivation for most notes is as a reminder rather than a sum-
mary—for after all, if a summary is later required for a literature review or work-
mandated report, then it can be generated later by consulting the proceedings (“Obvi-
ously I’ve got the proceedings so I don’t need to take notes.” [M]).  One participant 
[N] reported summarizing presentations, but even she was quite selective about which 
to summarize, and her summaries were two or three sentence reflections on how they 
related to her own research. Two interview participants responded that they did not 
take ‘real’ or ‘full’ notes (that is, notes that in themselves could form a summary, 
without recourse to the proceedings), associating that form of note with students or as 
a relic of a previous era when proceedings might not be included with a conference. 

Note sets varied in their degree of ‘tidiness’.  Some attendees were observed care-
fully lining up text on the margins, indenting consistently for sub-notes, and working 
strictly linearly down the page. Others scribbled in margins, wrote slant-wise wher-
ever there was a bit of white space, and in general adopted a style one interviewee 
described as: “nonlinear document, impressionistic if I’m being posh.  Another way 
of putting it is shoddy.” [R] 

In some cases this non-linear arrangement allowed note-takers to group notes with 
similar content together, regardless of the chronology of the note-taking. In other 
cases, the groupings appeared random, and the interviewees could not recall their 
motivation in placing specific notes. 
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Paper notes included a striking 
number of non-textual marks, 
including arrows, to show related-
ness between notes or to empha-
size bits of text; circles and aster-
isks, again for emphasis or to indi-
cate importance (Figure 1); excla-
mation points, to indicate surprise, 
agreement, or importance; and 
various types of doodles. Figures, 

diagrams, and equations are copied from presentation slides only if they do not appear 
in the proceedings.  Novel drawings may also be included in notes to illustrate or 
explore an idea that has occurred to the note-taker during a presentation:  “I tend to 
draw, sometimes there are little pictures that go with ideas, like what the screen would 
look like if I do this.” [R] 

Digital note-takers acknowledged the awkwardness, relative to paper, of recording 
equations and figures.  The cellphone user was not working in an area that might 
require equations (“For a start, I don’t do formulas, I don’t do math” [A]. Drawing 
facilities in a PDA support crude diagrams, and simple mathematical notation is more 
or less readable. 

Text included in notes—both paper and digital—is typically brief, just a few words 
or phrases. The sole exception occurs with direct quotes from a presentation, when the 
attendee feels that the speaker has made a particularly eloquent or significant state-
ment; otherwise, few or no complete sentences occur in notes. Text is intended as a 
reminder, and points are noted in an idiosyncratic manner (“Usually it’s written in a 
way to only be legible [that is, understandable] to me.” [S]).  Sometimes the intention 
or meaning of a note is no longer clear even to its author; it was not uncommon for 
interviewees to be puzzled as they explained their notes to the researchers (“Weird!  
That is strange.  Why [did I write that]? [S]).    

6   Meanings and Motivations 

The content of notes and the motivation for taking them was neatly summed up by 
one of the interview participants [P]:  “Just cool stuff I want to remember.”  In this 
section we categorize the different types of ‘cool stuff’ described in the interviews. 
Interview participants characterized the content of, and motivations for taking, indi-
vidual notes in the following ways: 

References. Occasionally a full bibliographic reference was recorded, but more 
frequently interviewees used this term to indicate a URL, or an identifying name or 
phrase sufficient to allow that person, research group, or concept to be ‘googled’ later. 
The intention here is to “keep an eye” [I] on individuals or groups conducting inter-
esting research, or to identify new research areas “to start educating myself in” [I]. 

Reminders. Notes may include ‘to-do’ items, frequently reminders to pass on refer-
ences, ideas, and contact information to colleagues (Figure 2). Typically these are 
brief—just a jotting in the programme schedule.  

 

Fig. 1. Indicating importance, giving emphasis 
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Supplements to proceed-
ings. Attendees were more 
likely to take notes on pres-
entations not represented in 
the proceedings—for exam-
ple, keynote addresses and 
panels. Notes on paper pres-
entations might include 

additional figures and data not included in the proceedings, and particularly resonant 
statements or phrases on slides: “Sometimes the speaker will phrase things a different 
way. I’m very word oriented so having something restated in a different way rein-
forces it for me.” [G] 

Ideas, or more usually fragments, outlines, and ‘seeds of ideas’ [H], are noted for 
possible exploration later. Ideas can be on-topic or off-topic, and off-topic ideas can 
be productive or non-productive. On-topic ideas are directly sparked by the presenta-
tion, and generally entail ways to incorporate that research into one’s own research, 
teaching, or other aspects of one’s work. Off-topic ideas can be productive—that is, 
they are also ideas and plans to support aspects of the attendee’s professional activi-
ties, but they are wholly unrelated to the content of the presentation. The appearance 
of these off-topic inspirations may be a product of the opportunity to sit anonymously 
in an audience without possibility of interruption (“It isn’t what they said, it’s having 
the space to think. [Q]). These off-topic, productive ideas are sometimes perceived to 
be the most valuable outcomes from conference attendance (“It’s an interesting thing, 
what you actually achieve at a conference isn’t actually related to what you hear.” 
[K]). Unproductive off-topic ideas are the intellectual equivalent of doodling—
exploring hobbies (“I was thinking about making a square for a quilt project, so I was 
trying to scribble out some ideas for my square.” [D])  or  mental puzzles.  

Paper Conversations. Academics, like schoolchildren, pass notes during presenta-
tions; participant R termed these ‘paper conversations’, and interviewees reported 
these as being conducted on conference programmes, notepads, and even conference 
proceedings.  Sometimes they may include a critique of the contents of the presenter, 
but generally they are off topic and a response to boredom (“Like, how boring is this 
guy and how bad is his shirt?” [D]). 

Questions. Publicly asking questions during the formal question-and-answer period 
at the end of a presentation can be daunting; writing down one’s question (in brief, or 
in its entirety) can be helpful “so if I do stick up my hand I know what I’m talking 
about”. [R]  

Negative notes. Sometimes the noteworthy aspect of a presentation is that the tech-
nique presented is not applicable to the reader’s research, or that the work presented is 
seriously. A negative note indicates that the work being presented does not require 
further consideration (“A lot of the annotations are negative, don’t bother pursuing 
these, they’re of no use.” [E]). 

Boredom notes. One reaction to difficulty in attending to a talk is to take notes on 
it, to make brief summaries or take down questions for the presenter. This activity can 
be useful in maintaining a professional appearance (“It was so boring, I decided that I 
had to take notes to keep from falling asleep.” [L]). 

 

Fig. 2. Schedule notes (vertical lines), and arrow indicating 
reminder to send this reference to SJC 
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Doodles. When boredom sets in, another common response is to amuse oneself by 
drawing or doodling—for example, filling in characters in handouts.  ‘Mindless’ doo-
dling is really only possible with paper (“The last time I checked, Word didn’t have a 
doodling feature. [D]).  Doodling is enjoyable, and the doodler has the advantage of 
looking as though s/he is attending to and engaging with the presentation.  

Miscellaneous. The interviews and document (note) analysis revealed a smattering 
of other content types:  related to social aspects of a conference (for example, dinner 
restaurant possibilities), expense records for travel claim forms, and last minute notes 
on what to say in one’s own presentation. 

7   Notes, Motivation, and Remembering 

The act of note-taking affects the listening experience:  “I don’t know if you just think 
differently, it spurs some thought processes.” (A).  Note-taking is a formal technique 
to compel oneself to engage: “It stops my mind from wandering, makes me concen-
trate” [G]; “This is my way of taking part when I’m not presenting.” [S] 

A consequence of this engaging process is an aid to memory; things written down 
are reported as being more likely to be remembered (“When I write that down, ‘it 
could be useful for’, it goes bang into your head.” [S]). One interview participant 
described how she used to worry about losing notes, but then six months after one 
conference she found a set of lost notes and realized that she had remembered all of 
the reminders, references, and ideas contained in them—so now the notes themselves 
are not as important to her as the act of making them [F]. The process is not perfect, 
of course; as described in Section 5, as interview participants re-examined their con-
ference notes they sometimes were puzzled by their content or motivation.  

Not all presentations are literally note-worthy—conference attendees are seen to 
take notes on a small proportion of presentations, an observation confirmed by inter-
view participants (“At a conference generally there’s maybe 10 or 20 percent of the 
talks that are interesting enough to take relevant notes on.” [D]).  An absence of notes 
does not necessarily imply that nothing is being taken away from the presentation, 
however; several interview participants reported that the hallmark of a truly important 
or useful idea is that it does not have to be written down (“I didn’t take any notes…if 
I didn’t remember it in my head it wasn’t worth knowing about.” [O]).   

8   Conclusions 

Examination of the media (Section 4) and format (Section 5) of notes indicates that 
the physical device and software facilities for annotation should be, both literally and 
figuratively, lightweight. If annotations are to be made in the context of use—whether 
at a conference or when later examining research papers—then the facilities must 
support fluid, natural annotations.  At the conference itself, this indicates that the 
physical device must be small, light, silent in operation, and quick to turn on or off. 
The note-taking facilities must also recognize that annotation styles are highly  
idiosyncratic. It is difficult to imagine a more flexible and personalizable system than 
the simple pen and pad of paper. The advantages cited for using a digital device are 
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that the notes are searchable, can be stored with other digital work material, and can 
be more easily integrated into one’s workflow. These first two potential advantages 
do not appear to be fully realized.  It’s unclear how useful the ability to search actu-
ally is in practice, given that interviewees report spending the most time looking 
through notes either at the conference or shortly thereafter, and rarely or never delib-
erately consulting their notes long after the conference has ended (Section 7). Work-
flow integration (Section 7) occurs as the material in notes is ‘processed’ and incorpo-
rated into a digital ‘to-do’ list, date book, or projects file (a list of ideas for future 
research or student projects), rather than by direct searching of stored, ‘raw’ confer-
ence notes. 

Intellectual ‘processing’ of presentations and papers is the key benefit of note-
taking and annotation. Simple video-recording of a presentation is not only intrusive, 
but leaves no space for annotation. Similar disadvantages hold with voice recordings 
or photography. One participant used a digital camera to photograph slides at keynote 
presentations. Two others reported wanting to take photographs at conferences, but 
felt constrained because there were ‘social and private things going on’ [P], and pic-
ture-taking might make other attendees uncomfortable. Further, video and photo-
graphs are too close to the raw experience of attending a conference, and lack the 
interpretive value of notes. 

The ability to keep notes in the context of use is important for many participants—
here, the context is the history of the conference as recorded through, for example, the 
schedule, but also by associated the annotated paper with the work for which it is 
being read.  This study provides evidence of the utility of a digital library that sup-
ports the user in tying together notes, documents, work in progress, and social context 
(e.g., a conference schedule, contact details, URLs, etc.).  

As far as encouraging notes relating to on-topic matters, a fully connected digital 
note-taking appliance may be counter-productive in that it supports numerous sources 
of distractions. During one participant observation, a researcher was seated directly 
behind three people who had adopted Blackberry wireless handhelds just days before 
the conference.  The attendees could not resist checking the Blackberries every few 
minutes, and immediately responded to all incoming email—which of course then 
stimulated still more email. One of the attendees appeared to be developing an ad-
dict’s twitch, reflexively turning the Blackberry over to glance at the screen.   

Evidence is mixed on the usefulness or acceptability of a system that would make 
annotations publicly available. As an experiment, try leaning over towards a colleague 
at a conference as though you will read his notes.  In most cases, his arm will move 
around reflexively to protect his work. Interview participants appeared diffident about 
the ‘quality’ of their notes, deprecatingly referring to their annotations as ‘scribbles’ 
[B], ‘ravings’ [D], or ‘stupid notes’ [M].  Further, notes are taken for a variety of 
reasons (Section 6); some types of notes are suitable for sharing, others are only for 
personal use, and some notes are not even useful or usable by the original note-taker. 
An earlier study indicates that most users will not make annotations public unless the 
original private note has been ‘cleaned up’ [7]. It is difficult to imagine a scenario 
whereby a digital library would incorporate a reward structure encouraging users to 
go to the (often significant) extra effort of clarifying their notes.   

An interesting exception to this diffidence about sharing notes lies in the subset of 
annotations that involve reminders to share a reference or paper with colleagues (Fig-
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ure 2). This sharing is essentially ‘clipping’ [8], a significant behavior involving the 
reinforcement of social and intellectual networks by sharing encountered information.  
Copyright issues may restrict the ability of users to freely pass ‘clippings’ to col-
leagues, and there is room for innovation in supporting a more casual and sociable 
mechanism for clipping exchange than simple email [8].  

Digital annotations have an advantage in supporting sharing in that the notes do not 
permanently mark the document, as happens with physical notes on paper. The ability 
to easily create a pristine, annotation-free copy is important:  it allows the digital 
library user to share the document without concern that others will view their ‘rav-
ings’, and so may free users to annotate more fully.  Additionally, the electronic 
document seems liberated from the strongly-held inhibitions that many people feel 
about making marks in a formally printed document (“I guess it’s my nominal Presby-
terian upbringing that I won’t damage a book. I just don’t.” [N])—again, indicating 
that an annotation facility may encourage annotation behavior in digital library users.  
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Abstract. The objective of this pilot study is to investigate relevance judgments 
made by end-users when searching for image information. The pilot study 
involved 10 undergraduate students from the Department of Journalism and 
Media Studies at Rutgers University using the AccuNet/AP Photo Archive to 
retrieve specific, general, and subjective photos. The study identified core 
relevance criteria used across the three different image searches, and found that 
the participants in the general and subjective image searches relied more on 
personal feelings and textual information of photos to make relevance judgments, 
while the participants in the specific image search depended more on the features 
of objects in photos. Four textual representations--caption, object name, location, 
and creation date, were chosen to see how useful they were for the participants 
making relevance judgments. The results show that location was the most useful 
information among the four textual representations. 

1   Introduction  

The notion of relevance is a fundamental concept of information science and has 
played a major role in the evaluation of information retrieval (IR) since the 1950s.  
Since then interest in the concept of relevance has waxed and waned. Numerous 
theorists and researchers have explored the conceptual properties of relevance and 
have constructed theories or frameworks for relevance research [1, 2]. Over the recent 
five decades, this field has gained consistent knowledge about relevance factors and 
their effects. However, it has mainly focused on traditional textual information 
retrieval. With today’s digital imaging technology, many holders of image collections 
have digitized their collections and made them accessible online. Users’ accesses to 
digitized images and interests in image retrieval have increased. However, research on 
users’ relevance judgments in visual information seeking process is still sparse. The 
research to investigate how people determine relevant images is desirable, because 
relevance is a necessary part of understanding human information behaviors [3].  
Similarly, Shatford [4] also points out that relevance criteria suggested from empirical 
user studies can be regarded as possible access points to images and can provide 
valuable information as to users’ information needs for image retrieval systems.  
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2   Literature Review  

In the 1990s, there was a new wave of empirical work on users’ perceptions of 
relevance. Many researchers have explored users’ relevance by identifying the 
relevance criteria applied by users performing searches on their own information 
problems [5, 6, 7, 8]. Many of the relevance criteria found in those studies show that 
there is a finite range of relevance criteria shared across users and situations [7].  
However, due to the basic difference between text and image information, users’ 
criteria for image relevance judgments may be very different from textual document 
relevance judgments. Thus those relevance criteria found in textual IR environments 
might not be applicable to visual IR environments. Relevance research on image 
context has not received extensive investigation. There is only a small body of 
literature discussing how people make relevance judgments when searching for image 
information.   

Hirsh [9] interviewed and observed ten fifth-grade students who were motivated 
information seekers working on a school research project.  The project had students 
find three sources of information on a sports figure. She identified elementary school 
children’s relevance criteria for graphical materials on the Web which are something 
that struck the students as interesting, the picture showed complete picture of the 
athlete, pictures that were of interest to their peers, and authority of resources.   Her 
analysis indicated that criteria applied for pictorial information differed from those for 
textual materials.    

Choi and Rasmussen [10] studied thirty-eight faculty and graduate students of 
American history and found that the user’s perception of topicality was the most 
important factor among nine criteria.  They also found that the ranking of the criteria 
changed between the stage of defining information problem and seeing the images.   
The authors claimed that their study was the first research on users’ image relevance 
judgment.  However, in their study nine criteria identified from previous textual 
relevance studies were chosen as target criteria in the questionnaire. These criteria 
were not elicited directly from the subjects’ image searching.   

Markkula & Sormunen [11] observed journalists’ photo selection by using a photo 
archive at Aamulehti, the second largest newspaper in Finland. The first criterion 
journalists employed during a search session was topicality.  Among others, technical, 
biographical, impressive, expressive and aesthetic criteria were also important.  
Topicality was always the first criteria to start their searches and aesthetic attributes, 
e.g., color and composition, were applied in the final selection phase.  

The results of previous research show that topicality is the most important and 
often the first criteria people use in both image visual and textual information 
searching. However, there are some other criteria which only apply to images, such as 
emotion and visual attributes.     

3   Research Questions 

Enser and McGregor [12] analyzed image requests at the Hulton Deutsch Collection 
Ltd., and found that almost 70% of the requests were for a unique person, object or  
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event. Based on Enser and McGregor’s classification, Chen [13] examined twenty-nine 
participants’ image queries and found that in addition to unique queries, nonunique 
queries were used as well. Some researchers also suggested the importance of the 
subjective meaning of images [14, 15, 16]. Fidel [17] proposed that image retrieval 
tasks might affect searching behavior. To address issues related to validity, this study 
observed searchers’ relevance judgments by assigning them three different tasks---
finding unique (specific), nonunique (general), and subjective images. The research 
questions are as follows: 

1. What criteria do searchers employ to judge relevant images in searching for 
specific, general, and subjective images? Are the relevance criteria in these 
three types of searches different? 

2. What textual representations are useful for users in making relevance 
judgments?  Is the usefulness of textual representations in these three types 
of searches different? 

4   Methodology  

The data of the pilot study were collected through interviews and questionnaires.  
Content analysis and quantitative methods were used to analyze the verbal and 
questionnaire data. 

4.1   Participants 

Ten students from the Department of Journalism and Media Studies at Rutgers 
University were recruited to participate in this pilot study. To entice students to 
participate in the study, each participant received fifteen dollars for their participation. 

4.2   Database System 

This study used AccuNet/AP Photo Archive database system. The photo archive is a 
carefully selected collection of photographs from the vast holding of the Associated 
Press (AP). It contains over 700,000 photos and dates back over 150 years. Each 
picture is accompanied by a 50-to-75-word caption that fully describes the person or 
event in its surrounding context. The search interface has three free text search boxes 
labeled “What,” “When,” and “Where.” Search results can be ranked by date or 
relevance (based on caption words), and can be displayed with thumbnails or in a 
faster loading, text-only title list. Searchers can use this database not only to search 
for factual photos but also subjective and emotional photos. The photo archive is 
available through the Rutgers University Library System.     

4.3   Setting 

The experiment of this study was conducted in the Observation Laboratory at the 
School of Communication, Information, and Library Studies at Rutgers University. 
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4.4   Procedures  

Three types of search tasks-- specific, general, and subjective, were created based on 
Shatford’s image analysis [15].    

Table 1. Shatford’s Image Analysis 

Task 1--Specific 

You are photo editing a story on Tiger Woods for a sports magazine.  For this story, 
you need to find some photos of Tiger Woods as illustrations.      

Task 2--General     

You are photo editing a report on the crisis in the Middle East for a newspaper.  For 
this report, you need to find some photos regarding this topic to be used as 
illustrations.   

Task 3--Subjective                                                                  

You are photo editing a special report on the topic of “Peace” and you need to find 
some photos to illustrate the meaning of “peace”. 

A tutoring class of how to use the photo archive was provided prior to the 
experiment. A user guide of Accunet/AP Photo Archive was also available for 
participants’ reference. During the searching, participants had to save selected photos 
for later evaluation. An interview followed after the participants had completed each 
search. In each interview session, the participants described what relevance criteria 
they had used to select the photos. At the end of each search, the participants 
answered a Likert seven- point scale questionnaire to collect the usefulness of text 
representations in making relevance judgments. The search time for each task is ten 
minutes.   

5   Results and Discussions 

Comparing the relevance criteria used in the three search tasks, several common 
relevance criteria were identified (Table 2, 3, 4).  They were typicality, emotion, 
action, aesthetic, text, familiarity, context, impression, preference, posture, facial 
feature, and appearance. Among them, “typicality”, “emotion” and “aesthetic” were 
the most common relevance criteria and were used across these three searches.   
 

Specific General Subjective 

Images of individually 
named person, group, 
thing, event, location, or 
action. 

Images of kind of person, 
group, thing, event, place, 
condition, or action. 

Images of having 
emotional or abstract 
concepts.  



76 T.-Y. Hung, C. Zoeller, and S. Lyon 

 

Table 2. Relevance criteria for specific task 

Relevance criteria Example 
Typicality 
 
 
Emotion 
 
 
Facial feature 
 
 
 
Aesthetic 
 
 
 
Action 
 
Posture 
 
Appearance 
 
Affection 
 

Holding trophy/ Winning something/Winning and wearing a green 
jack/ Showing who he is and wins something/ Trophy 
 
Hugging his mother/ Showing emotion/ Hugging a guy   
Hugging a looser/ Showing human interests 
 
Close-up of Tiger Woods/ Facial feature showing his effort/  
Smiling, happy, confident and enthusiastic/ Triumphant / 
Showing aggressiveness/ Concentration  
 
Shot angle of the picture, photo color/ Artistic/Pretty view of the golf 
course/ Bright color to catch your attention/ View of the mountain 
and camera angle make him taller 
 
Action shot; good sand shot/ Hitting ball and dust going up  
 
A good posture of Tiger Woods/ Swinging, portraying golf    
 
He looks good in white T shirt/ He is in red all the time/ 
 
Family relationship/ Big inspiration of his father on him/ 
Showing soft side of Tiger Woods  
 

Table 3. Relevance criteria for general task 

Relevance criteria Example 
Typicality 
 
 
Emotion 
 
 
 
 
Aesthetic 
 
Action 
 
Impression 
 
Familiarity 
 
Preference 
 
Text 

This is a political image/ It’s obvious important when you talk about 
crisis in the Middle East                                                                           
 
A lot of actions, showing what is going on/ Crying/He was happy 
about the capture of Saddam Hussein/ Emotional side of what is 
going on in Iraq/ To show how many people die/ Appeal to other 
people’s emotional side                                                                            
                                                           
Black and white picture, it’s cool 
 
Action shot, holding guns that would draw attention  
 
Pretty powerful/ Soldiers in Iraq showing image really stand out  
     
I have seen this in The New York Time                                                 
 
Just like the picture/ I like Yasser Arafat   
 
Caption shows supporting for the war 
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Table 4. Relevance criteria for subjective task 

Relevance criteria Example 
Typicality 
 
 
 
Emotion 
 
 
Aesthetic 
 
Impression 
 
Familiarity 
 
Context 
 
Text 

Universal representation/Peace sign, no war sign, peace protest/  
Shaking hands showing peace/Peace pole/ Peace demonstration/   
Holding sign for peace/ Girl is selling peace T-shirts/ Peace rally 
   
Showing how happy people are in Iraq/ Kids are around with candles 
showing emotional side   
 
That was nice lanterns; I think it was pretty 
 
Pop, looks peaceful to me/ Marching outside, that was impressed    
  
I remember this in high school/ I know the people in the picture 
 
Two women in a church/ The scene makes the picture very peaceful   
 
Caption shows the achievement of World War II/ Object name is 
peace treaty sign agreement         
                                        

“Typicality” was the most mentioned relevance criterion in this study. “Typicality” 
is a criterion that can exhibit universal representation of an object in a photo. In the 
specific image search, most participants selected photos of Tiger Woods describing 
that the photos show Tiger Woods is “holding a trophy”, “winning something”, and 
“winning and wearing a green jacket”; in the general image search, some participants 
selected photos indicting that “This is a typical political image”, and “It’s obviously 
important when you talk about crisis in the Middle East”; in the subjective image 
search, the participants selected photos in which there are “peace” marks such as 
peace signs, and connotations of peace such as shaking hands. Because of their 
obvious universal representation, these selected photos easily caught the participants’ 
attention. This may explain the reason that why some of these photos were selected 
several times by different participants.  

“Emotion” is the second frequently used relevance criteria across these three 
searches.  A photo contains the emotional context telling what is happing in the photo.  
This kind of photo stands out among other photos and more likely to be selected as a 
relevant photo. Interestingly, when the participants described the criteria they used, 
they seemed to narrate a story. However, what they described did not quite 
correspond to the description in the caption. This might explain why “caption” is not 
the most useful textual information for making relevance judgments found in the 
research question two.    

Aesthetic criterion was not used as frequently as other core criteria.  In this study, 
only female participants used this criterion.  This might suggest that there could be a 
gender difference in relevance judgments in image retrieval.   This assumption needs 
further study to verify if such a gender pattern exists.    

In addition to the three core criteria, the results also show that there was a 
difference when using relevant criteria among these three search tasks.  For example, 
in the specific image search, the outward characteristics of objects in a photo is an 
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important factor affecting the participants’ relevance decisions, such as objects’ facial 
feature, posture, and appearance.  This might be because the retrieval sets were so 
large and the similarity among the retrieved photos was very high.  Thus, if a photo 
can exhibit the characteristics or features of the objects and has an artistic attribute, 
the participants are more likely to choose such a photo.  This also explains why the 
aesthetic criterion was used more in the specific image search, which has larger 
retrieved sets.   In the general image search, because the participants were not familiar 
with the topic, they had to base decisions on the text, familiarity, or personal feelings 
such as impression or preference.    

Basically, the participants used similar criteria for selecting relevant photos in both 
the general and subjective image searches, except the “context” criteria.  The 
“context” could be an important relevance criterion for selecting photos containing 
abstract or subjective meanings.   

In summary, the participants in the general and subjective image searches relied 
more on personal feelings and textual information of photos to make relevance 
judgments, while the participants depended more on the features of objects in photos 
in the specific image search.   

task type

subjectivegeneralspecific

M
ea

n

4.0

3.5

3.0

2.5

2.0

1.5

caption

object name

 location

creation date

 

Fig. 1. The usefulness of textual information—caption, object name, location, and creation 
date, for judging relevant photos 

Four textual representations-- caption, object name, location, and creation date, 
were chosen to see how useful they were for users when making relevance judgments.  
The results show that location had the highest mean of usefulness among the four 
textual representations (Fig. 1).  This may be because in the general search task the 
participants chose photos taken in the Middle East, and in the subjective search task 
the participants chose photos related to Iraq’s peace issue. Most photos chosen from 
these two searches have to do with location.   However, in the specific image search, 
the participants also considered that location was very useful when making relevance 
judgments.  This might be so because journalists know the location of each event 
occurring and its importance.   The object name had the second highest means of 
usefulness.  It shows that the object name plays an important role for helping the 
participants making relevance judgments.  The role of object name in image retrieval 
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is analogous to the role of title in textual information retrieval, a very important 
criterion for relevance decision-making. Previous studies have shown that in textual 
information retrieval, the abstract plays a major role in relevance decision-making.  In 
image retrieval, the role of caption in visual representations is similar to the abstract 
in documentation representations.  However, it is surprising that the caption of a photo 
is not the most useful textual representation when making relevance judgments in this 
study. The participants’ search moves show that they did read captions before 
selecting photos, especially for the general and subjective image searches.  The low 
means of the usefulness of the caption could be that the textual information provided 
by the database system did not give sufficient information to users for relevance 
decision-making.  The indexers need to include more diverse terms and terms related 
to concepts, moods, and feelings, etc., not just indexing terms from the captions and 
other descriptions associated with photos.  The creation date is the least useful textual 
representation in making relevance judgment.  In general, when searching for specific 
images, the participants relied less on the textual representations, whereas in the 
general and subjective image searches, the participants relied more on textual 
information when making in relevance judgments.    

6   Conclusions 

The results indicate that search tasks affect users’ relevance judgments for image 
retrieval.  It supports Fidel’s [17] proposition that image retrieval tasks might affect 
searching behavior. In this study, the participants relied more on personal feelings and 
textual information of photos to make relevance judgments in the general and 
subjective image searches, while the participants depended more on outward 
characteristics of objects in photos in the specific image search.  The findings show 
that both internal context criteria, e.g., emotion, impression, and familiarity, and 
external context criteria, e.g., facial feature, aesthetic, and appearance, are applied for 
making relevance judgments during image searching. Since users’ relevance criteria 
for image information are determined by their search tasks, interfaces for relevance 
feedback should be developed to capitalize on this aspect of use.  To date, some image 
retrieval systems employ users’ relevance feedback to modify retrieved sets as the 
search progress. However, the most common relevance criteria applied to the 
relevance feedback function focus primarily on external context such as color, shape, 
and texture.  Internal context criteria, such as related users’ subjective feelings are still 
not implemented in image retrieval systems.  In order to allow users to have more 
control when using relevance feedback features to support them to search different 
types of images, an integration of concept and content-based approaches for designing 
more powerful relevance feedback interface is needed.    

The pilot study used a specific group of undergraduate students.  Images of 
different kinds or from different disciplines will have their own particular attributes 
that appear to be different for different users. This study focuses on the journalism 
field, thus the results of this study cannot be generalized to other groups of users or 
the examination of different types of images.  Additionally, only a small number of 
participants were tested in this study, further research on more participants and other 
types of tasks are needed.  A follow-up study will be continued after the pilot study. 
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Abstract. As tools and systems for producing and disseminating image data 
have improved significantly in recent years, the volume of digital images has 
grown rapidly. An efficient mechanism for managing such images in a digital 
archive system is therefore needed. In this study, we propose an image 
classification technique that meets this need. The technique can be employed to 
annotate and verify image categories when gathering images. The proposed 
method segments each image into non-overlapping blocks from which color 
and texture features can be extracted. Support Vector Machine (SVM) 
classifiers are then applied to train and classify the images. Our experimental 
results show that the proposed classification mechanism is feasible for digital 
archive management systems. 

1   Introduction 

There has been an enormous growth in the number of digital image files in digital 
libraries in recent years; however managing these files has become increasingly 
difficult. To reduce the cost of digital image management, an automatic tool for 
digital libraries is required. In digital image management, research activities include 
image retrieval [1], digital rights management [2], and image annotation [3]. These 
research activities are very much related to image classification techniques. In 
addition, if there is a large volume of images, an efficient classification technique is 
very useful for maintaining the quality and correctness of the digital library. Take, for 
example, a set of naïve images in which no metadata has been embedded. An image 
classification technique can be applied to annotate the images and store them in 
appropriate categories. Furthermore, we can use the classification technique to verify 
the correctness of manually labeled image categories and dubious images can be 
identified and double-checked to maintain the quality of the digital library. 

In this paper, we integrate an image classification technique with a digital archive 
management system. Image classification in our system comprises two components: 
off-line image training and on-line image classification. In the first component, each 
image is segmented into non-overlapping blocks. A color and texture histogram of 
each image block is then extracted as its feature representation, and the Support 
Vector Machine (SVM) technique is applied to train several image category 
classifiers. In on-line classification, we extract the features of the image and use the 
trained SVM classifiers to store gathered images in appropriate categories. 
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The remainder of this paper is organized as follows. In the next section, we discuss 
related works. In Section 3, we address SVM training and classification, together with 
image feature extraction. Section 4 describes the implementation platform and 
experimental results. Finally, we present our conclusions and discuss future research 
directions in Section 5. 

2   Related Work 

Many content-based image retrieval (CBIR) systems have been developed since the 
early 1990s. CBIR for large image databases [5] has been studied extensively in 
relation to image processing, information retrieval, pattern recognition, and database 
management. Most CBIR research efforts have focused on finding effective feature 
representations for images. First, the histogram method has been widely used for 
various image categorization problems. Szummer and Picard [4] and Vailaya et al. [6] 
use color histograms to classify indoor and outdoor images. Chapelle et al. [7] apply 
SVM to classify images containing a generic set of objects based on color histogram 
features. The above works show that histograms can be computed at a low cost and 
are effective for certain classification cases. However, a major shortcoming of general 
histogram representation is that spatial structural information is missed. Hence, other 
features such as texture and shape have been proposed to solve this problem [8-11]. 

A number of methods that extract features by dividing an image into blocks have 
been proposed. Gorkani and Picard [12] first divide an image into 16 non-
overlapping, equal-sized blocks, and then compute the dominant orientations for each 
block. Finally, the image is classified as a city or suburb scene by the major 
orientations of the blocks. Wang et al. [13] develop an algorithm for classifying 
graphs or photographs. The classifier divides an image into blocks, and classifies each 
block into one of two categories based on the wavelet coefficients in high frequency 
channels. If the percentage of blocks classified as photograph is higher than a pre-
defined threshold, the image is marked as a photograph; otherwise, it is marked as a 
graph. Yu and Wolf [14] propose a Hidden Markov Model (HMM) classifier for 
indoor/outdoor scene classification that is trained on vector quantized (VQ) color 
histograms of image blocks. Li and Wang [15] suggest that a particular category of 
images can be captured by a two-dimensional multi-resolution HMM trained on the 
color and texture features of the image blocks. Yanai [16] describe a generic image 
classification system that uses images gathered automatically from the World Wide 
Web as training images for generic image classification, instead of using image 
collections gathered manually. Murphy et al. [17] propose four graph models that 
associate the features of image blocks with objects and perform joint scene and object 
recognition. 

3   Image Classification 

Image classification in our system comprises two components: off-line image training 
and on-line image classification. In the training component, we extract features from 
images sourced by the archive system and link them to categories through SVM 
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training. Next, in the classification component, we classify unknown images into one 
of the categories using SVM classifiers. Figure 1 shows the workflow of the image 
training and classification modules in our digital archive management system. 

 

 

Fig. 1. An overview of the image training and classification components 

3.1   Feature Extraction 

Since archive images in the same category have similar characteristics, an image’s 
content, such as its color and texture, can be used to represent the characteristics of 
the category. For example, an image of Archaeological Data usually has an ancient 
object in the center of the image, while a Han Wooden Slip image usually exhibits 
natural wood colors, but the use of ultra red rays may reveal detail not visible in the 
chromatic image. In the following, we describe the color and texture feature 
extraction process. 

To obtain color features, we first normalize the size of a training image into 96×120 
pixels, and segment them into 4×4 non-overlapping blocks (see Figure 1). Next a color 
histogram vector for each block is computed. A mean vector is also computed by 
averaging the color histogram vectors of the sixteen blocks. We then calculate the color 
histogram intersection between each block’s histogram vector and the mean vector. 
Finally we have sixteen similarity values as our color feature representation. 

For texture feature extraction, we apply Canny’s edge detection algorithm [18] to 
each block. First, we use a Gaussian mask to smoothing the image’s noise, and use a 
pair of 3x3 Sobel convolution masks to estimate the gradient in the x-direction (Gx) 
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and y-direction (Gy). Then we use the gradient of Gx and Gy to compute the pixel 
direction as follows: 

1 = 180 - (( tan ( / )) * (180/ ));Direct Gy Gx π−  (1) 

For quantization, an edge direction is given a setting based on the range it falls within. 
An edge direction in the range (0~22.5 & 157.5~180 degrees) is set to 0 degrees. Any 
edge direction falling in the range (22.5~67.5 degrees) it is set to 45 degrees; in the 
range (67.5~112.5 degrees) it is set to 90 degrees; and in the range (112.5~157.5 
degrees) is set to 135 degrees. We calculate the direction histogram of four region-of-
interest (ROI) blocks (blocks 6, 7, 10, and 11 in Figure 1) in the image to determine 
its texture feature representation. 

3.2   SVM Training and Classification 

The Support Vector Machine (SVM) technique utilizes the minimal structured risk 
principle in machine learning theory, and generally performs effectively on pattern 
classification problems without incorporating domain knowledge [19]. It is based on a 
binary classification method, and looks for a hyper-plane to divide objects into two 
classes. It can ensure the minimal error rate of classification. The main advantage of 
SVM is that it can process linearly inseparable cases by training and analyzing the 
given data to generate support vectors. After removing extreme data from the training 
data, it builds the support vectors into a model. It then classifies any existing test data 
into the appropriate classes. 

The color and texture features are used for training and classification. We 
normalize the features of training images as follows: 

[Label] [Index1]:[Value1] [Index2]:[Value2] ... 

For example, a feature vector of the first image could be: 

1 1:0.268169 2:0.332564 3:0.246752 4:0.101631 5:0.202088 6:…etc 

where [Label] is the correct category number of the image, and [Index] is series of 
feature values of the image. In this study, we employ the radial basis function as the 
kernel function. 

4   Experimental Results 

Our image collections contain Archaeological Data, Buddhist Rubbings, Han Dynasty 
Stone Relief Rubbings, Fu-Ssu Nien Ancient Books, and Han Wooden Slips. An 
image database, built by Redhat Linux 7.3, is divided into two components: the 
multimedia center web system (MMC) and the image processing daemon (IPD). 
These two components share the kernel function module layer and the database and 
file storage layer. The MMC executes the Servlet through JavaBeans invoked and 
compiled by the Application Server. The IPD uses the API through the kernel 
function module layer to communicate with the database and file storage layer. The 
classification module was developed by Java-Servlet and SVM tools [20]. Figure 2 
shows some of the class images from the digital archive management system. 
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Fig. 2. Part of each class of images from the digital archive management system 

Table 1 lists the image collections. There are 2716 collected images (# CI) 385 
training images (# TRI), and 2331 testing images (# TI). In the training stage, we use a 
different cross-validation parameter (# CV) in each class to increase the accuracy ((%) 
CVA). The recall rate, precision rate, and  F-measure are used to evaluate the 
classification performance. Table 2 shows the accuracy rates derived from experiments 
that evaluated the proposed classification technique. The recall rate (Rec. (%)) is 
denoted by TIR / TIT, the precision rate (Pre. (%)) is defined by TIR / (TIr + TIw), and the 
F-measure is the harmonic mean of the recall and the precision rates. TIR, TIw, and TIT 
are the number of correctly clustered images, the number of incorrectly clustered 
images, and the number of test images for each class, respectively. All values are 
represented in percentages. A test image estimated by each SVM classifier returns a 
decision value, and the classifier with the highest decision values is assigned as the 
category of the test image. ADV is average of the decision values in the classifier. We 
obtained an average F-measure of 86.67%, as shown in Table 2. 
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Table 1. Image data collections 

Class 
Archaeo-

logical Data 
Buddhist 
Rubbings 

Han Dynasty 
Stone Relief 

Rubbings 

Fu-Ssu Nien 
Ancient 
Books 

Wooden 
slips 

(chromatic) 

Wooden slips 
(ultra red 

rays) 

total / 
avg 

# CI 154 498 499 498 569 498 2716 

# TRI 36 72 72 72 71 62 385 

# TI 118 426 427 426 498 436 2331 

# CV 5 50 40 5 5 15  

(%) CVA 98.96 90.65 89.87 100 98.96 94.55  

Table 2. Experimental results of image classification 

Class 
Archaeo-

logical Data 
Buddhist 
Rubbings 

Han Dynasty 
Stone Relief 

Rubbings 

Fu-Ssu Nien 
Ancient 
Books 

Wooden 
slips 

(chromatic) 

Wooden slips 
(ultra red rays) 

total / 
avg 

ADV 1.571186 1.007611 0.958000 0.989020 0.903878 0.982123 1.0728 

Rec. (%) 
114/118 

96.61 

339/426 

79.58 

281/427 

65.81 

421/426 

98.83 

498/498 

100.00 

352/436 

80.73 
86.93 

Pre. (%) 
114/122 

93.44 

339/457 

74.18 

281/358 

78.49 

421/422 

99.76 

498/574 

86.76 

352/398 

88.44 
86.85 

F (%) 95.00 76.78 71.59 99.29 92.91 84.41 86.67 

 

Fig. 3. The classification results of Archaeological Data 
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Figures 3 and 4 show the classification results of Archaeological Data and Fu-Ssu 
Nien Ancient Books in the digital archive management system. The results of 
Archaeological Data, Fu-Ssu Nien Ancient Books, and Han Wooden Slips (ultra red 
rays) are superior to the Buddhist Rubbing, Han Dynasty Stone Relief Rubbings, and 
Han Wooden Slips (chromatic). We assume that the color tones of the first three 
categories are similar. The image sizes in the last three categories are irregular so that 
the images have different textures. From our experimental results, it is clear that the 
average F-measure is extremely effective for image classification. 

 

Fig. 4. The classification result of Fu-Ssu Nien Ancient Books 

5   Conclusions and Future Work 

In this paper, we have integrated an image classification technique with a digital 
archive management system. Images are segmented into blocks to extract their color 
and texture histograms as their feature representations, which are then trained to 
generate Support Vector Machine (SVM) classifiers. Our experiments show very 
promising results for the proposed technique. We believe the proposed image 
classification technique would be very useful for automatic annotation and validation 
in large image databases. 

In our future work, we will investigate and compare the effectiveness of other 
image features (shape, spatial layout, etc.) and classification techniques (Bayesian 
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networks, decision trees, etc.). In addition, we will build a multi-level semantic 
annotation mechanism to facilitate image management and searching. 
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Abstract. Folklore artifacts hold strong cultural meaning for a people. Taiwan 
Folklore Museum (TFM) is Taiwan’s first official folklore museum which aims 
at providing the people of Taiwan with a place where they can reflect about the 
past and experience how the pioneers lived. There are a great variety of arti-
facts, which were classified into ten categories according to their life styles and 
functions, collected in the museum and it attracts a great number of oversea 
tourists each year. The museum is also the most popular place for students from 
kindergartens and primary schools and for general citizens to learn what their 
tradition is and how their ancestors lived. In this paper, we report our current 
progress in digitization and content development of the artifacts. Totally 1412 
collected artifacts have been digitized so far. The originality and function of 
each collected artifact was described in three different languages, including 
Chinese, Japanese, and English, in which detailed information of the artifacts 
were examined and studied by several Taiwanese folklore specialists. To facili-
tate inter-museum communication, metadata based on Dublin core and its ex-
tensions were provided as well. A website (http://www.folkpark.org.tw) dedi-
cated to demonstrate the digital contents of the artifacts and to support digital 
surrogates for the folklore researchers was also constructed. It allows people 
from all over the world to surrogate the information about the collected artifacts 
so that studies regarding Taiwanese folklore artifacts can be done without terri-
tory constraint. Future works will focus on the construction of 3D models for 
the artifacts on demonstrating their global views. E-learning contents for Tai-
wanese folklore courses will also be authored for providing general publics and 
children an interactive way of learning on the Internet. 

1   Introduction 

Taiwan Folklore Museum (TFM) is Taiwan’s first official folklore museum which aims 
at providing the people of Taiwan with recreation and with a place where they can re-
flect about the past and experience how the pioneers lived. The park hosts seminars 
about folk customs and provides a space for folk art exhibitions or performances, so as 
to raise the quality of people’s lives and allow them to see first-hand traditional South-
ern Fujianese-style architecture and taste Taiwan’s down-home country flavor.  
                                                           
* Corresponding author. 
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In recent years, Taiwanese government has focused on promoting digital content 
development and reservation of the artifacts regarding to arts, languages, ecology, 
living styles, etc. [1,2]. Although a number of digital contents with great variety have 
been done or partially finished, a digital content concerning Taiwanese folklore arti-
facts which reflects people’s life styles in various ways is still not found. TFM re-
serves a great variety of artifacts donated by general citizens and charity clubs that the 
functions and originalities of many artifacts are not clear for general publics.  

In this paper, we report the current progress in digitization and content develop-
ment of the folklore artifacts collected in this museum. The originality and function of 
each collected artifact were described in three different languages, including Chinese, 
Japanese, and English, in which detailed information of the artifacts were examined 
and studied by several Taiwanese folklore specialists. A website which dedicates to 
demonstrate digital contents of the artifacts and to support digital surrogates for re-
searchers was also constructed.  

1.1   Meaning and Merits of Folklore Artifacts 

The word “artifact” refers to a physical object or a primary record. An artifact is an 
information resource in which the information is recorded on a physical medium [3]. 
The term “folklore artifacts” refers to artifacts connected to people’s lives including 
those related to food, clothing, shelter, transportation, ancestor worship, religion, 
festivals, leisure activities and other customs. As such, they refer to objects people use 
in their customs or general cultural lives. To take this a step further, it can be stated 
that folk customs take shape within a definite area, among a group of people in a 
collective environment. After a long period of settling and accumulation, during 
which the people can make their own choices and spur each other on a certain way of 
life, and then a certain mindset gradually emerge, which in turn lead to folk customs, 
religious beliefs, and value systems. People growing up in the same circle of folklore 
and customs will mutually understand each other, and will have the similar beliefs 
and share a worldview and a tacit understanding about many practices.  

Furthermore, in general folklore refers to the society and culture tradition of the 
common people (serving as a concrete display of the common people’s culture) and 
the customs practiced and beliefs held by the vast majority of people in the cultural 
mainstream that they have inherited from their ancestors, including legends, stories, 
religious beliefs, festivals, ancestor worship, taboos, ceremonies, leisure activities, 
music, singing, dance and so forth [4]. As a result, the value of folk artifacts lies in 
their demonstration of popular conceptions, life wisdom and the ancestral legacy 
hidden within the culture. Their basic value lies in their tight intermeshing of spiritu-
ality, psychology, and social mores; and their social functions and symbolic cultural 
meanings lie largely in their artistic and historical worth. 
     In accordance with the above discussion, folk artifacts can be put in the following 
functional categories: social and political cultural artifacts; artifacts from everyday 
life; tools of production; artifacts related to transportation, shipping and communica-
tions; artifacts related to trade; artifacts related to folk knowledge; artifacts connected 
to religious and secular ceremonies, architectural ornamentation; artifacts relating to 
music, theater, and entertainment; toys and other recreational artifacts (including 
those connected to gambling); as well as certificates and deeds.  
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1.2   Categories of Collected Artifacts 

The artifacts can be classified into ten categories according to their life styles and 
functions. Table 1 summarizes the categories and numbers of the artifacts collected in 
this museum. Figure 1 shows examples of the representative artifacts for ten catego-
ries. 

Table 1. Categories and Numbers of Collected Folklore Artifacts 

Item Category Number 
1 Clothing and Jewelry   353 
2 Kitchenware and Dinnerware   242 
3 Furnishings   232 
4 Transportation     67 
5 Arts and Recreation     81 
6 Machinery and Tools     14 
7 Religion and Religious Ceremonies   264 
8 Study     96 
9 Aborigines     31 

10 Documents and Deeds     32 
Total 1412 

Clothing and Jewelry. Traditional Taiwanese clothing is very similar to traditional 
clothing found on mainland China, although showing some natural variations due to 
time and place and differences in climate. Most of Taiwan’s early Han Chinese setters 
came from the provinces of Fujian or Guangdong in order to make a living in Taiwan, 
and as a result they were diligent and frugal and strived to accumulate wealth. They 
only showed extravagance in the silk and satin clothing they would wear during 
festivals and ceremonies. 

In Taiwan, red clothing was used to express auspiciousness. At normal times peo-
ple would wear simple clothing, but at times of ceremonies and celebrations, the 
women would wear red clothing or red flowers in their hair. The clothing of adults 
and children would alike be embroidered with various detailing and beautiful auspi-
cious designs and might even be made out of silk and satin. Most women’s jewelry 
was made out of silver and gold, and the affluent preferred jade. There were a great 
variety of hair ornaments, anklets, bracelets, rings and earrings with intricate carving 
and exquisite workmanship. Men wore their hair in braids, and city gentlemen would 
wear guaban (melon petal) skullcaps. From head to foot, people of different sexes, 
age groups and professions would wear different kinds of clothes. Apart from matters 
of taste, clothing also expressed position in society. 

Kitchenware and Dinnerware. In Taiwan, farmers can grow two crops of rice a 
year. The glutinous rice grown in Taiwan is sweet in flavor and is therefore quite 
suitable for brewing sweet wine and making cakes and pastries. Red turtle cakes and 
red peach buns are symbols of good fortune. They are but a few examples of Taiwan-
ese desserts made with wheat flour or glutinous rice flour. People eat these desserts as 
symbols of reunion and for good luck on every festive occasion. In olden times,  
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people in Taiwan would eat simply most of the time, but for special occasions, such 
as New Year’s, festivals or religious ceremonies, they would make extravagant offer-
ings to the gods and put out sumptuous feasts for their guests. Banquets would have 
eight appetizers and 16, 18 or sometimes even 24 courses. During banquets, betel 
nuts, which were believed to be potent in preventing miasma, were often offered. For 
a marriage proposal or when friends had an argument, betel nuts would be offered as 
a friendly gesture to dispel suspicion or ill will.  

Furnishings. A family centers around their home for daily activities. More than just 
providing shelter, a house must be comfortable, beautiful, in tune with nature, and 
possess good fengshui. Therefore, traditional Taiwanese residential architecture put 
great emphasis on craftsmanship, garden and pathway layout, living space layout, and 
interior decor. Decorative features on the roof, as well as on lintels, doorframes, and 
pillars were believed to be important for allowing the family to live in peace and 
prosperity. 

Transportation. Ox carts were an important means of transportation during the early 
days of Taiwan, and they were used to carry both people and goods. Sedan chairs 
were a means of transportation for the middle and upper classes. Rickshaws were 
introduced at the end of the Qing Dynasty, and their numbers continued to increase 
after Taiwan was ceded to Japan. Their speed and lower cost quickly made sedan 
chairs obsolete. In 1887, Liu Ming-chuan submitted a report asking the emperor to 
build a railroad in Taiwan. He then purchased rails, iron bridges, locomotives and 
passenger cars from Great Britain and Germany. In 1891, the stretch between 
Keelung and Taipei was finished. In 1893, the line was extended to Hsinchu. In 1908, 
Japan finished Taiwan’s north-south railway. 

In 1904, the first bicycles appeared in Taiwan. During the twenties, bicycles and 
rickshaws were the most numerous transportation devices in Taiwan. After the return 
of Chinese rule, tricycle rickshaws introduced from the mainland replaced man-pulled 
rickshaws. For river crossings, there were bamboo and wooden bridges, ferries, and 
ropeways. Walkers used carrying poles, back racks, back frames and knapsacks to 
transport goods. Railroads and buses, introduced during the end of the Qing Dynasty 
and the start of the Republic of China, gradually replaced all other vehicles with the 
exception of bicycles. 

Religion and Religious Ceremonies. Folk religion in Taiwan is a mixture of Confu-
cianism, Buddhism and Taoism, with Taoism having the most influence. One salient 
feature of its practice in Taiwan is that people do not differentiate between Taoist 
deities and Buddhist bodhisattvas. For example, in Buddhism, General Guan Yu is 
referred to as Wenheng Shengdi (the Sacred Emperor Wenheng) or Gaitian Gufo (the 
Heavenly Buddha), whereas in Taoism, he is referred to as Yihan Tianzun (the Su-
preme Minister), Xietian Dadi (the Heaven’s Aide Emperor) or Shanxi Fuzu (Master 
of Shanxi). In Confucianism, Lu Dongbin is referred to as Fuyu Dijun (the God of 
Trust) or Chunyang Tianzi (the Pure Yang Emperor), in Taoism he is Miaodao 
Tianzun (the Wonderous Tao Supreme) or Lu Xianzu (Lu, the Elder), and in Bud-
dhism he is Wenni Zhenfo (the True Buddha Wenni). In Taiwan, Taoism gives the 
largest number of names to its deities. This is partly because Taoism is the most  
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influential religion. Religion often conducts rituals connected to the time of year or 
season, and Taoist rituals are mostly performed during New Year’s, festivals, coming-
of-age ceremonies, weddings or funerals. The artifacts used in these rituals are among 
the most important for demonstrating folk customs and practices. 

Aborigines. Most Taiwanese aborigines live in the mountains. There are ten major 
tribes: the Atayal, Saisiyat, Bunun, Tsou, Paiwan, Rukai, Amis, Puyuma, Tao (Yami) 
and Thao. Although the techniques vary somewhat from tribe to tribe, all of their 
artifacts possess a simple beauty, including ceremonial objects, carvings, weapons, 
embroidery, objects used in everyday life, handicrafts, etc. Most of these objects are 
decorated with primitive designs such as human figures or snakes, which are simple, 
elegant and powerful. Most tribal villages are found in remote areas deep in the 
mountains, where the living environment and conditions are not good. As a result, 
most of their objects are hand-made and relatively primitive. 

Documents and Deeds. Documents are important for researching history, and in 
particular social, economic and legal history. Currently, examination of Taiwan’s 
ancient documents has yielded some of the best research into the history of the island. 
Ancient documents include government announcements, law suit papers, official 
seals, bulletins, deeds, laws, regulations, provincial regulations, records of regulations 
and systems, inscriptions, news of victory; and private sector’s deeds, licenses, ac-
count books, letters, bills, family pedigrees, clan organizations, adoption papers, spe-
cial adoption papers for adopting one’s own brother’s son, papers dividing family 
property, as well as wooden tablets with inscription of a clan’s origin, clan banners, 
personal seals and lanterns decorated with the character of a family’s surname. 
Among the most valuable of documents are those connected to land transactions, 
including deeds, transaction tax papers and leases.  

Machinery and Tools. Taiwanese machinery and tools were aimed at practicality. 
Most of them lacked ornamentation and were simple, sturdy and durable. The tech-
niques used in making these tools reflected the political and economic situations of 
Taiwan during their eras. At the end of the Ming Dynasty and the beginning of the 
Qing Dynasty, the tools of both immigrants and aborigines were simple and rough. 
Most of them were homemade from the materials found in the region. The styles 
reflected the origins of the early Han settlers (Fujian and Guangdong). 

Study. During the Qing Dynasty, educational institutions in Taiwan included county 
and city schools, community schools, free private schools, private schools and village 
private schools. Private schools and village private schools were more common than 
on the mainland. As for the stationery, the most famous inkstones in Taiwan were 
Luohsi inkstones made in Ershui. Ink came easily and quietly, like polishing jade. 
Both on cold winter days and hot summer days, it would perform well. It was really 
among the best of all inkstones. In the past, the residents of Taiwan respected schol-
ars, and as a result, they also treasured paper. All used or discarded papers would be 
collected and burned in a special “paper burner.” This special custom arose out of 
Confucian respect for education. Other stationery supplies or study furnishings in-
cluded brush holders, ink boxes, paper weights, water containers, inks, water holders, 
inkstone screens, baskets for holding scrolls, bookcases, chaise longs, etc. 



 Digital Content Development of Taiwanese Folklore Artifacts 95 

Arts and Recreation. In their leisure time, people enjoyed festivals and group 
entertainments, such as by holding lanterns during the Lantern Festival, performing 
lion dancing during the Chinese New Year, racing dragon boats during the Dragon 
Boat Festival, worshiping the gods, giving banquets, performing operas for deities, as 
well as gambling and watching vaudeville performances during temple fairs. 
Although these are all activities connected to religious ceremonies, they are 
nonetheless pleasurable for both the deities and the people. Folk arts can generally be 
divided into the following categories: music, drama, dance and handicrafts. 

 
 

        

 

 
(a)           (b)          (c)                  (d)         (e) 

  

 

    

 

  

 

 
(f)            (g)           (h)          (i)         (j) 

Fig. 1. Examples of the Taiwanese folklore artifacts, which were classified into ten categories 
including (a) clothing and jewelry, (b) kitchenware and dinnerware, (c) furnishings, (d) trans-
portation, (e) religion and religious ceremonies, (f) aborigines, (g) documents and deeds, (h) 
machinery and tools, (i) study, and (j) arts and recreation 

2   Materials and Methods 

The task force is consisted of multi-discipline scholars, including folklore specialists, 
archivists, and academic researchers majored in computer and information sciences 
[3]. Currently, there are totally 1412 artifacts have been digitized. Their dimensions, 
originalities, functions, and other detailed descriptions were examined, investigated, 
and recorded by folklore specialists. Metadata based on the Dublin core were also 
constructed for compatible with international standard. Finally, a database system and 
a website were designed for providing general publics and researchers to browse and 
surrogate the digital contents. 

2.1   Digitization and Artifacts Descriptions 

The dimensionality, originality, category, and function of each artifact were studied, 
examined, and recorded by several Taiwanese folklore specialists recruited to partici-
pate in this project. For each artifact piece, at lease 50 Chinese characters were writ-
ten to describe its originality, function, and its folklore and cultural significance. In 
order to meet the needs for oversea visitors and folklore researchers, the Chinese 
descriptions were translated into Japanese and English. The translators closely inter-
acted with the folklore specialists for discussion on the details of artifacts, so that the 
translation can best describe their embedded contents. 
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Pictures of the artifacts were taken by a professional photographer using a profes-
sional Hasselblad camera with 120mm positive films. Three infrared-synchronized 
spotted lamps, one was placed above the artifact and the other two at its left and right 
sides, were used to eliminate the shadow effect.  The pictures were then digitized by a 
high-quality scanner with resolution as high as 600 dpi and stored in true-color format 
(TIFF) for further processing and future references. A commercial software package 
(Adobe Photoshop) was used to calibrate the color saturation and hue deviation 
caused by over- or under-exposure caused by differences in exposure characteristics 
among artifacts with great variety. 

In addition to the digital contents, paper-based documents were also prepared for 
supporting on-site demonstration and back-up. Pamphlets for all artifacts were printed 
out on non-acid paper using high-quality color inject printer for long-term reservation. 

2.2   Database and Metadata Design 

Metadata designed based on the examples demonstrated in [1] for the Taiwanese 
folklore artifacts are shown in Table 2, in which the field names are consistent to 
Dublin core for compatibility with international standard [5]. Database of the digital 
contents were stored in tables designed using Microsoft Access. A SQL server and a 
Web server constructed by using MYSQL and PHP, respectively, were applied for 
handling database management and query and for generating XML web pages [6]. 

3   Results 

Folklore artifacts hold strong cultural meaning for a people. In preserving and exalt-
ing our artifacts and artistry, we have finished digitization and content development  
of 1421 artifacts. The dimensions, originalities, functions, and other information  
 

 

Fig. 2. An example of the collected artifacts with its relevant information is shown 
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Table 2. Metadata of the Taiwanese Folklore Artifacts 

Element Qualifier 

Collection Type 
Aggregation Level Type 

Original Level 

Main Title- 
Chinese. 

Alternative Title- 
Japanese 

Title 

M
ain/Sub T

itle 

Alternative Title- 
English 

Classified Number 
Content Subject 

Situation and Function 
Media Type 

Quantity 
Length 
Width 
Height 

Diameter 
Perimeter 

S
ize/w

eight 

Weight 
G

enerally form
at 

Material 
Digital Format 

File Type 
File Name 

File Description 
Authorization 

File Size 
Version 

Doc Type 
Resolution 

Pixel Number 
Image Size 

Comp. Ratio 
Audio Sampling 

Rate 
Channel Nos. 
Quantization 

Video Frame Size 
Frame Rate 

Format 

D
igital form

at 

Other Spec.  

Element Qualifier 

Chinese 
Japanese 
English 

Way of Acquisition 
Date of Acquisition 

Descrip-
tion 

Value 
Creator 

Contributor 
Publisher 

Creation Date 
Date 

Fabrication Year 
Language 

ISBN 

S
tandard 

N
um

ber ISSN 

UIN 
URL 

U
R

L
 Digital  Identifier 

File Name 
Catalog Number 

Identifier 

L
ocal 

N
um

ber 

Accession Num-
ber 

Source 
Has Part 
Is Part Of Relation 

Reference Source 

Repository Area 

Call Number Coverage 

S
patial 
class Place of Origin 

Copyright Owner 

Copyright Dura-
tion 

Copyright Status 

C
opyright U

se 
and L

im
itation Use Limitation 

Owner Country 

Rights 

O
w

ner Owner Institute 
 

regarding to all the collected folklore artifacts were studied and recorded by Taiwan-
ese folklore experts. Figure 2 shows an example of the collected artifacts, in which 
the Chinese, Japanese, and English titles and descriptions are included. 

A website (http://www.folkpark.org.tw) which serves as an Internet entry for 
browsing the digital artifact contents was supported, as demonstrated in Fig. 3(a). As 
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illustrated in the figure, visitors can directly click on the category icons to look up the 
digital contents of the artifacts, as shown in Fig. 3(b). 

  

(a)     (b) 

Fig. 3. (a) Home page of the Taiwanese folklore museum and (b) examples of the artifacts 
classified as the machinery and tools category shown on a web page 

4   Discussion and Conclusion 

There are many kinds of folklore artifacts, and collectively they reflect the culture of 
the people. From the angle of the relationship between humans, folklore artifacts 
concretely display the customs of people’s life. From the angle of the relationship 
between humans and supernatural forces, folklore artifacts bring a concrete form to 
the abstract religious beliefs and ideas. Folklore artifacts are crystallizations of our 
ancestors’ wisdom.  

Although a short description for an artifact has been supplemented to partially clar-
ify its function and originality, the connections among these artifacts have not yet 
been clarified. The contributions and impacts of the digitized contents are manifested 
in two aspects. First, the contents supply rich resources which motivate a serious of 
investigations regarding the Taiwanese folklore. For example, the artifacts classified 
as the Religion and Religious Ceremonies category are currently studied by a group of 
researchers from authors’ institute to further classify the items into more sub-
categories and to picture the scene of religious ceremonies and the role of each arti-
fact item. Secondly, the contents enrich the materials for tutoring of multimedia de-
sign and education of Taiwanese folklore in general universities. 

In conclusion, we have developed the digital contents of 1412 artifacts collected in 
this museum. Additionally, English and Japanese translation of the artifact descrip-
tions, design of the metadata and database system, and design of a website for con-
tents demonstration have also been done. Future works will focus on (1) the construc-
tion of 3D models of the artifacts, (2) the development of folklore E-learning courses 
for general citizens, (3) the design of interactive materials for attracting children 
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learning, and (4) the introduction of virtual reality for recovering the living scenes and 
environments of our ancestors. 
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Abstract. Geographic and mathematic analyses of historical maps require 
highly accurate adjustments to manuscripts in order to eliminate distortions 
caused by time and use. Earlier proposals for electronic restoration only offered 
effective solutions when compensating for tightly bound or straightly creased 
books. Applying a different solution, we have encountered a way of 
electronically restoring the map to its original shape, producing not only a more 
beautiful map, but also one suitable for further geographical analyses. 

Keywords: Electronic restoration, digital preservation, digital archives and 
museums, historical maps, geographic analysis, and mathematic analysis. 

Time and nature have not been kind to many of the world’s most important and 
beautiful historical maps. Stored either folded or tightly rolled, maps can be damaged 
by being opened, examined, and then stored. Edges fray along the folds, or the curled 
map refuses to lay flat. Exposure to rain, seawater or moisture in any form causes the 
previously flat surface of maps to ripple, distorting the flat face of the original 
drawing into a series of peaks and depressions. Surviving charts thus contain 
characteristics that significantly distort the original drawing or engraving.  

In an era of digital photography, high-end digital back scanners or cameras can 
capture the image of the original and transform the paper or vellum into pixels. With 
wavy and damaged maps, photographers most often electronically eliminate distortion 
with editing software such as Photoshop because maps are usually scanned or 
photographed for purposes of illustration. Editing out the ripples and tears transforms 
the map into an appealing image for presentation in books, postcards, publicity 
brochures, and calendars. However eye-catching these images seem, they remain 
useless beyond their visual impact. 

However, in the last ten years a digital revolution has occurred in map-making. 
Highly sophisticated geographic software such as ArcGIS, and ERDAS Imagine has 
replaced pen and paper as the basic tool for constructing and analyzing maps in many 
countries around the globe. 

More can be accomplished with digital images of maps than ever before. For 
example, census and voting information can be overlaid on maps to discover how 
groups of people voted, and locations of crimes can be plotted to help police find the 
perpetrators.  



 Electronic Restoration: Eliminating the Ravages of Time on Historical Maps 101 

While images produced for illustration obviously cannot be used for geographic 
analysis, the original unretouched digital images can be employed. However, without 
taking the ripples, folds, and frayings upon the map into account, any resulting 
analysis is flawed. Eliminating the distortions caused by time and nature remain 
essential to answering important geographical questions.  

With such digital corrections we could begin to answer previously asked but 
irresolvable questions: the accuracy of scales, uniformity of measures of distance, and the 
type of projection or underlying model upon which early cartographers drew their maps. 
Since Mediterranean nautical charts marked the first stages in the development of modern 
scientific cartography, we considered rectifying these maps crucial to understanding how 
mathematical and geometrical construction of maps unfolded between the thirteenth and 
sixteenth centuries when Mercator drew his now famous world map. As a result we 
considered medieval and early modern maps one of the more important artifacts to restore 
electronically as well as one of the most technically challenging.  

Because no library would allow its patrons or conservators to physically alter the 
map by steaming or taping it together, the process of correcting the ravages of time 
has to be accomplished electronically.  

Others have proposed useful techniques for modifying digital images or scans to 
compensate for shadows in too-tightly bound books or paper that has been creased in 
a single vertical line. [1] However, all these methods of correction rely upon 
industrially manufactured rectangles that define the sheet of paper or page of a book. 
Rectifying distortion of pre-industrial books and papers remains a different task. 
Medieval vellum and early modern paper rarely form perfect geometric shapes; 
somewhat flawed, misaligned sheets prevail. Damage on these surfaces also often 
presents itself as oddly shaped waves or curves.  

Maurizio Pilu still proposed a process for altering warped documents, but his 
corrected images remained far too flawed to be suitable for the additional 
mathematical analyses needed to answer questions about early map-making. [2] We 
agree with Pilu that a polygonal mesh (such as the one shown in Fig. 6) constitutes the 
best geometric starting point for correction, but we drew upon a different procedure to 
create a mesh and applied other mathematical formulae to rectify present-day 
distortions. In short, to subject historical maps to newer sophisticated analyses, we 
needed to restore the maps to the condition in which they were originally created. 

The basic principle of the triangular mesh has been introduced into cartography (for 
adjusting contemporary maps) under the rubric of “rubber sheeting,” so called for its 
virtual stretching of the underlying image. Both of the major map-making software 
packages, ArcGIS and ERDAS Imagine utilize a mesh as the foundation of their 
transformation of maps. While designed for contemporary maps, both tools could 
potentially electronically restore historical maps to their original condition.  Both software 
programs employ the same mathematical formula (polynomial transformations) to the 
digital mesh in order to adjust a digital image into a known coordinate system, but they do 
so differently. Of the two, however, ERDAS Imagine’s method proved to be more useful 
for historical maps because it can adjust to multiple misshapements.   

Maps become distorted or destroyed in different parts or sections.  Thus, the right 
hand edge of a map may have frayed, or water may have damaged the center left 
region.  One corner of a map may have ripples while another corner does not. Put in 
other terms, distortions in historical charts are locally distributed. However one of the 
software packages, and the most widely used, ArcGIS turned out to be unsuitable for 
digital refurbishment.  Even if you chose control points in just a small damaged area 
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of the map, ArcGIS’ technique distributes the error over all of the map’s pixels, thus 
changing even those areas that have remained in their original (undamaged) 
condition. Thus this process introduces error in the already correct portions of the 
map even as it attempts to fix the error in a small region. 

The other major software package, ERDAS Imagine, not only allows us to correct 
each of the damaged areas of the map separately, but also it keeps the undamaged 
sections of the map in their original form. (In geometric and mathematical terms, 
ERDAS Imagine’s referencing tool constructs a local polynomial transformation by 
employing a triangular-based network generated using the nearest contiguous three 
points.) Employing the nearest three points to construct a triangle eliminates the 
problems that Pilu encountered in constructing the mesh.  Using ERDAS Imagine we 
were able to select the damaged area to transform while leaving the unharmed areas 
intact. The resulting map is as beautiful as the retouched digital image, but has the 
additional advantage of being closer to the original. 

If reconstructing a medieval map in the Mediterranean coastline tradition were as 
simple as applying ERDAS Imagine’s procedures to create the triangular mesh, we 
would simply refer readers to the appropriate pages in ERDAS Imagine’s manual [3] 
along with a few simple instructions on using general control points. Unfortunately, 
other issues complicate this process. 

The foundation of this kind of map - as of every chart in this Mediterranean 
tradition - is a circle with thirty-two spokes or rhumbs, each corresponding to a sailing 
ship’s direction. Research on several of these coastline charts in the British Library 
using microscopes and magnifying glasses confirmed that the rhumb lines of the 
compass were laid down first, and the map then drawn on top of them. [3] Therefore 
the underlying grid to which we would adjust the maps is not the more familiar right-
angled grid, but rather a series of compass roses. 

To illustrate the electronic restoration process, we chose an important historical map, 
Jorge de Aguiar’s 1492 drawing of the entire coastline of Western Europe, the 
Mediterranean, and Africa almost to the Equator. The first large dated map to cover 
such an immense territory (including Portuguese voyages down the coast of Africa to 
the Equator), this map resides in the Rare Book Collection of Yale University. Like 
many older maps, it has suffered damage over the centuries. Drawn on vellum, the map  
 

 
 

Fig. 1. Rosette generated using CAD software 
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Fig. 2A. Original map loaded into Viewer 1 Fig. 2B. Rosette loaded into Viewer 2 

  

Fig. 2C.  Options in the raster image viewer Fig. 2D. Geometric models dialog box 

 

Fig. 2E. Rubber sheeting model parameters dialog box 
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has a significant rip at the bottom along a crucial part of the African coast.  Exposure to 
rain, seawater or some form of moisture caused the previously flat surface of vellum to 
ripple. Aguiar’s chart contains several wavy areas in different areas along the coastline. 

Before beginning the digital restoration, we needed to precisely identify the construction 
pattern of the grid. In the Aguiar map, the map’s foundation is a circle with lines radiating 
every 11.25 degrees. This circle is systematically repeated every 22.5 degrees generating a 
rosette shaped structure.  Using AutoCAD, a Computer Aided Design (CAD) software, 
we were able to create a circuit of compass roses that corresponded to every rhumb line 
drawn upon the chart (Fig. 1).  This rosette became our reference, the structure to which 
we would adjust the wavy and torn sections of the Aguiar map.  

To start the restoration, we opened two “classic” viewers in ERDAS Imagine, one 
with the distorted original map and the other with the structural rosette. In the first 
viewer, we added the image of the nautical chart as a raster layer (Fig. 2A). In the 
second viewer, we loaded the rosette as a vector layer (Fig. 2B). Under the raster 
image viewer, we selected geometric correction (Fig. 2C).  A dialog box appeared and 
we selected rubber sheeting from the menu (Fig. 2D). Under the parameters title, we 
were faced with two choices, linear and non-linear. After multiple transformations 
using both the linear and the non-linear method, we did not note any significant 
difference between linear and non-linear transformation options in the rubber sheeting 
dialog box.  Therefore we selected linear transformation. 

Under the Projection title (Fig. 3A) we selected Set Projection from GCP Tool, and 
a Ground Control Points (GCP) Tool Reference Setup dialog box appeared asking us 
to define the underlying framework that we would use to adjust the map (Fig. 3B).  

  

Fig. 3A. Rubber sheeting model properties Fig. 3B. Ground Control Points (GCP) Tool 
Reference Setup dialog box 

 

Fig. 3C. Viewer Selection Instructions dialog box 
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Fig. 4A. Ground control point tools table 

  

Fig. 4B. Chip extraction viewer from Viewer 1  Fig. 4C. Chip extraction viewer from   
Viewer 2 

  

Fig. 4D. Selector box in Viewer 1 Fig. 4E.  Selector box in Viewer 2 

Since we already had the structural rosette in another window, we selected 
“Existing Viewer” by clicking on the viewer. A dialog box containing a table of input 
and reference data points (Fig. 4A) emerged at the bottom of the screen and two 
smaller viewers, viewer 3 (Fig. 4B) and Viewer 4 (Fig. 4C) appeared in addition to 
the two viewers containing the original image and the compass circuit. The selector 
box was dragged across the map image in Viewer 1 (Fig. 4D) and the corresponding 
selector box pulled across the rosette in Viewer 2 (Fig. 4E). The contents of the 
selector box Viewer 3 and Viewer 4 respectively displayed the close-up image of the 
area inside each of the two selector boxes. Using the rhumb lines as a guide, we 
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aligned the selector boxes in each of the viewers so that they corresponded to the 
same areas.  

We were then ready to begin the geometric correction.  
The next step began the precise identification of common points in the map image 

and their equivalent in the structural rosette. These points commonly called Control 
Points link a place on an unreferenced image to a location on a structure with 
coordinates, in our example the lines of the rose. The next and most delicate step of 
the process involved creating data points first in Viewer 1 (Fig. 4D), and the 
corresponding location in Viewer 2 (Fig. 4E), by a mouse click.  For each of the 
damaged areas we chose a set of three or four control points that included all of the 
damaged section. 

We repeated the process, identifying each of the damaged sections on the map and 
linking them to the underlying compass rose circuit. With a large image as complex as 
the Aguiar map, we created three hundred such separate points, with the image 
appearing as it does in Figures 5A and B.   

  

Fig. 5A Selected Ground Control Points 
(GCP) in the raster viewer 

Fig. 5B. Selected Ground Control Points 
(GCP) in the vector viewer 

 

Fig. 6. Triangular Mesh 
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Fig. 7. Comparison between the original map (left) and the rectified (right) 

Once we had control points distributed over the separate damaged sections, by 
pressing the calculation button, the computer began a process of taking the list control 
points and joining them into a mesh of triangles (Fig. 6), ERDAS Imagine uses the 
Delaunay Triangulation that creates the most equiangular triangles--those without any 
other point inside. Having created this mesh, the computer then solved a first order 
polynomial equation system in each triangle using the polynomials: 

x’=a0+a1x+a2y              (1) 
y’=b0+b1x+b2y                                                       (2) 

Where x’ and y’ refer to the coordinates in the original image, x and y to the 
coordinates in the rosette, and a0, a1, a2, b0, b1, and b2 are the Unknown values. To solve 
an n-order transformation, the computer requires a minimum of (n+1)(n+2))/2 points; in 
the case of the first order, the minimum of points are three (the ones in each triangle). 
Therefore, the problem is reduced to solving a system of six equations with six 
unknown values.  
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To go from the equation to a corrected image, we clicked in the multicolored 
square icon in a window on the screen labeled “Geo Correction.” ERDAS Imagine’s 
rubber sheeting tool then adjusted each pixel in the original (damaged) image using 
the solved equations and saved the adjusted pixels as a new file.  

We compared the newly restored image to the original to see what changes the 
transformation had made. The easiest changes to detect visually are those in the 
alignment of the compass rose itself.  In the damaged images, the compass rose lines 
are irregular, often located a considerable distance away from where they were 
originally drawn. On the corrected map, we can see how the spokes radiating from the 
center of the compass line up almost perfectly with the foundational compass rose.  

To ensure that the rubber sheeting correctly transformed the map, we imported the 
original image, the corrected image, and the rosette into ArcGIS as separate layers. 
Next we georeferenced each of the separate layers using the first order transformation 
option. This option only rotates, rescales and moves the images, allowing us to align 
the images with the grid without distorting them. 

In addition seeing realignment of the spokes of the compass wheel, the 
georeferenced map shows that many apparent errors on the map actually resulted 
from subsequent damage. Indeed the electronically restored version demonstrates a 
map far more accurate than first suspected. (Fig. 7) Aguiar drew the Canary Islands 
closer to where they actually lie relative to the African coast (near Cape Juby) (A). 
Other locations drawn more accurately include: the Cape Verde Islands (B) and Cape 
Blanc (C) in the North Atlantic coast of Africa, the Atlantic Coast of Portugal and 
Spain (D), the English Channel between England and France (E), and Hyeres Islands 
off the Mediterranean coast of France (F). The electronic refurbishment of the map 
allows us to appreciate the talent of this fifteenth century map-maker, but improved 
understanding of cartographic techniques is only one benefit of this technique. 

The advantage of undertaking such restorations should not be lost on conservators 
and rare manuscript librarians. By having an electronic version of the map available 
for use by scholars, libraries could prevent further wear and tear generated by the 
same packing and unpacking process that damaged the original. In addition, libraries 
would be able to supply researchers with an electronic version of their rarest maps 
that are suitable for further geographic analyses. 
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Abstract. Digital archives that include 3D CG models of, for example,
art works and archaeological sites are now commonly created for a wide
range of purposes. Unlike traditional museums where people can visit
in a group, access to digital archives and browsing of their contents are
solitary activities. Thus, users cannot as easily gain a deep understanding
of the contents and are less likely to truly enjoy the contents. We therefore
propose a method to support collaborative experiencing of 3D digital
archives related to cultural heritages. To achieve this goal, we developed
a system that enables automatic blogging of annotations made to 3D
content. The annotations a user makes to the 3D content of archives
while “walking” through them are automatically converted into a blog
on a web page. Users’ experiences, through annotations expressing their
impressions, opinions, suggestions, and so on, are converted into content,
which can then be used by subsequent users as a reference or guide when
browsing the archives.

1 Introduction

Digital archives are now commonly created for a wide range of purposes: study,
school, social education, and regional development, as well as for recording, pre-
serving, and restoring items of cultural heritage such as historical buildings, art
works, and archaeological sites.

While the contents of most digital archives are mainly photographs and videos
with text explanations, digital archives now include 3D CG models. Advances in
the performance and reductions in the cost of 3D scanners and improvements in
digital photogrammetry have made it practical to measure and record the shape
of target objects directly in digital form.

One of us has conducted several 3D measurements of archaeological sites
in Japan and abroad, and has created various 3D models such as Byzantine
basilicas, burial stone chambers, pieces of pottery and digital archives [11, 12].
The 3D models can be of small objects which can be picked up, such as figurines
and vases, or of huge objects which one can walk around, such as historical
buildings and archaeological sites. In this paper, digital archives that include 3D
models are referred to as 3D digital archives.

At many international conferences, such as those held by the CIPA [9]and
ISPRS [10], many case studies reflecting the expansion of 3D digital archives
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have been presented (e.g. [3]). The main focus of these conferences has been on
ways to create 3D models and digital archives. Although there have been few
studies on how these can be used, many museums in Japan and content holders
are interested in creating or expanding digital archives [7].

Creating a digital archive requires a huge investment of time and money,
so failure to add value through such projects will discourage their creation or
expansion in the future. To prevent this, we need more discussion regarding the
best ways to develop and use digital archives, systems for developing them, and
case studies on actual usage.

While there may be several reasons digital archives are rarely used effectively
in practical applications, such archives are still promising for use in a variety of
areas such as education, research, and entertainment. Possible reasons for their
limited use include

– limited public knowledge about the existence of digital archives and/or lim-
ited opportunities to find out about them,

– lack of a fully implemented environment that supports browsing and oper-
ating of 3D models via the Internet,

– contents not appealing to those who have little interest in a particular field
or who are not knowledgeable enough to understand the content without an
explanation, and

– poorly designed archives that do not support group use, making it hard
for users to stimulate each other’s interest and complement each other’s
knowledge.

When people visit a museum, they can usually share the experience with
other people such as their family, friends, or schoolmates. They can watch how
other people interact with exhibits, and this observational or social learning is
thought to be very important [8]. The sharing of knowledge, interest, impressions,
and experience can deepen each person’s understanding and appreciation of the
exhibits. Unfortunately, existing digital archives do not support such sharing.

To overcome this problem, we need to provide functions or environments that
allow users to share their experience with others. By transforming someone’s
experience using digital archive content into a form that other users can refer to
and share (i.e., experience-based content), we may be able to make the content
more understandable to those with less initial interest or knowledge, and thereby
increase their willingness to use it.

There have been many studies on Networked Virtual Environment (NVE)
where multiple users can share a 3D virtual space and do many kind of tasks
collaboratively [1]. Among promising applications of NVE are virtual 3D muse-
ums that provide on-line chat function so that users can communicate with other
users [15] and they can obtain a help for deep understanding of content from
those who may be more experienced. The main problem in virtue 3D museums
from the viewpoint of communication and collaboration is that users need to be
in a virtual museum simultaneously. In practical case, this could be too restrict
requirement and other means should be provided [2].
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We have therefore decided to choose a way that allows users to communicate
with other users asynchronously while there are several possible ways to realize
an environments that allow users to share their experience with others. Accord-
ingly, we propose a method for automatically creating a blog from annotations a
person makes regarding the 3D contents of an archive while “walking” through
them. We have implemented this method in a prototype system. We think each
person’s experience should be transformed into content that is not closed to a
certain community or to a certain system, is highly reusable, and that can be
accessed using widely available tools or environments.

In this paper, we explain how our method enables a person to automatically
create a blog from annotations made regarding the 3D contents of an archive
while “walking” through them. We also discuss our prototype system.

2 Digital Archive Experience as Content

Digital archives basically present information (images, 3D models, explanations,
etc.) organized by object. They are like an encyclopedia in that they give in-
formation about a subject rather than display an item as in a museum or dis-
cuss it as in an educational program. This means that users without specialized
knowledge might find it difficult to grasp the relationships among objects while
obtaining information about each object.

Some users might not clearly understand an explanation or might not be
interested in particular contents because the explanation or level of detail is
targeted at users of a different level. If a user could refer to the experience
of other users, for instance, which part other users found interesting or how
they interacted with the contents, the user would have a model for interacting
with the contents. Visiting a museum accompanied by a knowledgeable person
who can explain the various displays can stimulate a person’s interest in the
exhibits and enable a better understanding of them. Likewise, by using another
person’s experience as a reference, a user of digital contents can obtain a better
understanding of the contents and achieve deeper satisfaction.

This can be done by transforming a digital archive experience into a form that
enables it to be shared among users. By “digital archive experience”, we mean
not only the interaction between users and content, but also any intellectual
experience such as gaining new information and knowledge, forming impressions,
and experiencing a sense of satisfaction. This experience remains simply personal
if it remains isolated, but we can transform it into a form that others can browse,
refer to, experience vicariously, and record.

The key to this concept is making the transformed experiences (i.e., usage
experience content) easily accessible for other users. By accessing such collected
experiences, a single user can feel like part of a group of people browsing the
content together. For example, a user who is having trouble understanding some
item can refer to the experiences of others to gain a better understanding and/or
see where to focus. Moreover, sharing the emotions of others (passion, sur-
prise, sadness, and so on) can enrich a user’s experience. Digital archives that
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Fig. 1. Digital archive evolution model

incorporate “usage experience” content could even evolve in a beneficial way as
they are browsed by users over time.

The relationship between a digital archive and user experiences that are trans-
formed into content is illustrated in Fig. 1. Without any changes to the original
content, the value of the digital archive can rise with each incremental user ex-
perience. Collectively, users can thus enhance a digital archive by adding value
while using the archive.

3 Automatic Blogging from Annotation to 3D Content

3.1 System Design

Whatever methods are adopted for recording and editing experiences, the most
critical step is publishing the experiences. Simply converting the experiences
into content is not enough. The content should be easy to access and browse
with commonly available tools such as web browsers. It should also be easy to
cite and respond to the content since the convenient interchange of experiences
among users will promote understanding. We thus use blogging to transform
experiences into content since blogging is a convenient and increasingly popular
way to publish opinions, comments, notes, and so on.

While it is difficult to strictly define “weblog” or “blog”, we consider a blog
to have the following features.

– The thoughts or opinions of the writer of a blog entry (i.e., the blogger) are
recorded along with the date of posting.

– There is one blogger per site and the site is identified based on the blogger.
– The site has RSS (“Really Simple Syndication [16] or “RDF Site Sum-

mary [17]).
– The site has functions to support connections among users, enabling them

to make comments and track back along links.

In short, we regard web content produced using blog tools such as Movable Type
[14] and Blogger [4] to consist of blogs.

Annotations about 3D models are transformed automatically into content
by blogging. Basically, a user annotates a particular part of a 3D model while
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“walking” through it, and the system automatically creates a web page contain-
ing the annotations in blog format. Users can then refer to a particular part of a
3D model in the digital archives while blog entries usually refer to web contents;
e.g., the URL of a web page.

Automatically created blog entries and the updated blog can be viewed while
browsing 3D content. When a user approaches a location where someone has
added comments, the system visually indicates that there are comments available
and displays them if requested. Automatic transformation of annotation into a
blog and provision of the blog to users browsing the content will improve their
browsing experience by giving them a better understanding of the content and
making the experience more enjoyable.

The automatic blogging of annotations to digital archives has several advan-
tages.

– Blogs are easy to publish on the web, facilitating the use of digital archives.
– Information complementing the annotations of other users can be easily

added.
– It is easy to add functions, such as one for browsing related blog entries as

a group.
– Participation is easy because the blogs are similar to conventional ones,

making the process which decreases the mental burden on the user.

Accordingly, we believe that automatically transforming content-related anno-
tations from a digital archive into blog entries is a worthwhile endeavor.

3.2 System Functions

The system has three major functions: an annotation function, an automatic
blog generation function, and an annotated-part display function.

The annotation function allows a user to add annotation to any part of the
3D model while walking through the 3D virtual space. A small ball is attached
to the part to indicate that an annotation has been added. This marker will let
later users know which parts were of interest to former users.

The automatic blog generation function converts the annotation into the form
of a blog entry, stores it in a blog entry database, and registers it to the user’s
blog site.

The annotated-part display function shows the markers on the 3D models at
a user’s request so that the user can see information about previously added
annotations, such as how many annotations have been added and which parts
are frequently annotated.

3.3 System Architecture

The system architecture is illustrated in Fig. 2.

3D Model Viewer. The 3D model viewer is realized through a web browser and
a VRML viewer. The viewer shows the 3D model and lets users manipulate the
3D model or explore the 3D virtual space by providing three different interaction
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Fig. 2. System architecture

modes: walk through, fly through, and study. Users can select a particular area
to annotate by clicking a mouse. When part of the 3D model is selected, a small
ball will appear on the part to indicate the position of the annotated area.

Scene Parameter Acquisition. This module obtains the 3D coordinates of
the position clicked with the mouse. It also obtains the position and direction of
the virtual camera; i.e., the viewpoint information. This is because the annota-
tions could differ depending on the viewpoint. The viewpoint is obtained every
time the viewpoint is changed from the event issued by the VRML viewer.

Annotation Window. After the user clicks a position with a mouse, a new
browser window opens and prompts the user to type the annotation text. The
“user name” and “position of annotated area” parameters are automatically set
by the system.

Blog Entry Generation and Blog Database. Along with information such
as the position of the annotated area, the viewpoint of the virtual camera, and
the date and time, the annotation (i.e., the title and comments) is converted into
a blog entry and stored in the blog database. A blog entry is an html document.
The position of the annotated area and the viewpoint information are embedded
in a URL as shown in the first row of Table 1.

BlogSiteGeneration. Based on the current blog database conditions, the user’s
blog site (i.e., a collection of blog entries) is created and an html file is produced.

Blog Site Renderer. The web browser is used to render the user’s blog site and
a VRML viewer without operational functionality is used to display a snapshot
of the 3D model from the viewpoint when annotated.

URL Analyzer. Each blog entry has a link to the annotated area of the 3D
model. The position of the area and the viewpoint are encoded in a URL. An
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Table 1. Example of viewpoint information embedded in URLs

(1) http:localhostcgi-bininput blog.cgi?position=(-2.014,3.0302,88.1678)
&camera=(0.928,10.682,92.403,0.011,0.5031,0.8642,3.103)

(2) http:localhost3dblog3d blog.html?x=0.928&y=10.682&z=92.403
&rotX=0.011&rotY=0.5031&rotZ=0.8642&rotAngle=3.103

example is shown in the second row of Table 1. When a user clicks the link, the
system analyzes the URL and sends it to the 3D scene parameter determination
module.

3D Scene Parmeter Determination. This module sets the parameters needed
for rendering the 3D scene based on the analyzed position and viewpoint informa-
tion. According to the parameters, the 3D model viewer changes the viewpoint
and renders the 3D scene.

3.4 Prototype System

We have created a prototype system using Lily[13] as a blogging tool and Cortona
VRML Client [6] as a viewer for the 3D models. Lily is an implementation in
ruby of blosxom [5] written in perl.

The automatic blogging in our prototype system works as follows.

1. When a user logs in, a 3D model is shown in the 3D model viewer (Fig. 3).
The user browses and interacts with the model in either the walk-through,
fly-through, or study mode.

3D Model Viewer

Annotation Window

Selected area User Name
Position Title

Comment

Post

Previously
annotated
area

Fig. 3. System snapshot: 3D model viewer (left) and annotation window (right)
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Title
Annotation
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Fig. 4. Automatically generated Blog page

2. A user who finds an interesting spot and wants to make an annotation clicks
on the spot. A new window (i.e., the annotation window) opens and the
user types an appropriate title and a comment in this window as shown in
Fig. 3. At the same time, a small ball appears that covers the spot in the
3D model viewer to indicate that an annotation has been made at that lo-
cation. Although there is a field for location information in the annotation
window, the user does not need to input anything. The 3D scene parameter
determination module will automatically set the value.

3. After entering the title and comment, the user clicks the ‘post’ button. The
system posts the title and comment to the blog site and adds it to the top
of the site as the latest entry (Fig. 4).

4. The user can annotate a 3D model as often as desired. All annotations are
automatically added to the blog site as separate entries.

5. All annotated spots are indicated by individual balls. These are not shown
initially, but the user can activate them by clicking the ‘view indications’
button above the 3D model viewer.

6. Another user can add a comment to any annotation by clicking the ‘com-
ment’ button at the bottom of each entry to open an input window. This is
a standard blog function.

7. A user who clicks the link to the 3D scene embedded in the entry can view
the 3D scene shown in the 3D model viewer.

Note that the 3D scene is rendered using the viewpoint information, so if the
user selects the link to the 3D scene in the first entry, the system renders the
3D scene like that shown in Fig. 3.
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In this prototype system, annotations represent the recorded experiences of
previous visitors to the digital archives. That is, the system enables a user to
share the experiences of previous visitors. In contrast, digital museums are de-
signed to promote real-time communication among visitors logged in at the same
time by using on-line chatting or an avatar metaphor.

4 Conclusion

Our primary objective has been to enrich the cultural activities of the general
public by providing an environment allowing users to freely and enjoyably use
detailed 3D content of the type increasingly found in digital archives. We be-
lieve the experiences and impressions accumulated from users of such digital
archives can be used to promote greater use of these archives by increasing each
user’s sense of satisfaction. In this way, digital archives can beneficially evolve
by incorporating user experiences as part of the content. We have implemented
this method in a prototype system. We need further investigation on additional
functions of the system to support users’ communication and experience-sharing
via 3D blogging.

Although we focused on digital archives in this paper, we believe 3D blogging
has a greater potential and can be applicable to many domains. For example,
when discussing preservation of a historical area or an archaeological site, it could
be used as a tool to facilitate consensus-building efforts among general public
as well as experts of cultural heritages and it encourages people who lives in a
long distance from the area to join the discussion. In short, it can acquire wider
audience than ever and make them involved in preserving valuable curltural
heritages.
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Abstract. Entirely watching separate video segments of interest or their
summary might not be smooth enough nor comprehensible for viewers
since contextual information between those segments may be lost. A uni-
fied framework for context-preserving video retrieval and summarization
is proposed in order to solve this problem. Given a video database and
ontologies specifying relationships among concepts used in MPEG-7 an-
notations, the objective is to identify according to a user query relevant
segments together with summaries of contextual segments. Two types
of contextual segments are defined: intra-contextual segments intended
to form semantically coherent segments, and inter-contextual segments
intended to semantically link together two separate segments. Relation-
ships among verbs [3] are exploited to identify contextual segments as
the relationships can provide the knowledge about events, causes and
effects of actions over time. A query model and context-preserving video
summarization are also presented.

1 Introduction

As one of the fundamental components in digital libraries, digital videos become
increasingly important because of the availability of data and the ease of access.
By today search engine technologies, videos can be entirely retrieved and ranked
according to user queries (if relevant results exist). This is possible because of
metadata, e.g. keywords, associated with each video as its content itself cannot be
intuitively understood by machines. As intended for being a machine-processable
language, XML is currently a key technology for representing and exchanging
information on the Web. As a result, there are several attempts to provide a
standard for describing multimedia content including videos in an XML format
such as MPEG-7 [6] and TV-Anytime [11]. According to its temporal nature,
a video as a single continuous segment can be decomposed to hierarchical sub-
segments, namely, sequences, scenes, shots, and frames. After the decomposition
process, one can provide descriptions for these subsegments as indexes allowing
fine-grained search within a video, that is, not only a whole video but also any
(annotated) segment of that video can be retrieved with respect to user needs.
Researches in this area are regarded as video segment retrieval [8, 7, 5, 4, 2, 10].

E.A. Fox et al. (Eds.): ICADL 2005, LNCS 3815, pp. 119–128, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Video Segment Retrieval. Generally, the approach aims to answer a user
query with relevant segments of a given video. Mostly, user queries are not
precise since users usually have in mind only rough requirements; as a result,
several segments are returned as the expected answer. A number of works thus
show as the result these segments individually as a list ordered by ranking scores
[8, 7, 5, 4]. Slightly different from the previous approach, relevance feedback [2]
requires user effort to determine the relevance of some results in order to refine
queries. This process, however, can take much time since users have to explore
some of the results and justify whether they are relevant or irrelevant examples.
The approach [7] uses an extended algebraic operation to calculate all possible
expected answers by connecting relevant segments with irrelevant ones, which
may lie between those relevant segments, in order to form answer segments.
In the approaches [8, 5, 4, 2, 10], contextual information between those separate
segments may be lost, which can be useful to understand the separate segments
as a whole. Consuming separate video segments without contextual information
can sometimes result in confusion, which might lead to additional searches re-
quired by users. Thus, context around scenes of interest can be very important
as it can reduce repetitive searches from users. Although the approach [7] can
produce relevant results including irrelevant segments through extended union
operations, it provides no focus point for users as too much information can be
obtained which may not be related to user interest.

Video Summarization. To provide overall understanding of video content is
of the essence in video summarization [1, 9]. One of the conventional methods is
to extract key frames as representatives of a specific video segment. Although
the approach can take into account user preferences in order to provide a per-
sonalized overview of video content [9], parts of segments of user interest may be
removed in the process of summarization. For example, only key frames (with
text annotations) are selected and shown to users. More importantly, only video
segments that are relevant to the user preferences are mainly concerned. (Al-
though most summarization systems allow users to choose the segments of inter-
est to be watched entirely, they have to watch wholly irrelevant segments which
may lie between those segments of user interest.)

Out of focus on both of the research areas is the context around video seg-
ments of interest. For example, it might be a video segment that lies between
any two separate segments which are of user interest. Although such a segment
is considered irrelevant to a user query in the research area of video segment
retrieval and to a user preference in the research area of video summarization, its
context may be necessary in order to understand the two separate segments as a
whole, especially in the context of movies. Therefore, there is a need to develop a
unified framework that combines the approaches of video segment retrieval and
summarization in order to solve the problem of previous work. In the proposed
solution, two types of contextual segments are introduced: intra-contextual seg-
ments intended to form semantically coherent segments, and inter-contextual
segments intended to semantically link together two separate segments. Rela-
tionships among verbs [3] are exploit to define contextual segments, and XML
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Declarative Description (XDD) [12] is employed to define the knowledge about
events, causes and effects of actions specified in video segments over time and
to derive by a deduction technique implicit information, namely, relevant and
contextual segments. Contributions of the paper can be summarized as follows:

1. Based on the knowledge defined by a declarative language (XDD), a query
model that provides necessary information for identifying relevant and con-
textual segments is proposed.

2. A concept for providing different levels of summarization (LOS) on different
kinds of video segments (identified from 1) is presented.

3. Based on 1 and 2, a unified framework for context-preserving video retrieval
and summarization is proposed.

The rest of the paper is organized as follows. Section 2 gives the problem defini-
tion, Section 3 explains basic concepts of video segments and ontologies, Section
4 mainly gives definitions of a video database, relevant, irrelevant, and contextual
video segments, and presents a unified framework for context-preserving video
retrieval and summarization, and Section 5 presents conclusions and future work.

2 Problem Statements

Watching fascinating films again and again is not unusual for viewers. Fast-
forward is usually used for searching scenes of interest; however, viewers may
find it difficult to look for those scenes since ones might not remember all the
scenes nor their sequence. Moreover, video scenes of interest may be separate,
and this may require viewer effort for skipping some of the scenes. As a result,
there is a need for a video scene retrieval system in order to satisfy user needs,
which are normally expressed through queries. Figure 1 shows the chronicle
excerpt of text annotations and corresponding RDF representations from The
Matrix. Supposing viewers need to watch fight scenes between Neo and Smith,
conventional approaches might be able to retrieve segments S1, S2, S3, S14, S18,
S19, and S20 as the result by considering, e.g., Smith shoots Neo (S18) as a
kind of Neo fights Smith. Watching only these segments sequentially may not,
however, be smooth enough nor understandable for viewers. The segment S15
may not be retrieved as relevant segments when considering only its description
alone since the semantics of dead is, in some degree, not similar to that of fight.
Also, the segments S7, S9, and S11, namely Neo runs away from Smith, are
closely related to the answer of the query although it is hard to explain a reason.
These kinds of segments are considered contextual segments, which can enhance
viewers understanding and reduce repetitive searches. In order to address the
problem, definitions and classifications of video segments are proposed based on
temporal relationships among verbs (actions), e.g., kill implies die and run away
indirectly relates fight through meet. A query model is also proposed to identify
relevant and contextual segments to which different levels of summarization are
further applied in order to provide context-preserving yet concise results.
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...
S0: Smith meets Neo.
S1: Neo fights Smith. 
S2: Smith throws Neo to the railway.
S3: Neo smashes Smith against the ceiling.
S4: A train barrels over Smith, and kills him.
S5: Smith is dead.
S6: Smith revives.
S7: Neo runs away from Smith.
S8: The craft detects Sentinels.
S9: Neo still runs away.

S10: Sentinels charge the craft.
S11: Neo still runs away.
S12: Sentinels go inside the craft.
S13: Neo enters Room 303.
S14: Smith kills Neo.
S15: Life monitor stops. Neo is dead.
S16: Trinity kisses Neo.
S17: Neo revives.
S18: Smith shoots Neo.
S19: Neo kicks Smith.
S20: Neo destroys Smith.

Sn denotes segment number n ...
S0: (Smith, meet, Neo)
S1: (Neo, fight, Smith) 
S2: (Smith, throw, Neo)
S3: (Neo, smash, Smith)
S4: (train, kill, Smith)
S5: (Smith, die, ε)
S6: (Smith, revive, ε)
S7: (Neo, run away from, Smith)
S8: (craft, detect, Sentinel)
S9: (Neo, run away from, Smith)

S10: (Sentinel, charge, craft)
S11: (Neo, run away from, Smith)
S12: (Sentinel, go inside, craft)
S13: (Neo, enter, Room303)
S14: (Smith, kill, Neo)
S15: (Neo, die, e)
S16: (Trinity, kiss, Neo)
S17: (Neo, revive, e)
S18: (Smith, shoot, Neo)
S19: (Neo, kick, Smith)
S20: (Neo, destroy, Smith)

(a) Text annotations (b) RDF annotations (triples)

Fig. 1. An example of annotations from The Matrix

3 Basic Concepts

Terminologies as well as assumptions for context-preserving video retrieval and
summarization are described.

Definition 1. A video segment is a tuples S = (L, M, D, T ) where M =(s,
p, o) is an RDF triple1 representing a multimedia description, D is a temporal
decomposition consisting of a set of video subsegments, each of which is S, L is a
media locator pointing to a referenced video segment source Ss = (L, Ms, ∅, [0, ts])
where ts is the length of Ss, and T = [ti, tj] is the time interval referenced to Ss
where ti ≥ 0 and tj ≤ ts.

In the paper, MPEG-7 is chosen as a standardized framework for describing
video segments by means of descriptors (D) and description schemes (DS) [6].
VideoSegment DS is a tool providing a variety of descriptions for a video such as
the location of a video segment expressed by MediaLocator DS, the descriptions
of video content using natural language text expressed by TextAnnotation DS,
and the time point and time interval in a referenced video expressed by Me-
diaTime DS. In addition, VideoSegment DS can incorporate with TemporalDe-
composition DS, which is a tool for describing the decomposition of segments
into subsegments with respect to a time interval. The simplified assumption of
the paper includes the use of sequences of FreeTextAnnotation DS to form RDF
triples through which (semantic) multimedia descriptions are described and user
queries can be formulated. In this respect, the type of user queries of this paper
is limited to an event form: who do what with whom. Below is an example of
1 http://www.w3.org/TR/rdf-concepts/#dfn-rdf-triple
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Person
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rdf:type rdf:type...

rdfs:domain
rdfs:range rdfs:domain

rdfs:range

rdfs:domain

trinity

rdf:type

neo smithfight
S1:

smith smithmeet
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S2:

neo smithsmash
S3:

. . .

(a) An ontology schema (b) Ontology instances

Fig. 2. A domain ontology for the motivating example

VideoSegment DS for describing the segment S1. Conforming to the semantics of
RDF triples, neo, fight, and smith are subject, predicate, and object, respectively.
<VideoSegment>

<MediaLocator><MediaUri> http://movies/matrix</MediaUri></MediaLocator>
<TextAnnotation>
<FreeTextAnnotation>neo</FreeTextAnnotation>
<FreeTextAnnotation>fight</FreeTextAnnotation>
<FreeTextAnnotation>smith</FreeTextAnnotation>

</TextAnnotation>
<MediaTime><MediaTimePoint>T:01:50:08</MediaTimePoint>

<MediaDuration>PT14S</MediaDuration></MediaTime>
</VideoSegment>

Definition 2. A domain ontology OD is a set of RDF triples, OD = {(s, p, o)
| each of s, p, o is a user-defined or OWL vocabularies}.
Figure 2(a) shows a graph representation of OD describing relationships among
concepts used in the annotation process. Figure 2(b) shows examples of multi-
media annotations in terms of RDF triples. In addition, OD is used to identify
video segments that are relevant to user queries. Annotators can also consult the
ontology in the annotation process. In this paper, OD is represented by an XML
document conforming to the specification of Web Ontology Language (OWL)2.

Definition 3. A verb ontology OV is a set of RDF triples, OV = {(vi, imply, vj)
| each of vi, vj is an English verb or phrasal verb}. Associated with (vi, imply, vj)
∈ OV is a constraint CT (vi,imply,vj) on domains and ranges of vi and vj that
must be satisfied when taking into account the imply relation between vi and vj.

For example, given a situation that A kills B, it can be implied that B must be
died. This kind of knowledge is encoded in OV (Fig. 3), representing relation-
ships among verbs [3]. As the constraint for kill implying die, CT (kill,imply,die) is
satisfied iff range(kill)=domain(die), i.e., B must be C for the annotations (A,
kill, B) and (C, die, ε). In this paper, OV , represented by an OWL document,
is used to identify contextual video segments through the semantics of verb re-
lationships and constraints CT defined by XML clauses (explained in Sect. 4.1).
Note that constraints CT cannot be expressed and enforced by the ontology.
2 http://www.w3.org/2004/OWL
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destroy
shootsmash

throw

fight

revivedie
imply

meet run away from

kill
imply

imply imply

imply

Assuming that both A and B are Persons
(1) A shoot B implies  A fight B (or B fight A)
(2) B destroy A implies A die
(3) A fight B implies A meet B (or B meet A)
(4) A run away from B implies A meet B (or B meet A)

Fig. 3. A verb ontology for the motivating example

4 A Unified Framework for Context-Preserving Video
Retrieval and Summarization

An overview of a unified framework for context-preserving video retrieval and
summarization is shown in Fig. 4. The input of the framework is a user query
formulated in terms of an XML clause. Based on the knowledge encoded in
predefined XML clauses, the XDD query engine repetitively transforms the user
query until relevant and contextual video segments are obtained. The video sum-
marization components determine the levels of summarization and then execute
a summarization process for each video segment using the derived information
from the query engine. The output of relevant segments together with summaries
of contextual segments is finally generated by XSLT.

consult

User query

Video Retrieval Video Summarization

Segment
Classifier

Maximum
summarizer

Minimum
Summarizer

Normal
Summarizer

Removal

Key frames
(with 
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Whole video segments
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Summary

DS
SMIL 
presentation

Fig. 4. A unified framework for context-preserving video retrieval and summarization

4.1 A Query Model for Context-Preserving Video Retrieval

Although MPEG-7 provides a framework for describing multimedia through
descriptors and description schemes, it cannot explicitly express relationships
among descriptors or description schemes, constraints, and rules. XML Declara-
tive Description (XDD) [12] is an XML representational language for modeling
XML databases, which can express explicit and implicit information through
XML expressions, and relationships, constraints, and rules through XML clauses.
XML expression is an XML element that can carry variables to represent im-
plicit information and to enhance XML elements’ expressive power. For example,
E-variables represent sequences of XML expressions, I-variables represent parts
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of XML expressions, and S-variables represent character strings. XML elements
without variables are called ground XML expressions. XML clause is of the form:
H ← B1,...,Bn. where n≥0, and H and Bi are XML expressions or constraints.
When n=0, a clause is called unit clause, otherwise non-unit clause. A logical
reading of the form is: H is true if B1,...,Bn are all true. The symbol ← is often
omitted in the case of unit clauses; thus, XML elements or documents such as
MPEG-7 descriptions and ontology schemas and instances can immediately be-
come ground XML unit clauses. Given a database XDB consisting of XML unit
and non-unit clauses and a query Q formulated in terms of a non-unit clause, the
answers Q’ can be derived by semantics-preserving transforming Q repetitively
using information in XDB [12]. The XML clauses in XDB can also be used as
formal specifications in the implementation phase as they can provide the precise
semantics of the relationships as well as constraints among relevant segments,
contextual segments, ontologies, and user queries.

Definition 4. A video database consists of videos, MPEG-7 documents describ-
ing a set of videos, OWL documents representing domain and verb ontologies,
and XML non-unit clauses as rules specifying relationships and constraints
among relevant segments, contextual segments, ontologies, and user queries.
MPEG-7 and OWL documents are XML unit clauses.

It is assumed that for each MPEG-7 document there are only two levels of video
decomposition: one representing a whole video segment and another one repre-
senting non-overlapped, fine-grained subsegments (e.g. shots) in which semantic
descriptions are annotated.

Definition 5. Sr is a relevant segment to the user query iff one of the two
conditions is satisfied: i). si = sq, pi = pq, oi = oq ii). si = sq, oi = oq, and
(pq, owl:sameAs, pi) ∈ OD or (pi, owl:sameAs, pq) ∈ OD where (si, pi, oi) and
(sq, pq, oq) representing the description of Sr and the user query, respectively.

Due to space limitation, XML clauses are partially represented in terms of Horn
Clauses. The clauses C1 and C2 below specify that S is a relevant segment for
the query iff both descriptions are exactly the same. C1 and C3 specify that S
is a relevant segment for the query iff both descriptions have the same meaning
determined by owl:sameAs. By C1 and C2, it can be deduced that S1 (from Sect.
2) is a relevant segment for the query find fight scenes between Neo and Smith.

C1: relevant(L,M,D,T,Mq) <- S(L,M,D,T), sameAs(M,Mq).
C2: sameAs(M(s1,p1,o1),Mq(s2,p2,o2)) <- [s1=s2],[p1=p2],[o1=o2].
C3: sameAs(M(s1,p1,o1),Mq(s2,p2,o2)) <- [(p1,owl:sameAs,p2) or (p2,owl:sameAs,p1) ∈ OD],

[s1=s2],[o1=o2].
where (based on Definition 1) S is S, L is L, M(s1,p1,o1) is M, D is D, T is T ,

Mq(s2,p2,o2) is M representing a user query, and inside a bracket is a constraint.

Temporal relationships around a verb (action) are used, in this paper, as con-
textual information. Consider the concept fight in Fig. 3 as an example. The
concepts that are directly connected to fight in the ontology through the imply
relation are regarded as the direct-contexts of fight, i.e., throw, smash, shoot,
destroy, kill, and meet as they have direct relationships to the concept fight. In
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the same way, the concepts that are directly connected to the direct-contexts of
fight (indirectly connected to fight) through the imply relation are regarded as
the indirect-contexts of fight, i.e., die and run away. This kind of information is
applied to identify contextual video segments around the segments of interest.

Definition 6. Sc is a contextual segment of S iff Sc is Sdirect or Sindirect of
S. Sdirect is a direct-contextual segment of S iff the predicate (verb) of the de-
scription in Sdirect implies the predicate (verb) of the description in S or vice
versa, and the constraint CT of the imply relation is satisfied. Sindirect is an
indirect-contextual segment of S iff the predicate of the description in Sindirect

implies the predicate of the description in Sdirect (of S) or vice versa, and the
constraint CT of the imply relation is satisfied.

The clauses C4 and C5 below specifies that Sdirect is a direct-contextual segment
for S iff the description of Sdirect implies the description of S or vice versa. C6
specifies that Sindirect is an indirect-contextual segment for S iff Sindirect is a
direct-contextual segment of Sdirect and Sdirect is a direct-contextual segment of
S. C7 and C8 specify the constraints CT for the concepts shoot and fight. XML
clauses for identifying contextual segments through other verb relationships can
be described in the same way (by considering the verb ontology) and are omitted
due to space limitation. By C4 and C8, it can be deduced that S18 is a direct-
contextual segment of S1 (a relevant segment).
C4: contextual(direct,Sdirect,S) <- Sdirect(L1,M1,D1,T1), S(L2,M2,D2,T2), imply(M1,M2).
C5: contextual(direct,Sdirect,S) <- Sdirect(L1,M1,D1,T1), S(L2,M2,D2,T2), imply(M2,M1).
C6: contextual(indirect,Sindirect,S) <- Sindirect(L1,M1,D1,T1), Sdirect(L3,M3,D3,T3),

S(L2,M2,D2,T2), contextual(direct,Sindirect,Sdirect),contextual(direct,Sdirect,S).
C7: imply(M1(s1,p1,o1),M2(s2,p2,o2)) <- [p1=shoot], [p2=fight], [s1=s2], [o1=o2],

[(s1,owl:type,Person),(s2,owl:type,Person),(o1,owl:type,Person),(o2,owl:type,Person)∈OD].
C8: imply(M1(s1,p1,o1),M2(s2,p2,o2)) <- [p1=shoot], [p2=fight], [s1=o2], [o1=s2],

[(s1,owl:type,Person),(s2,owl:type,Person),(o1,owl:type,Person),(o2,owl:type,Person)∈OD].
where S,Sdirect,Sindirect are S, L1,L2 are L, M1(s1,p1,o1),M2(s2,p2,o2) are M,
D1,D2 are D, T1,T2 are T .

Definition 7. Given a relevant segment Si for a query Q, if Si−j,...,Si−2,Si−1,
Si+1,Si+2,...,Si+k are contextual segments of S (where Si−j,...,Si−2,Si−1,Si+1,
Si+2,...,Si+k are non-overlapped segments before or after Si), Si−j,...,Si−2,Si−1,
Si+1,Si+2,...,Si+k are classified as intra-contextual segments, which are intended
to form semantically coherent segments for S.

Definition 8. Given relevant segments Si and Sj for a query Q, if Si+1,Si+2,...,
Si+k are contextual segments of Si, and Sj−1,Sj−2,...,Sj−n are contextual seg-
ments of Sj (where Si+1,Si+2,...,Si+k and Sj−1,Sj−2,...,Sj−n are non-overlapped
segments lying between Si and Sj), Si+1,Si+2,...,Si+k and Sj−1,Sj−2,...,Sj−n are
classified as inter-contextual segments, which are intended to semantically link
together Si and Sj.

Definition 9. Sir is an irrelevant segment for the user query iff Sir is not a
relevant segment nor a contextual segment for the query.

The query find fight scenes between Neo and Smith can be formulated in terms of a
non-unit clause below. By semantic-preserving transformation of the query clause
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[12], a set of relevant segments together with corresponding contextual segments is
derived as unit answer clauses, each of which has the semantics: which segment is a
contextual segment of which (relevant) segment. This result is further interpreted
and processed by the summarization process explained in Sect. 4.2.
pair(Sr,Sc,t) <- relevant(Sr,(neo,fight,smith)), contextual(t,Sc,Sr).

where Sr is a relevant video segment, Sc is a contextual segment of Sr,
t is a type of contextual segment, (neo,fight,smith) represents a user query
find fight scenes between Neo and Smith.

4.2 Context-Preserving Video Summarization

The main idea is to apply different levels of summarization (LOS) to different
kinds of video segments (determined by the proposed query model) in the way
that less important segments will be more summarized. In order to preserve yet
minimize contextual information, one of the possible solutions is to extract key
frames and their annotations from only indirect-contextual video segments while
leaving unchanged the relevant and direct-contextual video segments. After de-
termining different LOS throughout a video and processing video summarization,
SequentialSummary DS is employed to generate a video summary based on dif-
ferent LOS. SequentialSummary DS is extended so that not only key frames but
also whole video segments are allowed in a summary. VideoSummaryCompo-
nent DS and VisualSummaryComponent DS are responsible for representing
relevant and direct-contextual segments, and key frames of indirect-contextual
segments, respectively. Finally, according to the summary information, a Syn-
chronized Multimedia Integration Language3 (SMIL) presentation can be easily
created and shown to users by using XSLT. Figure 5 shows the temporal details
of the output for the query find fight scenes between Neo and Smith.

Neo runs away            
from Smith

Neo runs away                   
from Smith

Neo runs away             
from Smith

Neo dies

S0-S3 S7 (key frame) S9 (key frame) S11 (key frame) S14 S15 (key frame) S18-S20

Time
All point to S1

Arrows denote the imply relations.

Fig. 5. Temporal details of the output for the example query

5 Conclusions and Future Work

A unified framework for context-preserving video retrieval and summarization is
proposed to solve the problem of contextual information lost in video segment
3 http://www.w3.org/AudioVideo/



128 N. Pattanasri, S. Chatvichienchai, and K. Tanaka

retrieval and summarization of related previous work. In order to solve the prob-
lem, contextual video segments are classified into two types: intra-contextual and
inter-contextual segments, both of which intend to enhance viewer understanding
in video content by providing semantic contexts for video segments of interest.
The proposed query model employs XDD as a language for knowledge manage-
ment to represent relationships among actions specified in video segments over
time and to deduce relevant and contextual segments as implicit information.
Different levels of summarization are applied to different types of video seg-
ments to provide context-preserving yet concise results. Implementation of the
proposed framework as well as experimental and evaluation results forms part
of future work. Complex queries including logical operators such as and, or, and
not, and temporal operators such as before and after will also be studied.
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Abstract. A system is described for enhancing the viewing of programs on stor-
age televisions. The content of a program is webified and augmented by analyzing
the closed captions to structuralize the content online and by searching for Web
pages that provide information complementary to the program. The structural-
ized content and related information are viewed using an intuitive, zooming user
interface that enables the user to switch gradually from watching a program to
browsing the program like a Web page and to change the level of detail. Proto-
type testing validated the concept of this ”WA-TV” (Webifying and Augmenting
TV-content) system.

1 Introduction

Constant advances in information technologies and the spread of these technologies
have altered our daily lives considerably. For instance, digital broadcasting and storage
television combining broadcasting and computer technologies are changing the way we
watch television. While television programs can provide excellent quality and realism,
they suffer from restrictions on time and an obligation to accommodate popular opin-
ion, which limit the level of detail and the scope of information they can provide. In
contrast, information published via the Internet is diverse and faces few restrictions.
Thus, there is a great need for functions that can provide additional information about
the TV programs in which we are interested.

In addition, the introduction of storage TV enables more than 1000 hours (about 600
GB) of programming to be recorded at a certain level of quality. This is changing the
recording style from ”searching-recording” to ”recording-searching”. In other words,
instead of searching a program guide for programs to record, we can now record a great
many programs and then later search for interesting ones to watch. However, since we
do not have an unlimited amount of time to spend searching through a great amount of
content, there is a great need for functions that enable particular video segments to be
selected from a huge amount of recorded data, that present an overview of the segment
content in a compact form, and that can provide a digest of the content in a limited
amount of time.

E.A. Fox et al. (Eds.): ICADL 2005, LNCS 3815, pp. 129–138, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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We previously proposed a primitive version of an application system we call ”WA-
TV” (Webifying and Augmenting TV content) that works offline for browsing video
content[6]. Actually, in Japanese, ”WA” can mean ”Japan”, ”fusion”, ”harmonious”,
and ”smooth”. We have now extended this system to work online and supplement view-
ing of storage television. We use online text stream segmentation and complementary
information retrieval methods. In contrast to conventional TV viewing, our system pro-
vides additional information about a program being watched by online analyzing the
text stream (closed captions, etc.) and retrieving information from the Internet. It en-
ables gbrowsingh a TV program like a Web page and switching gradually from TV
watching to TV browsing, enabling the user to explore video segments of interest.

Fig. 1. Overview of WA-TV

In this paper, we assume that closed captions are broadcast continuously during a TV
program via datacast. As illustrated in Fig. 1, WA-TV first analyzes the closed captions
of a program and uses them to segment the scenes and to construct a hierarchical struc-
ture of the programfs topics. It then searches for Web pages complementary to each
topic by using a complementary information retrieval method described elsewhere[4].
The segmented closed captions and corresponding scenes are grouped into pairs and
laid out in the form of a storyboard. The retrieved complementary information is inte-
grated at the corresponding positions in the storyboard. The display of this integrated
information is controlled using a zooming interface. The sizes of the displayed images
of the segmented scenes can be changed smoothly, and the storyboard can be switched
to another one with a different level of detail. Users can thus seamlessly move back
and forth between storyboard screens (TV browsing) with different levels of detail and



Content Augmentation and Webification for Enhancing TV Viewing 131

the normal playback screen (TV watching), enabling them to easily explore for spe-
cific scenes. Moreover, hyperlinks to the related information are integrated into each
storyboard, so users can efficiently access the related information.

In Sect. 2 we discuss related work. In Sect. 3 we describe the online segmentation
methods used for structuring TV programs. The complementary information retrieval
method is described in Sect. 4. In Sect. 5 we describe the zooming interface. In Sect. 6
we show some experiment results. We conclude with a brief summary and our plans for
future research in Sect. 7.

2 Related Work

A lot of research has addressed the display of video overviews and the creation of video
digests[1, 9, 11]. These methods improve browsability or comprehension of content in a
limited time by spatially or temporally expanding key frames or video segments. They
basically reduce the amount of information displayed to the user. In contrast, WA-TV
augments the information displayed to users via hyperlinks, while at the same time
improving browsability and content comprehension in a limited time.

Informedia[2, 3] introduced various methods for video segmentation based on anal-
ysis of closed captions. However, because these methods require scanning of the whole
body of data, they cannot be applied to data streams, which are received continuously.

Henzinger et al. proposed methods for automatically generating queries from closed
captions that can be used to find Web pages with content similar to that of the program
being watched[7]. Unlike their approach, our mechanism does not search for Web pages
with content merely similar to that of the program. It searches for pages that provide
additional information.

3 Online Structuration of TV Programs

In contrast to conventional text stream segmentation methods[2, 3, 10], of which most
are top-down approaches, we propose a bottom-up segmentation method that incre-
mentally identifies the story boundary so that it does not need to scan all the data. The
basic unit used for further processing is the closed captions received at a certain time.
We call such unit block. In the closed captions for a Japanese news program, for ex-
ample, one sentence generally straddles more than two blocks. Our method for online

Fig. 2. Hierarchical Structure of TV Program
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structuring of TV programs includes two phases: 1) story segmentation and 2) merging
related adjacent stories into one topic. The result is a hierarchical structure of a program
corresponding to its closed captions: topic, story, and block, as shown in Fig. 2.

3.1 Incremental Story Segmentation

The basic idea is that a high rate of keyword pairs with strong co-occurrence rela-
tionships among all keyword pairs within various closed captions suggests that these
captions describe one story. Intuitively, we compute the co-occurrence relationships of
keywords in the received closed captions data. If their co-occurrence relationships are
strong, the corresponding closed captions may describe the same story. We then merge
them with the next set of closed captions and recompute the keyword co-occurrence re-
lationships. If they are weak, ’noisy’ captions describing another story may have been
received, so there should be a boundary identifying the story change.

When words w1 and w2 co-occur frequently within a text collection, we say that
they have a strong co-occurrence relationship and that their co-occurrence rate is high.
In this paper, we estimate the co-occurrence rate cooc(wi, wj) between the words wi

and wj as follows.

cooc(wi, wj) =
df({wi, wj})

df({wi}) + df({wj}) − df({wi, wj})
(1)

where df({wi}) is the number of texts containing the word wi within a pre-specified
text collection, and df({wi, wj}) is the number of texts containing both wi and wj .

The details of the procedure are as follows (see also Fig. 3). Here, CTi is the keyword
set used to detect a story at time point ti. ST and ET , respectively, are the initial and
terminal time points of an identified story.

1. Let CT0 = ∅, ST = 0, i = 1.
2. Receive closed captions. If there are no other closed captions, stop.
3. After receiving the closed captions at time point ti (i ≥ 1), extract keyword set K .

?cwf

Output Story

Y

N

Compute the rate cwf 
of word pair having 
high co-occurrence 
relations among all 
word pairs 

( )(k1,k2,k3) (k4,k5,k6)

(k1,k2,k3,k4,k5,k6)   Text Stream 
   (caption of 
  TV-program)

t1 t2 timetn

?cwf

Y

N
?cwf

Y

N
< < <

Compute the rate cwf 
of word pair having 
high co-occurrence 
relations among all 
word pairs 

Compute the rate cwf 
of word pair having 
high co-occurrence 
relations among all 
word pairs 

Output Story Output Story

Fig. 3. Online Story Segmentation (ti is the time point at which closed captions are received.)
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4. Let CTi = CTi−1 ∪ K .
5. Compute rate cwf(ti) of keyword pairs with high co-occurrence rates (≥ θ) among

all keyword pairs within CTi. Here, θ is a pre-specified threshold, and m is the
number of keywords included in CTi.

cwf(ti) =
j=m−1,k=m∑
j=1,k=j+1

cr(wj , wk)/
m · (m − 1)

2
(2)

cr(wj , wk) =
{

1 if cooc(wj , wk) ≥ θ
0 if cooc(wj , wk) < θ

(3)

6. If cwf(ti) > Θ, go to 9. Θ is a pre-specified threshold.
7. Let ET = ti. The initial and terminal time points of output storyi are ST and ET ,

respectively. The keywords for the story are also output for further processing.
8. Let CTi = ∅, ST = ti.
9. i = i+1. Receive closed captions. If there are no other closed captions and CTi =

∅, stop. If there are no other closed captions, and CTi �= ∅, go to 7. Otherwise, go
to 3.

3.2 Topic Segmentation by Incremental Joining of Stories

We try to merge the story identified using the above method with the next story and con-
tinue doing so until a merger can no longer be done. The merger of stories is based on
join of their topic structures[?, 5]. Here, we give a brief overview of the topic structure
model and its joining operation.

Intuitively, a topic structure consists of a pair of subject and content terms. The
subject terms denote the dominant terms on a Web page or in a text stream (keyword
sequence, e.g., closed captions for videos). A content term is a term that has strong
co-occurrence relationships with the subject terms. In other words, subject terms are
centric keywords that play a title role on a Web page (or video), and the content terms
play a supporting (or describing) role. The subject and content terms are extracted by
using the term frequency (tf ) and the co-occurrence relationship between two terms.
In short, if a keyword has high rates of co-occurrence with other keywords and its term
frequency is higher than that of other keywords, it is considered to be a subject term.
Of the remaining keywords, those that have a high co-occurrence relationship with the
subject terms have a high probability of being content terms.

A topic structure is represented as a connected directed acyclic graph (DAG) called
a topic graph. In a topic graph, a node denotes a keyword, subject term, or content term.
A directed edge denotes the subject-content relationship between two keywords. The
join of two topic structures, s and s′, is defined as the union of their topic graphs.

s � s′ =
{

G(s) ∪ G(s′), if G(s) ∪ G(s′) is a connected DAG.
φ, otherwise

(4)

where G(s) and G(s′) stand for the respective topic graphs of s and s′, and φ stands for
null. In addition, s � φ = φ.
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If the result of joining the topic structures of two stories is not φ, they are merged. All
stories that can be merged together are organized into one topic. In other words, a topic
is a series of related stories that can be merged based on join of their topic structures.

topic = si � si+1 � ... � sj (5)

si � si+1 � ... � sj �= φ

si � si+1 � ... � sj � sj+1 = φ

where si is the initial story of this topic. Obviously, sj+1 is the initial story of the next
topic, in the given definition.

4 Structured Queries for Complementary Information Retrieval

We defined four types of queries for finding Web pages related to the given story and topic:
1) CD (content-deepening), 2) SD (subject-deepening), 3) SB (subject-broadening), and
4) CB (content-broadening) queries[4].

CD and SD queries are based on a join such that the subject terms in one topic
structure appear as the content terms in the other. Such joins add more detail to the
original information. SB and CB queries are based on a join such that two topic struc-
tures have the same subject or content terms. Such joins provide broader coverage of the
information.

A previous report [8] showed the feasibility of extracting the topic structures of a
Web page by using the ”title” and ”body” tags. Based on this work, we assume that
the keywords appearing in the title and body of a Web page are its subject and content
terms, respectively. Thus, we can use the structure option of Google, intitle, intext, etc.,
to search for Web pages complementary to the TV program.

Hereafter, let topic structure t of the segmented story be ({s1, s2}, {c1, c2, c3}),
where si and ci stand for a subject term and content term, respectively. ”intitle” and
”intext” indicate that the following terms are the respective subject and content terms
of a topic structure contained in the retrieved Web page. ”∧” and ”∨” stand for ”logical
AND” and ”logical OR”, respectively. ”¬” means ”logical NOT”.

1. Content-Deepening Queries:

(intitle :c1 ∧ c2 ∧ c3) ∧ (¬(intext :s1 ∨ s2)) (6)

2. Subject-Deepening Queries:

(intext :s1 ∧ s2) ∧ (¬(intitle :c1 ∨ c2 ∨ c3)) (7)

3. Subject-Broadening Queries:

(intext :c1 ∧ c2 ∧ c3) ∧ (¬(intitle :s1 ∧ s2)) (8)

4. Content-Broadening Queries:

(intitle :s1 ∧ s2) ∧ (¬(intext :c1 ∧ c2 ∧ c3)) (9)

We issue these queries to Google. The top result of each query is regarded as the
complementary Web page and will be integrated with the corresponding story (or topic).
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5 Zooming User Interface

The structured program data (topic, story, and block) is integrated with the retrieved re-
lated information into Web content for display. An example snapshot displayed on WA-
TV is shown in Fig. 4. The segmented caption texts and videos are displayed vertically
in the form of a storyboard. Hyperlinks to the complementary information are located
below the caption texts, enabling users to access more detailed or broader information
than provided by the broadcast program. The transformation of the screen appearance
is illustrated in Fig. 5. The zooming feature can be used to smoothly change the size
of the thumbnails as well as to switch from one storyboard to another with a different
level of detail.

For example, suppose that we are watching on TV. Zooming-out smoothly switches
the watching (playback) scene to a storyboard including one block. Further zooming-
out smoothly change the size of TV-viewer on the storyboard, and when the size reaches
a certain level, the storyboard switches to one containing thumbnails of stories (current
story and previous stories) of TV-program. The corresponding closed captions and hy-
perlinks to complementary Web pages are also displayed. Further zooming out will
smoothly changes the size of the thumbnails on the storyboard, and when their size
reaches another certain level, the storyboard switches to one including thumbnails of
topics (current topic and its previous topics) and related information (closed captions
and links to complementary Web pages). Zooming-in produces the opposite effect.

Fig. 4. Example Snapshot Displayed on WA-TV

Fig. 5. Gradual Changing of TV Viewing On WA-TV
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During the zooming operation, it is also possible to change the focus onto specific scene
(story or topic). As a result, users can seamlessly move back and forth between story-
board screens showing different levels of detail and the normal playback (watching)
screen, enabling them to easily explore for specific scenes.

6 Evaluation

6.1 Online Structuration Experiment

We used closed captions (in Japanese) from NHK News 7 (a well-regarded news pro-
gram in Japan) collected over a 28-month period to build a co-occurrence relationship
dictionary. We used ChaSen (chasen.aist-nara.ac.jp/) for Japanese morphology analysis
and only nouns as keywords for further processing. To exclude stop words, we built a
stop-word dictionary containing 593 terms in English and 347 terms in Japanese.

A boundary is defined as correct if and only if it is a true boundary. However,
due to our use of topic-structure-based complementary information retrieval in WA-
TV, one segmentation method usually produces satisfactory results because it always
comes close to the true boundary. Here, we relax our correctness criteria to accept all
boundaries that are one block off the true boundary. The distance between the identified
boundary and the closest true boundary is defined as the degree of relaxation. Fig. 6
illustrates the relaxed failure model for our block-based segmentation method adapted
from Hauptmann et al. [3].

We used the closed captions for NHK News 7 programs collected over two days
(821 blocks) as the experimental data. Table 1 shows the experimental results. The
reference boundaries for topics and stories were specified by evaluators beforehand.
The F-measure values indicate that the proposed structuration method performed better

Fig. 6. Relaxed Failure Model of Block-based Text Segmentation Method (Rx means under the
degree of relaxation x, identified boundary is OK.)

Table 1. Results of Online Structuration Experiment (Degree of Relaxation is 1)

Story Segmentation Topic Segmentation
Recall Precision F-measure Recall Precision F-measure

θ = 0.2, Θ = 0.2 0.286 0.395 0.332 0.301 0.446 0.360
θ = 0.2, Θ = 0.25 0.426 0.330 0.372 0.360 0.387 0.373
θ = 0.25, Θ = 0.2 0.425 0.287 0.343 0.342 0.333 0.338
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than the topic change detection method used in Informedia whose best F-measure value
is 0.367[3].

6.2 Structured Query for Complementary Information Retrieval Experiment

We used 88 topic structures extracted from the closed captions collected over three days
for NHK News 7 programs. Each one consisted of two subject terms and three content
terms.

For the CD, SD, CB, and SB queries, we used the top-ranked result from a Google
search as the complementary Web page. Based on human assessment of the relevance
of these complementary Web pages, the calculated precision ratios were 0.489, 0.625,
0.511, and 0.705, respectively. Details of the experimental results are shown in
Table 2. When the query was based on a topic structure containing proper nouns, the
search results were better. This suggests that proper nouns play an important role in us-
ing topic structures to retrieve information from the Web. We will examine this feature
further in future work.

Table 2. Results of Complementary Information Retrieval Experiment

topic structure relevant pages precision ratio
SB 88 62 0.705
SD 88 55 0.625
CB 88 45 0.511
CD 88 43 0.489

6.3 User Interface Evaluation

Simple experiments were conducted to evaluate the user interface, especially the zoom
operation. Most of the participants (8 out of 11) found the ability to search for scenes
by looking through a list of closed captions and thumbnails on the storyboard ”useful”
compared to a conventional interface based on fast-forwarding and rewinding. They also
found the ability to control the different levels of detail ”intuitive”. Evaluation tests using
more participants will be conducted to better evaluate usability, understandability, etc.

An important advantage of WA-TV is that it enables active browsing of TV pro-
grams, which are conventionally viewed by passive watching, by converting them into
Web content. WA-TV enables active browsing by hyperlinking various positions in the
program to external related information with greater detail or from different
perspectives.

7 Conclusion

We have described an application system for augmenting and webifying TV content to
enhance viewing of storage televisions. WA-TV segments and structures a TV program
into different levels of detail online and then generates hyperlinks between various po-
sitions in the program and complementary Web pages it retrieves to provide additional
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information about the program. The retrieved information and the original TV content
are integrated into a Web form for browsing. In addition, a zooming feature enables
the user to switch gradually from TV watching to TV browsing. Experimental results
valided the proposed methods.

We plan to improve the proposed methods used in WA-TV, particularly the online
topic segmentation and complementary information retrieval. Further experiments with
a larger number of participants are also planned.
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Abstract. In this paper, we present an effective and robust leaf image retrieval 
system called CLOVER that works especially in the mobile environment. For 
the inquiry, users sketch or photograph a leaf using a PDA equipped with a 
digital camera, and then send it to a server. Most leaves tend to have similar 
color and texture, which makes shape-based image retrieval more effective than 
color-based image retrieval. In order to improve retrieval performance, we  
proposed a new shape representation scheme based on the well-known MPP al-
gorithm. The new scheme can reduce the number of points to consider for 
matching. In addition, we proposed a new dynamic matching algorithm based 
on the Nearest Neighbor search to reduce the matching time. We implemented a 
prototype system that supports adaptive transmission of images over 802.11b 
wireless networks to mobile devices and demonstrate its effectiveness and 
scalability through various experimental results. 

1   Introduction  

There are many kinds of plants and trees on earth. When you take a walk on the wild 
side, you may want to know the name of plants or trees. In this case, you might take 
note of their attributes such as color, shape, texture for searching. Whereas leaves of 
most plants are green or brown, the leaf shapes are distinctive and thus can be used 
for identification. That is, shape-based retrieval can be more effective than any other 
methods. 

Another issue is the searching performance. If you want to know the name of a 
plant, you should look up its information in an illustrated book of plants or take their 
pictures and search them on the WWW. However, we want to know immediately 
what they are. For the real-time retrieval, we extended our system to the mobile envi-
ronment  

Like typical content-based image retrieval, shape-based image retrieval consists of 
three steps. The first step is to detect edge points. Among the existing edge detection 
methods [1] [2], we use Canny Edge Detection method [3]. The next step is to  

                                                           
 *  Corresponding author. 
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represent shapes in such a way that it is invariant to translation, rotation, scale, and 
viewing angle changes. The last step is shape matching that determines how similar 
shapes are to a given query.  

In general, shape representations are classified into two categories: boundary-based 
and region-based. The former describes a region of interest using its external charac-
teristics [4] (i.e. the pixels along the object boundary) while the latter represents a 
region of interest using its internal characteristics [1] (i.e. the pixels contained in the 
region). We choose the external representation since the primary focus is on shape 
characteristics such as length of boundary, orientation of straight line, joining the 
extreme points, or number of concaves. For the internal representation, we use a 
methodology based on the “skeleton” of a shape. In this paper, we use MPP (Mini-
mum Perimeter Polygons) [5-7] for shape representation. MPP is a polygonal ap-
proximation method to identify curvature descriptions [8] [9], but it only uses outside 
boundary of the strip of cells. Nevertheless, it takes long time to retrieve images due 
to many unnecessary points to consider. In order to solve this problem, we propose a 
new shape representation method that is based on our improved MPP.  

Another important issue of shape-based image retrieval is the effective shape 
matching method on which the retrieval performance heavily depends. There are 
several approaches to solving the matching problem. In this paper, we develop a dy-
namic shape-matching algorithm with the intention to reduce matching time. 

The rest of this paper is organized as follows. Section 2 describes the outline of our 
system. In section 3, we introduce how to segment images and section 4 presents 
image matching and retrieval. In section 5, some of the experimental results are pre-
sented and finally the last section concludes the paper and discusses future work. 

2   System Overview 

In this chapter, we describe our prototype retrieval system called “CLOVER” in de-
tail. To access the system, we first photograph or sketch a plant using a PDA 
equipped with a digital camera. Next, we record several simple characteristics of the 
plant on the PDA. Then, we send the image and the characteristics of plants to the 
server. In the server, several shape relevant characteristics are extracted from the 
received image. Those characteristics combined with user-specified characteristics are 
used to retrieve images from the database and the matched results are displayed on the 
server web page or screen of the PDA. Figure 1 shows overall architecture of our 
CLOVER system. As was described before, the system has components for noise 
filtering, edge detection, shape representation and shape matching. 

3   Image Segmentation 

Image segmentation decomposes images into regions that correspond to independent 
objects. It is an essential preliminary step in most automatic pattern recognition and 
image analysis process. Successful shape feature extraction depends on good image 
segmentation. In this paper, we segment images using boundaries between regions 
based on discontinuities in gray levels. 
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Fig. 1. Overview of CLOVER 

3.1   Shape Representation 

A boundary can be approximated with arbitrary accuracy by a polygon. In case of a 
closed curve, the approximation is exact when the number of segments in the polygon is 
equal to the number of points in the boundary, so that each pair of adjacent points de-
fines a segment in the polygon. MPP is a method for defining curvatures when a change 
of the slope occurs with the control points approximately uniformly spaced along the 
curvatures.  However, since MPP may include unnecessary points, there is a chance of 
unnecessary computation for shape matching, which results in longer search time. In 
this paper, we improve the MPP algorithm for more effective representation. 

MPP algorithm produces convex points and concave points depending on the angle 
between two points. Therefore, when an image contains plenty of straight lines along  
the boundary, segmentation result may include useless points. To condense these 
points, we have merged points along boundary if the angle exceeds some threshold. 

 

   
(a) (b) (c) 

Fig. 2. Image segmentation using point merging 
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Figure 2 shows the result when the points of the segment are merged with the 
threshold 160 degree. 

For the invariance, we adjust angles with respect to the longest distance between 
two points, and then detect left, right, top, bottom points for scale invariance as shown 
in Figure 3.  

 
(a) (b) (c) 

Fig. 3. Image adjustment based on viewing angle and scale. (a) Original image, (b) Rotational 
adjustment, and (c) 4-edge points detection for scale invariance. 

3.2   Vein Representation 

In order to improve the search performance, we used a hybrid-search scheme that uses 
not only leaf shape, but also arrangement of leaves and veins. Fig. 4 shows the  
 

 

1. alternate 
2. opposite 
3. verticillate 
4. radical 
5. pinnately veined 
6. parallel or closed vein 
7. parallel or closed vein 
8. palmately veined 
9. lobate 
10. cleft 
11. parted 
12. palmately lobate 
 
a. lateral vein 
b. blade 
c. main vein 
d. petiole 
e. stipule 

Fig. 4. Arrangement of leaves (1-4) and veins (5-12) 
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arrangement of leaves and veins. The arrangement of leaves can be classified into 
alternate, opposite, verticillate, radical. While the alternate arrangement has one leaf 
per node, the opposite arrangement has two leaves per node and the verticillate has 
three or more per node. On the other hand, the arrangement of veins can be classified 
into 5-12 as shown blow. 

The arrangement of leaves and veins is extracted from user-sketched images, 
which is identified by leaf base and the number of leaf per node. The leaf base indi-
cates the shape of the leaf base where it attaches to the stem.  

To represent the arrangement of veins, we construct a weighted graph ),( EVG  

with weight function w  (see Figure 5). The weight ),( vuw  of the edge Evu ∈),(  is 

simply stored with vertex v  in u ’s adjacency list. In Figure 5-(b)(c), we compute the 
circumference C  of an ellipse to calculate the length of lateral vein. 

2
2

22 ba
C

+= π  (1) 

where the x-axis along the major axis, whose length is 2 a , and the y-axis along the 
minor axis, whose length is 2 b . 

 

4   Image Matching and Retrieval  

The final step of image retrieval is image matching and browsing. In this section, we 
present an efficient dynamic matching method for obtaining ranks of all database 
objects in approximate order of similarity to the query object. Typically, a similarity 
query is defined as finding the most similar data object. In the case of image data-
bases, a similarity query is to find out the most similar images to a given image with 
respect to the given features.  

 

 
(a) aG  (b) bG  (c) cG  (d) dG  (e) )( ijaA =  

Fig. 5. Different representations of vein. (a) An undirected graph aG  of pinnately veined. (b) 
and (c) Two undirected graph bG  and cG of parallel or closed vein. (d) An undirected graph 

dG  of palmately veined. (e) The adjacency-matrix representation of dG . 
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4.1   Similarity Measure 

After extracting points of interest from images, we perform shape matching to meas-
ure the similarity between images. Generally, similarity between two objects is meas-
ured by simply evaluating the Euclidean distance [10] between each object’s points.     
Accordingly, the distance between two images can be calculated by the following 
equation. 

∑
=

−=
k

i
ii vuVUD

1

2)(),(  (2) 

where U  and V  are the query and database image, respectively, and 
iu  and 

iv  are 

their 
thi  features, respectively, and k  is dimension of the feature space. 

According to the Euclidean distance, we can also evaluate similarity between query 
and database image using the following equation. 

∑
=

=
||

1

)),(min(
||

1
),(

u

i
i vuD

u
VUS  (3) 

where || u is the number of points of interest extracted from the query image and 

)),(min( vuDi
 is the minimum distance between 

iu  and 
iv . 

    If we use the brute-force algorithm, the time complexity T is )(|)||(| 2nOvuO =  to 

search the shortest path between 
iu and 

iv . For the linear time complexity, we use 

nearest−ε )( NNneighbor −ε  searching algorithm where the time complexity is 

O(Dpolylog(N)) [11].  

4.2   Dynamic Matching Algorithm 

Though the time complexity of nearest−ε )( NNneighbor −ε  searching algorithm is 

linear, it may take long time to match images for large database. In order to reduce the 
matching time, we developed a dynamic matching algorithm. The general leaf shape 
of distribution has roughly symmetric distribution. Symmetry can occur in any orien-
tation as long as the image is the same on either side of the central axis. The axis of 
symmetry is vertical and this makes a good model for symmetry in visual informa-
tion. Using this property, the matching scope on the shape can be reduced by 
1/2×1/2=1/4 times with respect to full matching. Moreover, the matching process may 
stop when the accumulated similarity value is beyond the threshold. 

Even the improved MPP algorithm can produce many points of interest for compli-
cated images. To solve this problem, we created a function called SMP based on the 
sampling methodology. Let || u  and || v  be the number of points of interest extracted 

from the query image and database image, respectively. If || u  is less than || v , the 

number of interest points can be reduced by ||/|| uv  when we use )(vSMP  func-

tion. The dynamic matching algorithm is described as below. 
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Dynamic_matching(input_image, db_image, N, threshold){ 
  input_point=condensing_point(input_image); 
  db_point=condensing_point(db_image); 
  if(sizeof(input_point) < sizeof(db_point)) 
    SMP(db_point); 
  for (i=0; i<N/2; i++){ 
    NN_point=NN_search(input_point[i], db_point); 
    Sim = S(input_point[i], NN_point, N/2); 
    if(Sim > threshold) { Sim = -1; break; } 
  } return result; 
} 

Algorithm 3. Dynamic matching algorithm 

5   Experiments 

We have implemented a prototype shape-based leaf image retrieval system as part of 
a nationwide project that aims to develop an information bank for all domestic aqua-
plants in Korea. In the experiments, we used as IPAQ HX-4700 for mobile device and 
hardware platform PCs with Dual 2.8 GHz Xeon Processors and 1GB of RAM and 
MS SQL Server 2000 as underlying DBMS.  

In order to show the effectiveness of our proposed algorithm, we collected 1032 
leaf images from “The Korea Plant Picture Book” [12] and compare it with other 
methods including Centroid Contour Distance (CCD), Fourier Descriptor, Curvature 
Scale Space Descriptor (CSSD), Moment Invariants, and MPP.  

The representation must be invariant to viewing angle change. For this reason, we 
adjust the viewing angle. 

Fig. 7 shows the recalls and precisions of the revised MPP, MPP, Fourier Descrip-
tor, CSSD, CCD, and Moment Invariants. Precision is the fraction of retrieved images 

 

Fig. 6. User Interface on the web 
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that is relevant to a query. In contrast, recall measures the fraction of the relevant 
images that have been retrieved. Recall is a non-decreasing function of rank, while 
precision can be regarded as a function of recall rather than rank. In general, the curve 
closest to the top of the chart indicates the best performance. In this figure, our pro-
posed algorithm achieves approximately 25% better precision and recall than MPP. In 
addition, precision and recall of the proposed algorithm are 2.11 times better than that 
of Fourier Descriptor. 

 

Fig. 7. Precision and recall curve 

Table 1 illustrates the average response time of the NN-search and Dynamic 
matching with different cell sizes. From the table, we can observe that regardless of 
matching method used, the response time is decreased as the cell size is increased. 
Overall, our proposed method achieved approximately 2.2 times faster response time 
than the NN-search.  

Table 1. Average retrieval response time in seconds 

Response Time 
Cell size 

NN-search (A) Dynamic matching (B) 
A / B 

5 29.57 13.57 2.18 

7 16.58 7.26 2.28 

9 12.45 5.80 2.15 

Figure 8 shows a demonstration of query-by-sketch on the CLOVER. First, you 
can sketch a leaf, and then the CLOVER produces interesting points using improved 
MPP and retrieves matched images from the database in an approximate order of 
similarity to the query object. Finally, you can recognize its detailed information and 
habitat by the GPS coordinates. 
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(a) Query by Sketch 

 

 

 

 

 
 

 
(b) Query by Photograph 

Fig. 8. Demo scenes of CLOVER 

6   Conclusions and Future Work 

In this paper, we have presented an effective and robust leaf image retrieval system 
for mobile devices. To improve the efficiency of leaf representation, we revised the 
MPP algorithm to reduce the number of points to consider for matching. For the 
matching, we proposed a dynamic matching algorithm that reduces the matching time. 
In addition, by using a hybrid-search scheme that considers both leaf shape and leaf 
arrangement as well, we further improved the overall system performance. To evalu-
ate its effectiveness, we have compared our proposed scheme with Fourier Descriptor 
and Moment Invariants. Experimental results show that the proposed algorithm is 
more efficient than other methods.  
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Abstract. This paper describes how Global Memory Net (GMNet) has been 
able to provide new kind of innovative access to the invaluable content of the 
classical Japanese ancient poems and maps at Tsurumi University that was not 
available for public access before. The collaboration began with the develop-
ment of a prototype collection, based on images included in two publications of 
the Tsurumi University Library - the Eighty Selections of Waka Poems and 
Tales from the Classical Japanese Literature and the Japanese Maps in the Old 
Age. As the project developed, coinciding with the technology development of 
GMNet in bilingual retrieval as well as with sound presentations, the inclusion 
of sound files for each of the Waka selection was considered a very desirable 
feature since Waka poems are generally only readable by very small number of 
specialists.  

The paper will present a bird’s eye view of how Tsurumi’s rare collection is 
organized, presented with much enhanced access in GMNet system. Through 
this project, the Tsurumi team has gained considerable important experiences. 
The overall process for them was very time consuming even though the tech-
nology of GMNet was already in place.  These valuable experiences will be dis-
cussed and shared. 

1   Introduction 

This paper is to describe how by taking part in the Global Memory Net (GMNet), one 
can gain new innovative access to the invaluable content of the rare classical Japanese 
ancient Waka poems and maps at Tsurumi University that was not available for public 
access before.   

The possibility to participate at the GMNet became a reality after Ching-chih 
Chen’s visit to the Tsurumi University as the first invited speaker at the University’s 
initial Digital Library Symposium in late December 2004 [1].  At that symposium, 
Chen stated that GMNet aims to be an effective gateway or digital portal to the world 
culture and heritage.  It can also be viewed as a comprehensive multimedia digital 
library which can offer the global culture, history, and heritage instantly to the  
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information seekers [2]. She indicated that Japanese contents are not yet sufficiently 
accessible by people in the world due to language and other factors, and that GMNet 
can provides a platform to make it possible for global sharing and distribution of 
some selective Japanese resources. She also pointed out GMNet’s great potential for 
“real” collaboration with different countries in the world not only in the “content” 
areas, but also the needs for involving subject specialists in those countries in order 
for GMNet to provide more in-depth knowledge on the significant cultural and his-
torical “memories” of those countries [1]. 

With this impetus, Tsurumi group led by T. Nagatsuka welcome the opportunity to 
join GMNet by benefiting from its cutting-edge technology to develop a prototype for 
resource sharing and for promoting universal access.  

2   Development of a Prototype Tsurumi Collection 

Tsurumi’s collaboration with GMNet began in early 2005 with the development of a 
prototype collection related to the rare Waka poems and tales, as well as ancient maps 
on Japan. The value of ancient maps on Japan is clear, however, why Waka poems 
and tales? 

Waka poems and tales are rare and important classical Japanese literature, thus 
an invaluable part of Japanese cultural heritage. Hundreds of original texts, transla-
tions, studies, and electronic texts of classical Japanese literature are available on 
the Web, and many are in Japanese only.  As to the Waka literature, there are sev-
eral useful Web sites as well, such as the Japan 2001 Waka Website by the Univer-
sity of Sheffield which translates some Japanese texts of the imperial waka antholo-
gies to English (http://www.shef.ac.uk/japan2001/), and the site of the Japanese 
Text Initiative of the University of Virginia Library’s Electronic Text Center which 
displays classical Japanese literature including Waka poems in Japanese characters 

(http://etext.virginia.edu/ japanese/). Yet, none has introduced the original look of 
the handwritings of the poems, presented sound files of the contemporary Japanese 
reading, and permitted bilingual retrieval capabilities.  These are the features of our 
prototype in GMNet. 
    The Tsurumi collection includes images chosen to be included in two publica-
tions of the Tsurumi University Library -- the Eighty Selections of Waka Poems and 
Tales from the Classical Japanese Literature and the Japanese Maps in the Old 
Age. The first book, Eighty Selections of Waka Poems and Tales from the Classical 
Japanese Literature, includes images taken from detached segments of Waka po-
ems and Tales selected from royal anthologies, poetic anthologies, prose narratives, 
tales of war, panels of screens, and Japanese backgammon and playing cards. These 
were handwritten or printed from the end of 11th to 19th centuries. Each image repre-
sents a part or the whole writings, and Japanese description of this portion is in-
cluded in the back part of the book, which form a good base of the metadata of the 
image. The second book, the Japanese Maps in the Old Age, is composed of thirty-
seven ancient maps on Japan published in Europe and three in Japan. Each map 
image comes with descriptive title and associated bibliographic information in both 
English and Japanese.      
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The reasons for selecting these two books were: 

• The cultural contents of the two books were considered to be the best of the 
Tsurumi University Library’s rare collection.  They are unique, rare, and ap-
propriate for meeting the criteria for inclusion in GMNet. 

• The prototype development will need the involvement of the subject special-
ists in Japan. 

• The contents of the books are made up of images with Japanese descriptions. 
Without English descriptions, it will be of lesser use to non-Japanese people. 
In handling both English and Japanese, this offers new challenges to GMNet 
for demonstrating its bilingual capabilities. 

• The rare Waka poems and tales are not readable by most Japanese, and thus, 
the need for currently reading by experts in the field is great, and this allows 
the GMNet to explore the retrieval of sounds in addition to images. 

3   Developmental Process 

As the developmental work starts, all images were scanned by Chen’s research group 
at Simmons College in the US.  Also, the baseline database information in English, 
when possible, was completed by Chen’s research staff as well using the GMNet’s 
existing metadata structure.  

3.1   Metadata and Descriptive Information 

After the creation of the initial baseline database, it was found that several metadata 
elements will need to have the Japanese translated by the Tsurumi University staff. 
Specifically, the descriptive information on each image of the handwriting page of the 
Waka poem or tale has to be prepared in English for the “Description” field of the 
metadata.  This has proven to be a very difficult task, because most Japanese descrip-
tions could not be translated to English directly, otherwise they would not be under-
standable by readers without possessing the basic knowledge of the classical Japanese 
literature. Thus, the Tsurumi staff had to create new modified descriptive information 
in English for every image.  

To complete this job, it was necessary to consult and discuss with subject special-
ists at the Tsurumi University for each description. Although the descriptive informa-
tion for each record is short, yet it is a very labor-intensive process.  It is also a diffi-
cult one because there is an obvious cultural difference between the staff in informa-
tion science and that in classical Japanese literature studies.  Each has his/her own 
emphasis. For example, the kind of English description needed for GMNet does not 
correspondent to that considered to be important by the classical Japanese literature 
specialists at Tsurumi University. 

To prepare for the use of bilingual retrieval functions, the metadata in Japanese 
language is also prepared for the 80 Waka Poems and Tales. Except the “description” 
field, all other metadata fields in Japanese are created using the same content as those 
in the English version using the GMNet’s existing database structure. The Japanese 
description follows the same contents as published in the book.  
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3.2   Tsurumi Collection in GMNet 

In this section, we shall provide a bird’s eye view on how one can access Tsurumi 
Collection via the web-base GMNet.  Figure 1 is the introductory page of the Tsurumi 
Collection.  As indicated there, “The process in developing this digital collection is a 
perfect example of both difficulties -- distance, cultural differences between the sub-
ject and the technology specialists, language difficulties, ability to interpret ancient 
contents, etc. -- and exciting results of international collaboration. In meeting the 
challenges, GMNet has extended its image retrieval capabilities to include the re-
trieval of sound files, and also begun to experiment bilingual retrieval. To explore 
bilingual retrieval capabilities, we have included the metadata in both English and 
Japanese in UNICODE. The Japanese version is produced by the Tsurumi team using 
our metadata structure. Users can thus search in both languages if they have the Japa-
nese input capabilities on the browser.                    

 
                                  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Introductory page of the Tsurumi Collection in GMNet 

 
When one enters the Tsurumi “image collection,” the screen as shown in Figure 2 

will show up. Where a user can decide to find what they want by searching in any of 
the metadata field or all.  It can also search by using the cutting-edge content-based 
image retrieval technique, SIMPLIcity of the Penn State University.  Here, one can 
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browse images of the collection, or can randomly access the image collection.  When 
the images are displayed, simple titles of these are also shown (Figure 2).  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

                         Fig. 2. Images of Tsurumi’s Waka poems with English titles 

When a specific image of the Waka 
poem is chosen, additional descriptive 
information of that poem can further 
be obtained by clicking on the image, 
as shown in the left panel of Figure 3.  
In addition, if one would like to see the 
current Japanese translation of the 
ancient writing, one can go the pdf file 
directly (Fig. 4). When “larger” is 
clicked, the image can be zoomed and 
enlarged several times to enable the 
seeker to view the details of the hand-
writing of the Waka poem.  To protect 
the ownership of the image, dynami-
cally generated digital watermark can 
be seen in the lower right corner of the 
enlarged image (Figure 5).                  

 
 

Fig. 3. Metadata with detailed descriptive infor-
mation 
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Fig. 4. The pdf file of the Japanese translation and transcription of the Waka poem 

 

 

  

 

 

 

 

 

 

 

Fig. 5. The chosen image can be enlarged several times depending on the image resolution. 
Note the dynamically gene-rated digital watermark in the lower right corner. 
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3.3   Bilingual Retrieval  

As the project developed, coinciding with the technology development of GMNet in 
bilingual retrieval, GMNet naturally explore the retrieval of the Tsurumi collection in  
both English and Japanese. If a user can input the Japanese characters from his/her PC 
with a bilingual wordprocessing software, it will be able to access to the Tsurumi 
Collection by Japanese. After the user retrieved in English and received the output in 
English, he/she would like to read more detailed description in Japanese. In this case, 
he/she can retrieve the descriptive information in Japanese.  Figure 6 shows the data-
base information in Japanese on the front screen, while the English is on the back. 

 

Fig. 6. The bilingual retrieval of images in the Tsurumi Collection in GMNet 

3.4   Sound Presentations  

As GMNet is developong bilingual retrieval capabilities, it is also exploring the use of  
sound presentations.  It was considered that the inclusion of sound files for the Waka 
selection is truly a desirable feature since few people, even Japanese, are able to read 
the old and ancient Japanese poem.  Thus, the sound files for most writings were 
created by recording the readings digitally and then converted to Winamp (Windows 
Audio MPEG Player) media files for the web presentation.  
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As shown in Figure 7, when a user retrieved the Japanese transcription in pdf file 
shown in the upper right panel, the sound file narrating that transcript can also be 
retrieved as shown in the lower right panel. 

 

Fig. 7. The sound presentation of Tsurumi Collection in GMNet 

4   Conclusions   

The description above covers only the tips of an iceberg of the system capabilities of 
GMNet as applied to the Tsurumi collection. Yet, it is sufficient to show that, as the 
results of cooperating with GMNet, for the first time, the old Waka poems and tales, 
as well as ancient maps of the Tsurumi University not only can be shared with those 
scholars and learners who are interested in classical Japanese culture and heritage, but 
also greatly enhanced their capabilities in obtained needed multimedia information 
quickly and effectively in a way not possible before.   

With the cutting-edge technology of GMNet, Tsurumi’s collection is now avail-
able for universal access with many attractive features as an exciting part of the global 
gateway. However, the seemingly small number of records with only the provision of 
limited metadata information have consumed lot more time and effort than originally 
anticipated by the Tsurumi staff, even though the technology-related work has been 
handled and completed by Chen’s GMNet group. 
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Through this project, we have gained considerable important experiences. The 
overall process was very time consuming, especially there was much difficulty in the 
process of preparing the raw English descriptive data. One of the major reasons is the 
information science specialist’s lack the subject knowledge to the classical Japanese 
literature. This kind of difficulty will be experienced by any other similar types of 
projects. The other reason is the subject expert’s understanding and knowledge on the 
purpose as well as use of digital library applications. Basically two group’s purpose 
and focus are not similar. “What we should do next?” will be a significant question 
for us to consider. 

There are numerous digital library projects for preserving cultural heritage in Ja-
pan, but great majority of them are mainly targeting to the Japanese audience or the 
Japanese information seeker. Clearly to create the English access capability is essen-
tial for international sharing and information distribution, but it is also of great diffi-
culty at the moment. Tsurumi’s participation in GMNet not only confirms this prob-
lem, but also suggests that there is a great and urgent need to explore possibilities in 
meeting these challenges. 

This pilot project is an important step for Tsurumi in international collaboration for 
introducing the Japanese cultural heritage, especially the classical Japanese Literature, 
to the world. We now know that we have much work ahead of us if we are serious in 
pushing our digital library initiatives. 
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Abstract. In this paper, we propose a keyword spotting system for Korean 
document images and compare the proposed system with an OCR-based docu-
ment retrieval system. The system is composed of character segmentation, fea-
ture extraction for the query keyword, and word-to-word matching. In the char-
acter segmentation step, we propose an effective method to resolve the connec-
tion between adjacent characters. In the query creation step, feature vector for 
the query is constructed by a combination of the features for the constituent 
characters. In the matching step, word-to-word matching is applied based on a 
character matching. We demonstrated that the proposed keyword spotting sys-
tem is more efficient than the OCR-based one to search a keyword on Korean 
document images, especially when the quality of documents is quite poor. 

1   Introduction 

Methods of searching document image with a keyword can be classified into one of 
OCR (Optical Character Recognition)-based or image-based (keyword spotting or 
keyword detection). An OCR-based method uses a text-to-text matching approach, 
that is, it transforms the document image into a machine-readable form by applying 
appropriate recognition process and then examines the document with a keyword. 
This method depends on recognition process and suffers from low recognition accu-
racy for low quality images. [1, 2] 
    The image-based method searches the document by comparing the similarity be-
tween the keyword image and every word image in the document. It generally con-
sists of a pre-processing step and a searching step. In the former, a document image is 
segmented into word images and then the word images are stored in a database along 
with their feature. This helps to reduce the feature extraction time in the next step. In 
the latter, a similarity between the keyword image and the word image is calculated 
by comparing their features [3]. 
    Some keyword spotting approaches on the English document images have been 
reported in the past few years [4-9]. As a representative among them, Lu et al. [5] 
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represents each word as a string of feature codes and therefore each document image 
can be represented as a series of strings. To match a query word with the words in a 
document, an inexact string matching technique is used. 
    There are some studies on the image-based keyword spotting on Korean document 
images. Oh et al. [10, 11] segments a document image into word images by using 
Kwak’s algorithm [12], and constructs a database of word images. To make query 
images, they generated a character sets using a text-editing tool with the same font 
used in document image. Two-stage retrieval scheme is used to reduce processing 
time, where a profile feature and wavelet feature are used in each stage respectively. 
Furthermore wavelet feature is obtained by selecting the largest 30 coefficients using 
the Haar wavelet transform. 
    Fig. 1 describes a block-diagram for the proposed keyword spotting system. We 
assume that word images, which are segmented by using Jeong’s system [13], are 
already stored in a database. First, a word image is split into character images and 
each character image is normalized into a designated size. Secondly, a mesh feature is 
extracted from the normalized character image and then stored in the database along 
with the image. When the user inputs a keyword, the system searches the similar 
words from the database. 

 

Fig. 1. A block diagram of the proposed system using character feature models 

2   Character Segmentation 

In Korean document, there exists a small gap between two adjacent characters. All the 
character widths are the same, and the ratio between width and height of a character is 
1. Based on these general observations, we devise a character segmentation algorithm 
composed of the four stages. 
    In the first stage, we guess the number of characters in the word. The word length l 
is easily estimated by dividing the height of the word image into the width of vertical 
projection profile - refer to Fig. 2. If ⎣l⎦ + γ ≤ l ≤ ⎡l⎤ - γ, then the estimate number  
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is ⎣l⎦. In case ⎣l⎦ + γ > l and ⎡l⎤ - γ < l, the number is ⎣l⎦ -1 or ⎣l⎦ and ⎣l⎦ or ⎡l⎤, respec-
tively, where γ is a small value in 0<γ<0.2, and ⎣l⎦ and ⎡l⎤ is the floor and the ceiling 
of l, respectively.  

 

Fig. 2. Projection profiles for a word image 

    In the second stage, we search the split points to segment the word image using the 
estimated length. Candidates of split points are first obtained by equally dividing the 
word image by the estimated length. If the value of the vertical projection profile at a 
candidate point is zero, that point is regarded as one of the final split points. Other-
wise, the nearest point at which the value of projection profile is zero is chosen as the 
final split point. 
    In the third stage, if there are two possible choices of segmentation due to the two 
possible estimations for the number of characters, we choose the better segmentation 
result that has a smaller variance of the character widths. This is from the observation 
that widths of character images are the same, and therefore the variance of character 
widths from an accurate segmentation is smaller than that from a wrong segmentation. 
    In the last stage, a post-processing is performed to revise the segmentation result. If 
a character has a vertical vowel such as " ", " ", “ ”, the character might be split 
into two. Therefore if the width of a character is smaller than β% of the width of the 
biggest character in the word, the character is merged with the left one, where β is an 
empirical constant set to 30%. 

 

Fig. 3.  Revision of the character segmentation result by post-processing 

    In case where adjacent characters are connected as in Fig. 4(a), the above algorithm 
fails to segment the word. In these cases, we remove some portion of the vertical 
projection profile to make it easy to find the candidate split points in the second stage 
of the algorithm. We call it as “α-cut” in which the value of projection profile is set to 
zero whose value is less than α. In Fig. 4(b), the α-cut produces four candidate split 
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points marked as , ,  and . The two arrows →←  in  express a zone  
between two neighboring segments, and the split point is the center of it. Here α is an 
empirical constant set as 7% of the average of the vertical projection profile values. 

���
���

���

 

Fig. 4. Resolving the connection between adjacent characters

    Fig. 5(a) shows the input word image. The downward arrows are the target split 
points. Fig. 5(b) shows the segmentation results without α-cut and Fig. 5(c) is the 
results with α-cut. 

���

���

���
 

Fig. 5. The result of the character segmentation 

3   Feature Extraction  

Two groups of the typefaces, Myungjo and Gothic, are generally used in Korean docu-
ments, but the shapes of characters printed in the typefaces of the groups are quite dif-
ferent. There is no doubt that the image-based keyword spotting system has poor per-
formance on the document in different typefaces. Thus classifying the typefaces in ad-
vance is more efficient to improve the retrieving performance. In this paper, we assume 
that the typeface of the document is already discriminated [12]. Fig. 6(a) shows a part of 
document image in Batang typeface, which is a representative for Myungjo group. Fig. 
6(b) is an image having the same characters as in Fig. 6(a) but printed in Gullim type-
face, which is a representative for Gothic group. As can be seen from these examples, 
the location and the width of strokes are quite different according to the typeface. 
    A number of photocopying and/or scanning of a document can produce some 
noises or distortions of character strokes. The skew correction might also give addi-
tional distortions to the image. Therefore we need a feature minimizing the effect of 
noises and distortions. In our system, a number of samples for each character class 
have been used to train the model. 
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Fig. 6. Korean images in Batang and Gullim typefaces 

    Fig. 7 describes the process of extracting an average feature vector for the character 
class " " in Batang typeface. Ten characters are sampled from each training data 
according to a fonts, finally total sixty character samples are used for the character 
class. All samples are normalized to i×j size. An m×n grid feature is computed from 
each sample, and the averages of the sixty features of each grid are taken as the model 
of that character class. In our system, i and j are 36, and m and n are 6. So 36-
dimensional feature vector is used. 

 

Fig. 7. Character model for "  " in Batang typeface 

4   Word Matching 

Let ),...,,( 21
q
k

qq CCCQ  and ),...,,( 21
t
k

tt CCCT  be a keyword image and word image 

in the document respectively, where iC  represents v-dimensional feature vector 

extracted from i-th character. Each of them consists of k characters. The similarity 
between i-th characters of the query and word image is defined in the equation (1). 

Here cT is a threshold for character matching. 
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    Given the similarities for k character pairs are computed by the equation (1), the 

word-level similarity is calculated using the equation (3). Here wT  is a threshold for 

word matching. 
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    Fig. 8 shows the process of matching the keyword image with a word image. In this 
figure,  represents the word image and  indicates that the first two characters are 
not matched to the query image.  shows a successful matching. All of the characters 
in the query and word images satisfy both the equation (1) in character-level and 
equation (3) in word-level. The matching process continues to the next position as  
in . 

���

 

Fig. 8. Matching process 

5   Experimental Results 

5.1   Experimental Environment 

We typed a part of the autobiography, "Baek-Bum Il Ji", to make a text file of 20 A4 
pages. They are formatted by using a Microsoft word processor in 12 different com-
binations of fonts – two typefaces (Batang and Gullim), three types of point sizes (8, 
10, and 12), and two kinds of font styles (bold and regular). They are printed by a 
SAMSUNG ML_8065 printer, and then copied iteratively by 8 times using a XEROX 
Document Centre 285 PLUS G copier, and finally scanned by an EPSON GT-30000 
scanner at 200 DPI.  
    All the document images are partitioned into word images using the system of [13]. 
Every word is in turn segmented by our segmentation method in Section 2, and each 
character is normalized into 36 by 36 size. A 36-D feature is extracted by applying a 
6×6 mesh as described in Section 3. One half of the data is used for training, and the 
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other half is used for testing. The system has been implemented in  a C/C++ language 
on a personal computer with a Pentium-4 2.80 GHz CPU and 1 GB RAM. 
    Words of two characters and words of three characters appear most frequently in 
Korean document. Therefore we prepared 30 query keywords of length 2 or 3. To do 
this, we counted the frequencies of every word in the training data and select 20 most 
frequent words among length 2 and 10 most frequent words among length 3.  

5.2   Performance Evaluation 

Table 1 compares the performance of our system with an OCR-based one. The OCR-
based system first converts the input document image into a machine-readable form 
using a commercial OCR software ARMI 6.0 [14], and then examine each word 
whether it is the same as the user keyword. Note that the precision of OCR-based 
system is 100% since there is no false accepting error in our experimental data. The 
F-measure, which is described like the equation 5, combines recall and precision in a 
single efficiency measure [15]. 

ecisioncall

ecisioncall
measureF

PrRe

PrRe2

+
××=−  (5) 

The proposed keyword spotting system shows better performance for Gullim rather 
than Batang, better for bold rather than regular, better for large size rather than small 
size fonts. Note that the performance of OCR-based system, in case of Gullim type-
face and small font sizes, is remarkably worse than that of our system. In a conclu-
sion, the proposed system has better performance than the OCR-based one, especially 
when the quality of documents is quite poor or the point size is small. Fig. 9 shows an 
example of keyword spotting with a keyword “ ". 

Table 1. Performance of the OCR-based system and the proposed one 

Font OCR-based system Proposed system 

Typeface Bold Size 
Recall 

(%) 
Precision 

(%) 
F-measure 

(%) 
Recall 

(%) 
Precision 

(%) 
F-measure 

(%) 
8 39.21 100 56.33 67.84 67.84 67.84 

10 77.53 100 87.34 80.34 80.34 80.34 On 
12 87.22 100 93.17 79.74 79.74 79.74 
8 55.95 100 71.75 70.80 70.80 70.80 

10 81.94 100 90.07 71.68 71.68 71.68 

Batang 

Off 
12 92.51 100 96.11 76.21 76.21 76.21 
8 25.11 100 40.14 78.76 78.76 78.76 

10 55.51 100 71.39 85.02 85.02 85.02 On 
12 75.33 100 85.93 83.41 83.41 83.41 
8 21.15 100 34.92 69.16 69.16 69.16 

10 59.03 100 74.24 74.01 74.01 74.01 

Gullim 

Off 
12 70.07 100 82.40 81.06 81.06 81.06 

Average 61.71 100 76.32 76.50 76.50 76.50 
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Fig. 9. Part of a result searched document image for "  " 

6   Conclusion 

We have proposed a keyword spotting system for the full-text retrieval for Korean 
documents and proved that the performance of our system is better than that of OCR-
based one, especially when the quality of documents is quite poor.  
    Our system is composed of character segmentation, feature extraction, and word-
to-word matching. In the character segmentation step, we proposed an effective 
method to split touching characters. One of major distinguished characteristics of our 
system is to generate an image for the keyword and utilize the keyword image for 
keyword spotting. Our system can be further improved by incorporating the capabili-
ties for font recognition, the discrimination of Korean and English texts, and the gen-
eration of similar-looking keyword images. 
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Abstract. In this paper, we propose an automatic classification system that 
classifies the Korean traditional music in digital library. In contrast to previous 
works, this paper focuses on the following issues of music classification. 
Firstly, the proposed system accepts query sound and automatically classifies 
input query into one of the six Korean traditional music categories such as 
“Court music”, “Classical chamber music”, “Folk song”, “Folk music”, “Bud-
dhist music”, and “Shamanist music”. Secondly, in order to overcome system 
uncertainty due to the different query patterns, a robust feature extraction 
method called multi-feature clustering (MFC) combined with SFS feature selec-
tion is proposed. Finally, several pattern classification algorithms such as k-NN, 
Gaussian, GMM and SVM are tested and compared in terms of the classifica-
tion accuracy. The experimental results indicate that the proposed MFC-SFS 
method shows more stable and higher classification performance than the one 
without the MFC-SFS. 

1   Introduction  

This paper is motivated from the observation that for the music digital library (MDL) 
to develop the advanced tools to support new ways to classify and retrieve with the 
music content. This paper is developed as a part of the research fulfillment in The Na-
tional Library of Korea to set up the automatic classification system for Korean tradi-
tional music. 

Most of content-based classification and retrieval of audio sound has three com-
mon stages of a pattern recognition problem: feature extraction, classification based 
on the selected feature, and retrieval based on the similarity measure. Depending on 
the different combinations of these stages, several strategies are employed. Good ac-
counts are described in [1-4].  

In contrast to previous works, this paper focuses on the following issues on music 
classification. Firstly, the proposed system accepts query sound and automatically 
classifies a query into one of the six Korean traditional music categories such as 
“Court music”, “Classical chamber music”, “Folk song”, “Folk music”, “Buddhist 
music”, and “Shamanist music” which are defined in National Center for Korean Tra-
ditional Music. Secondly, a robust feature extraction method called MFC (multi-
feature clustering) combined with SFS (sequential forward selection) is proposed to 
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overcome system uncertainty problem due to the different query patterns. Finally, 
several pattern classification algorithms including k-NN, Gaussian, GMM and SVM 
[5] are tested and compared in terms of the system stability and classification accu-
racy. This paper is organized as follows. In section 2, the feature extraction, selection 
and a new feature optimization method MFC-SFS is introduced in detail. In section 3, 
we compare the performance of the proposed system with extensive experimental re-
sults on genre classification. Finally, section 4 is our conclusion.  

2   Robust Feature Extraction for Classification 

Two types of features are computed from each 23ms frame with 50% overlapped 
hamming window. One is the timbral features such as spectral centroid, spectral rol-
loff, spectral flux and zero crossing rates. The other is coefficient domain features of 
thirteen mel-frequency cepstral coefficients (MFCC) and twelve linear predictive co-
efficients (LPC). The mean and standard deviation of these six original features are 
computed over each frame for each music file to form a total of 58-dimensional fea-
ture vector. At this moment, an efficient feature selection method is required to reduce 
the computational burden and so speed up the search process. As in ref. [6], we used a 
sequential forward selection (SFS) method for feature selection to reduce dimension-
ality of the features and to enhance the classification accuracy.  

The classification results corresponding to different input query patterns within the 
same music file may be much different. It may cause serious uncertainty of the system 
performance. In order to overcome this problem, a robust feature extraction method 
called multi-feature clustering (MFC) combined with SFS is implemented based on 
VQ. Key idea is to extract features over the full-length music signal in a step of 15 sec 
large window and then cluster these features in four disjoint subsets (centroids) using 
LBG-VQ technique .  

3   Experimental Results   

For experimental setup, 180 music files of Korean traditional music were formed to 
DB. 30 music samples were collected for each of the six categories in “Court music”, 
“Classical chamber music”, “Folk song”, “Folk music”, “Buddhist music”, and 
“Shamanist music” resulting in resulting in 180 music files in database.  

Fig. 1 demonstrates the usefulness of MFC-SFS feature optimization method as de-
scribed in section 2. It shows average classification accuracy with 15 sec query sound. 
As seen from the figure, among the k-NN, Gaussian, GMM and SVM classifiers, 
k(1)-NN and SVM classifier shows fast convergence speed with higher classification 
accuracy while Gaussian and GMM model shows somewhat insufficient performance. 
From the figure 1, for the case of k-NN and SVM classifier, we see that the classifica-
tion performance increases with the increase of features up to certain number of fea-
tures, while it remains almost constant after that. Thus based on the observation of 
these boundaries, we can select first 20 features up to the boundary and ignore the rest 
of them. In this way, we can determine the number of best feature sets for each  
classifier. 
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Fig. 1. Average classification accuracy rate using MFC-SFS method 

As pointed out earlier, the classification results corresponding to different input 
query patterns (or portions) may be much different. To see the improvement of the 
proposed algorithm MFC-SFS, six excerpts with duration of 15 sec were extracted 
from every other position in a same query music file. Fig. 2 shows the classification 
results with proposed MFC-SFS and without MFC-SFS for the case of k-NN and 
SVM classifiers. 

 

Fig. 2. Average Classification results with proposed MFC-VQ and without MFC-VQ 

As we expected, the classification results without MFC-VQ greatly depends on the 
query positions and its performance is getting worse as query portion towards to two 
extreme cases of beginning and ending position of the music signal. On the other hand 
with the proposed MFC-SFS method, we can find quite stable classification perform-
ance and it even yields higher accuracy rate in the range of 83% ~ 98%. Even at the 
two extreme cases of beginning and ending position, the system with proposed MFC-
SFS can achieves classification accuracy as high as 83% which is more than 20%  
improvement.  

4   Conclusion 

In this paper, we propose an automatic classification system that classifies the Korean 
traditional music into one of six categories. In order to overcome system uncertainty 
due to the different query patterns, a robust feature optimization method called  
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MFC-SFS is proposed. Several pattern classification algorithms are tested and com-
pared in terms of the system stability and the classification accuracy. From the com-
parison statistics on genre classification, we verify the stable and successful 
classification performance of the proposed algorithm. 
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Abstract. In this paper a new EMD-MMR (EMD: earth mover’s distance; 
MMR: maximal marginal relevance) re-ranking method is proposed for generic 
Chinese text summarization. Our extraction-based summarization approach first 
ranks the sentences in a document by their weight calculated based on word fre-
quency and position, and then re-ranks a few highly weighted sentences by the 
EMD-MMR method for sentence extraction. The proposed re-ranking method 
adopts a novel EMD-based similarity metric instead of the Cosine metric into 
the MMR approach. The EMD-based similarity metric can naturally take into 
account the semantic relatedness between words and compute the semantic 
similarity between texts with a many-to-many matching among words. We 
evaluate the performance of the proposed approach with a novel nk-blind 
method and the results demonstrate its effectiveness.  

1   Introduction 

Automated generic text summarization has drawn much attention in recent years and 
a generic summary should contain the main topics of the document while keeping 
redundancy to a minimum. The summarization methods can be categorized into two 
categories: extraction-based methods and abstraction-based methods. Extraction is 
much easier than abstraction because extraction is just to select existing sentences 
while abstraction needs understanding and rewriting sentences. Extraction-based 
methods usually assign each sentence a score and then rank the sentences in the 
document. Statistical and linguistic features, including word frequency, position, cue 
words, stigma words, topic signature, etc., have been employed for scoring sentence.    

Our summarization approach takes two steps to extract summary sentences. In the 
first step, sentences are ranked by their weight calculated based on word frequency and 
position, and then a few salient sentences (10 sentences in the experiments) are reserved 
as candidate sentences. The weight based on word frequency is computed as the sum of 
the tf*idf weights of words in the sentence. The weight based on position is computed 
with 1-((i-1)/n), where i is the sequence of the sentence and n is the total number of 
sentences in the document After the above weights are calculated for each sentence, we 
linearly combine the weights and normalize the sum by the length of the sentence to get 
the final score. The normalization aims to avoid favoring long sentences.  

                                                           
* Contact author. 
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The second step is a redundancy-removing process and in this step those candidate 
salient sentences are re-ranked by the proposed EMD-MMR (EMD: earth mover’s 
distance; MMR: maximal marginal relevance) method and the summary is produced 
by extracting several top sentences. The EMD-MMR re-ranking method adopts a 
novel EMD-based similarity metric instead of the Cosine metric into the popular 
MMR approach [1]. The EMD-based similarity metric can naturally take into account 
the semantic relatedness between words and get the semantic similarity between texts 
with a many-to-many matching among words. The EMD-MMR method is described 
in detail in next section.  

2   The EMD-MMR Re-ranking Method 

The maximal marginal relevance (MMR) method strives to maximize relevant nov-
elty in summarization. A sentence is selected into the summary as follows: 

−−=
∈∈

))s,s(simmax)1()q,s((simmax ArgMMR ji2
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S\Dsdef ji
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where q is a query representation; D is the set of sentences in the document; S is the 
set of sentences in the summary, which is a sub set of D; D\S is the set difference, i.e. 
the set of as yet unselected sentences in D; sim1 is the similarity metric for calculating 
the similarity between the query q and a sentence si. sim2 is the similarity metric for 
calculating the similarity between two sentences si and sj. λ is a weighting parameter. 
In the experiments, we use all the occurrences of top 50 words with the largest tf*idf 
values in the document as the query representation. The parameter λ  is set to 0.7.  

The similarity metrics sim1 and sim2 are usually the widely-used standard Cosine 
measure and the terms are weighted by tf*idf value. Texts are usually represented by a 
bag of words (or phrase) and then the similarity is calculated between the lists of 
words. In the Cosine metric, different words are usually assumed to be semantically 
independent and in the similarity calculation process one word in a text can only be 
matched to the same word in another text. However, different words could express the 
same or similar meanings due to the synonym phenomenon. An example of synonyms 
is the words “cat” and “feline”. In Chinese language, “ ” and “ ” represent al-
most the same meaning. There is also other semantic relatedness between different 
words, such as hypernymy/hyponymy, and all these phenomena in natural language 
argue that words are not independent with each other in reality. Extremely, a text 
containing one set of words might be semantically similar to another text containing a 
different set of words. The proposed EMD-based similarity metric can naturally con-
sider the semantic relatedness between words and adopt it into the MMR method for 
re-ranking. We denote the MMR method with the EMD-based similarity metric as 
EMD-MMR.  

In the EMD-based similarity metric, the semantic distance (the contrary metric of 
semantic relatedness) between words is required to be calculated and then EMD is 
employed to measure text similarity with a many-to-many matching among words. In 
this study, we extracts sense explanation of each word from a Chinese dictionary and 
builds a feature vector for the word, and then the semantic relatedness s of two words 
is calculated by applying the Cosine metric on the two vectors. In the feature vector, 
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each word is weighted by tf*idf. The semantic distance between the two words is 
gotten by 1-s, which is between 0 and 1. The more “similar” two words are, the 
smaller the semantic distance is. The semantic distances of all pairs of words in the 
test document set are calculated beforehand. For example, the semantic distance be-
tween “ ” and “ ” is 0.257, and 0.455 for “ ” and “ ”. 

The Earth Mover's Distance (EMD) [2] is a method to evaluate dissimilarity be-
tween two multi-dimensional distributions in some feature space where a distance 
measure between single features, which we call the ground distance is given. The 
EMD “lifts” this distance from individual features to full distributions. Computing the 
EMD is based on a solution to the well-known transportation problem. In our context, 
the distributions are the word distributions of texts, and a weighted graph is con-
structed to model the similarity between two texts, and then the EMD is employed to 
compute the minimum cost of the weighted graph as the similarity value between two 
texts. The problem is formalized as follows: 

In our context, the distributions are the word distributions of texts, and a weighted 
graph is constructed to model the similarity between two texts, and then EMD is em-
ployed to compute the minimum cost of the weighted graph as the similarity value 
between two texts. The problem is formalized as follows: 

Given two texts A and B, a weighted graph G is constructed as follows: 

 Let A={(ta1,wa1),(ta2,wa2),…,(tam,wam)} as the representation of text A, tai repre-
sents a unique word in text A and wai is the word’s tf*idf value. 

 Let B={(tb1,wb1),(tb2,wb2),…,(tbn,wbn)} as the representation of text B, tbj repre-
sents a unique word in text B and wbj is the word’s tf*idf value. 

 Let D={dij} as the distance matrix where dij is the semantic distance between 
words tai and tbj. In our case, dij has been computed beforehand. 

 Let G={A, B, D} as a weighted graph constructed by A, B and D. V=A B is the 
vertex set while D={dij} is the edge set. 

In the weighted graph G, we want to find a flow F={fij}, where fij is the flow be-
tween tai and tbj, that minimizes the overall cost 

= =

=
m

i

n

j
ijij dfFBAWORK

1 1

),,( ,  
(2) 

subject to the following constraints: 

   0≥ijf    mi ≤≤1  nj ≤≤1      (3)  
ai

n

j
ij wf ≤

=1

     mi ≤≤1                    (4) 

bj

m

i
ij wf ≤

= 1

    nj ≤≤1       (5)
= = ==

=
m

i

n

j

n

j
bj

m

i
aiij wwf

1 1 11

,min     (6) 

Constraint (3) allows moving words from A to B and not vice versa. Constraint (4) 
limits the amount of words that can be sent by the words in A to their weights. Con-
straint (5) limits the words in B to receive no more words than their weights. Con-
straint (6) forces to move the maximum amount of words possible. We call this 
amount the total flow. Once the transportation problem is solved, and we have found 
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the optimal flow F, the earth mover’s distance is defined as the resulting work nor-
malized by the total flow: 
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The normalization factor is introduced in order to avoid favoring shorter text in the 
case of partial matching. Finally, the similarity between texts A and B is defined as  

),(1),( BAEMDBASim EMD −= . (8) 

SimEMD(A,B) is normalized in the range of [0,1]. The higher the value of 
SimEMD(A,B) , the more similar the texts A and B. 

The above EMD-based similarity metric allows for many-to-many matches among 
words according to their semantic relatedness. For example, the word “ ” in text A 
can match both the words “ ” and “ ” in text B.  

Efficient algorithms for the transportation problem are available, which are impor-
tant to compute EMD efficiently.  

4   Evaluation with the nk-blind Method 

For Chinese document summarization, there are no gold standard data set for evalua-
tion.  So we downloaded 30 Chinese news articles from news.sina.com.cn, one of the 
most famous news portals in China, and those articles include political news, sports 
news and recreational news. Then eight students are employed to extract five sen-
tences from each article and produce a summary for that article. The inter-human 
agreement between students is low by our analysis. So in fact there is no ideal sum-
mary for each document and we cannot evaluate system summaries based on any 
single annotated summary. The traditional metric for evaluating extraction-based 
summaries, such as precision and recall, can not be applied directly.  

To resolve the issue of low inter-human agreement, we introduce a so-called nk-
blind method which has been used to evaluate Chinese word segmentation systems 
[3]. This method is based on an intuitive idea of “majority win”. Given a document, n 
human-annotated summaries (or n judges) were created independently. Then, the 
system-generated summary is compared against the annotated ones: for each sentence 
in the system-produced summary, a sentence is considered to be correct if at least k of 
the n human-annotated summaries contain the sentence. The precision increases with 
smaller k. If k=1, it is sufficient for any judge to sanction a sentence selection. If k=n, 
the sentence must be shared by all human-annotated summaries. Given k, the preci-
sion for each system-produced summary is calculated and then the values are aver-
aged across all summaries. So a precision rate can be given under any chosen (n, k) 
setting under the nk-blind method. This result can be plotted as an n-k curve which is 
similar to p-r curve. We can compare two summarizers via their n-k curves. 

In the experiments, those system-produced five-sentence summaries are compared 
with the human-annotated five-sentence summaries. We use an in-house tool for  
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Chinese word segmentation. The baseline system is a lead baseline system, which 
takes the first five sentences in the document as the summary.  

All results reported in Figure 1 give the precision values for n=8 judges with all 
values of k between 1 and n.  “w/o re-ranking” means that the system selects top five 
sentences in the candidate sentence set generated in the first step and produces the 
summary without the second step. “w/ re-ranking (MMR)” means that the traditional 
MMR re-ranking method with the Cosine metric is taken to re-rank the candidate 
sentences and then the summary is produced. “w/ re-ranking (EMD-MMR)” means 
that the EMD-MMR re-ranking method is taken to re-rank the candidate sentences.   
Seen from Figure 1, the lead baseline method performs worst. The re-ranking step 
does benefit the summarization performance in that it can remove redundancy in the 
summary. The EMD-MMR re-ranking method outperform the traditional MMR re-
ranking method, which proves that the EMD-based similarity metric has a better abil-
ity to measure semantic similarity between texts than the Cosine metric. The many-to-
many matching between words plays the key role for the performance improvement. 
From human’s perspective, someone judges whether two texts are similar enough not 
by the word occurrences but by the semantic similarity between the texts.  

 

Fig. 1. Comparison of nk-blind precisions 
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Abstract. With the explosive growth of the Internet, it has entered the age led by 
ICP (internet content provider). Helping users to locate relevant information in an 
efficient manner is very important both do the person and to the ICPs. As such, it 
is highly desired to have a systematic system for extracting user features effec-
tively, and subsequently, analyzing user orientations quantitatively. The experi-
mental results of this clustering technique show the promise of our system. This 
paper presents a new approach that employs a modified fuzzy neural network 
based on adaptive resonance theory to group users dynamically based on their 
Web access patterns. Such a user clustering method should be performed prior to 
ICPs as the basis to provide personalized service. The experimental results of this 
clustering technique show the promise of our system. The scheme could be used 
in local data management application, digital library, and so on. 

1   Introduction 

With the advent of the Internet and the web, the amount of information available 
grows daily. Internet has entered the age led by ICP (internet content provider), which 
is defined to highly depend on creativity, have enthusiasm and technological capacity 
as well as bandwidth, and can implement online service and business. However, hav-
ing too much information at one’s fingertips does not always mean high quality in-
formation, in fact, it may often prevent a user from making sound decisions, by de-
grading the quality of the information. 

As a result, the need for new marketing strategies such as one-to-one marketing and 
user relationship management (CRM) has been stressed both by researches as well as 
by practitioners. One solution to realize these strategies is a personalized recommen-
dation that helps users find the information they would interest in by producing a list 
of recommended information for each given user.  Such understanding of users can be 
applied to transform user information into quality services or products. However, with 
the great number of users, how do ICPs identify their interests? The answer to this 
question is to build personalized Internet services. Personalization, a special form of 
differentiation, when applied in market fragmentation can transform a standard prod-
uct or service into a specialized solution for an individual. The user’s satisfaction and 
loyalty can thus be enhanced, and the increase in each user’s visiting frequency can 
further create more transaction opportunities and benefit the ICPs. The purpose of our 
approach is to group users on the basis of their interests using neural network, what is 
one of the most important means to build personalized Internet services. 
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In the approach, we presents a framework that dynamically groups users according 
to their Web access, which consist of the users’ behavior on web site. The proposed 
approach is developed on the basis of neural network, and involves two sequential 
modules including: (1) trace users’ behavior on web site and generate user profiles,  
(2) classify users according user profile using neural network.  In second module, we 
employ a modified fuzzy ART, that is a kind of adaptive resonance theory neural 
network. The remainder of the paper is organized as follows. In Section 2, the frame-
work to automatically extract user preference and recommend personalized informa-
tion is expatiated in detail. Section 3 presents three classifier used in our experiments 
briefly. Implementation issues and the results of empirical studies are presented in 
Section 4. Finally, the conclusion can be found in Section 5. 

2   A User Cluster Framework 

In this section, an on-line user cluster framework is presented, which is performed 
prior to an Internet bookstore in our experiment. The framework includes three mod-
ules: user behavior recording, user profile generating and user grouping. 

2.1   User Behavior Recording 

Most personalization systems gather user preference through asking visitors a series 
of questions or needing visitors rating those browsed web pages. Although relevance 
feedback obtained directly from users may make sense, it is troublesome to users and 
seldom done. In the paper, we present a user behavior recording module to collect the 
training data without user intervention through tracking the users behavior on a e-
commerce web site. The user behavior includes the browsing time, the view fre-
quency, saving, booking, clicking hyperlinks, scrolling and so on.  

According to some relate works, visiting duration of a product pages or images is a 
good candidate to measure the preference. Hence, in our work, each product page or 
image, whose visiting time is longer than a preset threshold (e.g. 30 seconds), is ana-
lyzed and rated. Periodically (e.g. every day), the module analyzes the activities of the 
previous period, whose algorithm is shown as follows: 

BEGIN 

If (page category Pi doesn’t exist in user log file) 
{favorite(Pi)=0;} 

For each page a user browsed in page category Pi 

{ if (page browsing time) > threshold 

{ switch (happened operation) 

{ case  (saving, booking operation happened):  

favorite(Pi)= favorite(Pi)+0.03;break; 

case  (page-view frequency>threshold):  

favorite(Pi)= favorite(Pi)+0.02;break; 
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case  (clicking, scrolling operation hap-
pened):  

favorite(Pi)= favorite(Pi)+0.01;break; } 

} 

  } 

updating favorite(Pi) in User Log file; 

END 

where the function favorite(Pi) measures the favorite degree of a certain page cate-
gory in a ICP web site, and the record in user log file is shown as follows: page-id, 
category, favorite. The category element is the category path of a resource, what is a 
path from the root to the assigned category according the hierarchical structure of 
Internet bookstore. For example, in a Internet bookstore, “JavaBean” category is a 
subclass of “Java” category, “Java” category is a subclass of “Programming” cate-
gory, and “Programming” category is a subclass of “Computer & Internet” category, 
then the category path of the pages or images belonging to “JavaBean” is 
“/JavaBean/Java/Programming/Computer&Internet”. 

2.2   User Profile Generate (Generator) 

In this approach, we employ a tree-structured scheme to represent user profile, with 
which users specify their preference. Generator could organize user preference in a 
hierarchical structure according the result of Recorder and adjust the structure to the 
changes of user interests. User profile is a category hierarchy where each category 
represents the knowledge of a domain of user interests, which could easily and pre-
cisely express user’s preference. The profile enhances the semantic of user interests 
and is much closer to a human conception. The logical structure of the preference tree 
is shown as follows: 

 

Fig. 1. The Logical Structure of User profile 

User profile is established according the hierarchical structure of a certain  
e-commerce web site. It means the number of levels and the categories in the profile 
are similar with the web site. Each node in the tree, representing a category might be 
interested in, is described by an energy value Ei what indicates the favorableness of a 
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page category. Ei controls the life cycle of a category in a profile. The energy in-
creases when users show interest in the page category, and it decreases for a constant 
value for a period of time. Relatively, categories that receive few interest will be ab-
stracted gradually and finally die out. Based on the energy values of categories, the 
structure of user profile can be modulated as users interests change. The algorithm is 
shown as follows: 

BEGIN 

for each (page cagetory Pi in user log file f) 

{ inserting(Pi);  

  if ( Energy Ei of Pi) >1 { Ei =1; } 

} 

if (the days from the last updating) > threshold {up-
dating(f)} 

END 

To construct user profile, we employ two Functions: inserting and updating. The 
inserting operation is utilized to insert new categories into a profile and adjust the 
energy values of existing categories. The updating operation is utilized to remove 
those categories users don’t interest anymore. The two operation just like planting a 
new kind flower and pruning for a plant in a garden. And we must keep the energy 
value from 0 to 1, what is expected by A MODIFIED FUZZY ART neural network. 

2.2.1   Inserting 
The User Log File mentioned in section 3.1 is considered as the basis of inserting 
operation to construct the user profile. For each page in a log file, we first check if the 
category of the product exists in the preference tree. If the category exists, the energy 
value of the category should be refreshed. If the category does not exist, we will cre-
ate the category in user profile, whose energy is the value of favorite. Then the energy 
value of the new node should be calculated. The following method is used to calculate 
the new energy value of each category: 

inew
i

Pp
ip

i E
P

W

E
new

i ×+=
∑
∈ λ

,  (1) 

where iE  is the energy value of page category iC , new
iP  is the set of the pages as-

signed to the category iC  in user log file , the absolute value new
iP  is the number of 

products in new
iP  , and ipW ,  is the favorite of the product p. The parameter λ , called 

decaying factor, is set from 0 to 1, hence the older records have less effects to the 
representation of category. In our experiment, λ is assigned to 0.98. 

2.2.2   Updating 
Since user interests often change, it is important to adjust the user profile incremen-
tally, in order to represent user interests accurately. In discussion of the changes of 
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user interests, it is found that there are two types of the user interests. One is the long-
term interest and the other is the short-term interest. The long-term interest often 
reflects a real user interest. Relatively, the short-term interest is usually caused by a 
hot products event and vanishes quickly. The updating operation is designed to adjust 
the part reflecting user short-term interests. 

In contrast to the inserting operation that adds the new interesting categories into 
user profile, the updating operation is the mechanism to remove the out-of-favor cate-
gories. Categories with a continual attention can continuously live, otherwise, they 
will become weak and finally die out. In user preference, every category’s energy 
value should be reduced a predefined value � periodically (e.g. 15 days). The 
parameter�, called aging factor, is used to control the reduction rate. In the experi-
ment, �  is assigned to 0.90. 

When no or few products browsed in a category, its energy value will decline 
gradually. If a category’s energy value is less than (or equal to) a pre-defined thresh-
old, we remove the category from user preference tree. To keep a personal view on 
part to the trend of user interest, categories with low energy value are removed.  

2.3   User Cluster (Cluster) 

User cluster could group users into different teams according their profiles using 
adaptive neural network. Nowadays, there are various approaches to cluster analysis, 
including multivariate statistical method, artificial neural network, and other algo-
rithms. However, some of the methods like self-organizing map algorithm implies 
some constraints: the need to choose the number of clusters a priori, heavier computa-
tional complexity and merging the groups representing the same cluster, because the 
SOM, by approximating the distribution patterns, finds more than one group repre-
senting the same cluster. Moreover, successive SOM results depend on the training 
phase and this implies the choice of representative training examples. For this reason, 
we employ a modified fuzzy ART, one of the clustering methods using neural net-
work, for cluster analysis. 

The Fuzzy ART [9] network is an unsupervised neural network with ART architec-
ture for performing both continuous-valued vectors and binary-valued vectors. It is a 
pure winner-takes-all architecture able to instance output nodes whenever necessary and 
to handle both binary and analog patterns. Using a ‘Vigilance parameter’ as a threshold 
of similarity, Fuzzy ART can determine when to form a new cluster. This algorithm 
uses an unsupervised learning and feedback network. It accepts and input vector and 
classifies it into one of a number of clusters depending upon which it best resembles. 
The single recognition layer that fires indicates its classification decision. It the input 
vector does not match any stored pattern, it creates a pattern that is like the input vector 
as a new category. Once a stored pattern is found that matches the input vector within a 
specified threshold (the vigilance [ ]1,0∈ρ ), that pattern is adjusted to make it accom-

modate the new input vector. The adjective fuzzy derives from the functions it uses, 
although it is not actually fuzzy. To perform data clustering, fuzzy ART instances the 
first cluster coinciding with the first input and allocating new groups when necessary (in 
particular, each output node represents a cluster from a group). In the paper, we employ 
a modified Fuzzy ART proposed by Cinque al. [10] to solve some problems of tradi-
tional Fuzzy ART [10,11]. The algorithm is shown as follows: 
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BEGIN 

For each (input vector Vi)  

{ for each (exist cluster Ci) {C
*=argmax(choice(Ci,Vi));}  

  if match(C*,Vi) ����������	
�C*,Vi);} 

  else { Instance a new cluster; } 

} 

END 

Function choice used in the algorithm is the following: 
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It computes the compatibility between a cluster and an input to find a cluster with 
greatest compatibility. The input pattern Vi is an n-elements vector transposed, Cj is 
the weight vector of cluster J (both are n-dimensional vectors). “ ∧ ” is fuzzy set in-
tersection operator, which is defined by: 
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Function match is the following: 
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This computes the similarity between the input and the selected cluster. The match 
process is passed if this value is greater than, or equal to, the vigilance parameter 

[ ]1,0∈ρ . Intuitively, ρ indicates how similar the input has to be to the selected clus-

ter to allow it to be associated with the user group the cluster represents. As a conse-
quence, a greater value of ρ  implies smaller clusters, a lower value means wider 

clusters. 
Function adaptation is the selected cluster adjusting function, which algorithm is 

shown as following: 

**** )1()(),( oldioldnewi CVCCVCadaptation ββ −+∧== � (5) 

Where the learning parameter ]1,0[∈β , weights the new and old knowledge respec-

tively. It is worth observing that this function is not increasing, that is  **
oldnew CC < .  

In the study, the energy values of all leaf nodes in a user profile consist an n-
elements vector representing a user pattern. Each element of the vector represents a 
product category. If a certain product category doesn’t include in user profile, the 
corresponding element in the vector is assigned to 0. Pre-processing is required to 
ensure the pattern values in the space [0,1], as expected by the fuzzy ART. 



182 Y. Li and Y. Cao 

3   Other Classifiers Used in Our Experiments 

To verify our proposed system, we built traditional fuzzy ART, k-means, and SOM 
classifier. In this section, these classifiers are briefly described. 

3.1   Traditional Fuzzy ART 

Adaptive resonance theory (ART) describes a family of self-organizing neural net-
works, capable of clustering arbitrary sequences of input patterns into stable recogni-
tion codes. Many different types of ART networks have been developed to improve 
clustering capabilities, including ART1, ART2, ART2A, and fuzzy ART etc. The 
modified fuzzy ART presented in the paper is similar with traditional fuzzy ART, but 
employs different choice function. The choice function utilized in traditional fuzzy 
ART is as following: 
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Where α is choice parameter providing a floating point overflow. Simulations in this 

paper are performed with a value of 0≈α . 

3.2   K-Means Algorithm 

K-means is one of the simplest unsupervised learning algorithms that solve the well 
known clustering problem. The main idea is to define k centroids, one for each clus-
ter. These centroids shoud be placed in a cunning way because of different location 
causes different result. So, the better choice is to place them as much as possible far 
away from each other. The next step is to take each point belonging to a given data set 
and associate it to the nearest centroid. When no point is pending, the first step is 
completed and an early groupage is done. At this point we need to re-calculate k new 
centroids as barycenters of the clusters resulting from the previous step. After we 
have these k new centroids, a new binding has to be done between the same data set 
points and the nearest new centroid. A loop has been generated. As a result of this 
loop we may notice that the k centroids change their location step by step until no 
more changes are done. In other words centroids do not move any more. Finally, this 
algorithm aims at minimizing an objective function, in this case a squared error func-
tion. The objective function is given by: 
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where 
2)(

j
j

i cx −  is a chosen distance measure between a data point )( j
ix and the 

cluster centre jc , is an indicator of the distance of the n data points from their respec-

tive cluster centres.  
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3.3   Self-organizing Maps 

The self-organizing maps or Kohonen’s feature maps are feedforward, competitive 
ANN that employ a layer of input neurons and a single computational layer. Let us 
denote by y the set of vector-valued observations, T

myyyy ],...,,[ 21= , the weight 

vector of the neuron j in SOM is T
jmjjj wwww ],...,,[ 21= . Due to its competitive 

nature, the SOM algorithm identifies the best-matching, winning reference vector wi 
(or winner for short), to a specific feature vector y with respect to a certain distance 
metric. The index i of the winning reference vector is given by: 

||}||min{arg)( j
j

wyyi −= , nj ,...,2,1=  
(8) 

where n is the number of neurons in the SOM, ⋅ denotes the Euclidean distance. 

The reference vector of the winner as well as the reference vectors of the neurons 
in its neighborhood are modified using: 

)]()()[()()1( , twtxtnwtw ijiii −Λ+=+  , ,...3,2,1=t  (9) 

Where )(, tjiΛ is a neighourhood function, t is a discrete time constant. The extent of 

the neighbourhood is the radius and learning rate contribution, which should both 
decrease monotonically with time to allow convergence. The radius is simply the 
maximum distance at which the nodes from the winner are affected. A typical smooth 
Gaussian neighbourhood kernel is given bellow in equation (10). 
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where )(tα is the learning rate function, )(tσ is the kernel width function, 
2|||| ji rr −  is the distance of BMU i unit to current unit j. For further details about 

the SOM please refer to [12] and [13]. 

4   Experiment 

In the experiment, we construct an experimental web site and the proposed framework 
utilizing Java servlet and Java bean. The trial simulated 45 users behavior on an ex-
periment Internet bookstore over a 30-day period, and they were pre-grouped 15 
groups. The experimental web site is organized in a 4-level hierarchy that consists of 
4 classes and 50 subclasses, including 5847 book pages and images obtained from 
www. Amazon.com. As performance measures, we employed the standard informa-
tion retrieval measures of recall (r), precision (p), and F1(F1=2rp/(r+p)). Traditional 
fuzzy ART was simulated by an original implementation. It was used in the fast learn-
ing asset (with β =1) with α set to zero. Values for the vigilance parameter ρ were 

found by trials. In the simulation of k-means, parameter K representing the number of 
clusters is assigned to 7 by trials. In particular, we used a rectangular map with two 
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training stages: the first was made in 750 steps, with 0.93 as a learning parameter and 
a half map as a neighborhood, and the second in 300 steps, with 0.011 as a learning 
parameter and three units as a neighborhood. Map size was chosen by experiments. In 
the proposed system, decaying factor λ  is assigned to 0.95, aging factor� is set to 
0.03, �is set to 1, and vigilance parameter �is assigned to 0.96 by trials. With the 
growth of vigilance parameter, the amount of clusters is increased too.  

Figure 2 illustrates the comparisons of three algorithms mentioned before, includ-
ing precision, recall and F1. The average for precision, recall and F1 measures using 
the SOM classifier are 81.7%, 78.3%, 79.9%, respectively. The average for precision, 
recall and F1 measures using the traditional fuzzy ART classifier are 87.3%, 84.8%, 
86%, respectively. And the average for precision, recall and F1 measures using the k-
means classifier are81.6%, 76.9%, 79.2%, respectively. In comparison with the pro-
posed system, the precision, recall, and F1 measures are 92.3%, 88.1%, 90.15%, re-
spectively. This indicates that if the parameters are selected carefully, the proposed 
framework could group users pattern accurately. 

 

Fig. 2. The comparison of SOM, tranditional ART and modified fuzzy ART algorithm 

5   Conclusions 

In this paper, we have presented a new framework to automatically track user access 
patterns on an Internet commerce web site and group users using an adaptive neural 
network. Our approach, essentially based on neural network computation, i.e., learning 
capacity, satisfies some of its main requirements: fast results, fault and noise tolerance. 
A pattern grouping module totally independent of the application was also proposed. 
The cluster system made up of the modified fuzzy ART and the user pattern track mod-
ule, was very simple to use. As such system does not use specific knowledge, by adopt-
ing the most proper operators, it becomes possible to customize it to different scenarios.  
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Abstract. There are many potential uses of a Wiki within a community-
based digital library. Users share individual ideas to build up community
knowledge by efficient and effective collaborative authoring and commu-
nications that a Wiki provides. In our study, we investigated how the com-
munity knowledge is organized into a knowledge structure that users can
access and modify efficiently. Since a Wiki provides users with freedom
of editing any pages, a Wiki site increases and changes dynamically. We
also developed a tool that helps users to navigate easily in the dynamically
changing link structure. In our experiment, it is shown that the navigation
tool fosters Wiki users to figure out the complex site structure more eas-
ily and thus to build up more well-structured community knowledge base.
We also show that a Wiki with the navigation tool improves collaborative
learning in a web-based e-learning environment.

1 Introduction

There have been discussions on potential uses of a Wiki within a digital li-
brary, such as a knowledge base system, a web site content editing tool and a
content management system [3]. The Wikipedia is a good example that shows
how users can build up a community-based digital library efficiently and effec-
tively[http://en.wikipedia.org/wiki/Wiki]. Wiki is a simple yet powerful web-
based collaboration platform where users can edit any existing pages and add
new pages[1][2]. Since it provides a transparent way for users to publish and ex-
change their ideas with others over the web and fosters information flows within
an organization, it has been used for collaborative e-learning environment as well
as collaborative works.

In this article, we address how a Wiki way of knowledge management approach
fosters collaborative learning experience for learners on distributed e-learning
environment. The first impression of Wiki to learners is, however, usually of
chaos [6]. Since every participants in the wiki can edit pages and make new
links asynchronously and independently, complexity of the hypertext structure
increases and thus it might turn out to be chaos to learners. We developed an
automated navigation tool embedded in the Wiki which lets you know where
you are and recommends you where to go. The navigation map changes dy-
namically as you hop the hyper-linked pages. It would let you navigate the

E.A. Fox et al. (Eds.): ICADL 2005, LNCS 3815, pp. 186–193, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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hyper-link forest with ease and fun, instead of being lost in the chaos. This pa-
per describes architecture of the automated navigation embedded in Wiki and
its effectiveness for collaborative learning. To evaluate the effectiveness, we ex-
perimented controlled tests between a Wiki with the navigation tool and a Wiki
without it.

2 A Wiki-Based Community Knowledge Base

Mutual interaction among community users creates a community knowledge. A
Wiki fosters a community knowledge construction by its two features: freedom
to edit any existing pages and freedom to create new pages linked to existing
pages. Therefore users can contribute their knowledge to a community knowledge
construction in two different ways: by editing existing pages and by creating new
pages linked to existing pages.

– Knowledge of a user A is represented in a page. By a user B editing the
page, knowledge of user A and B is mixed and represented in the page.
By a number of users editing the same page, their knowledge interacts each
other resulting in a community knowledge agreed. Thus a Wiki’s function of
user editing of existing pages plays an important role in construction of a
community knowledge.

– Users can contribute their knowledge by creating new pages. By linking the
new pages to existing page structure, the user knowledge can be incorporated
into a community knowledge structure.

In our previous studies, we investigated how community users interact their
ideas with others in a Wiki page. In an experiment of a team-based foreign
language translation project, it was shown that the knowledge of team members
interacts heavily for agreement of translated terms and context [4]. Final output
showed a well-translated article agreed by all users participated, which is a team
knowledge. Another experiment of writing relay novel was performed to see how
the interactivity in a Wiki improves individual user knowledge [5]. Range of
imagination and vocabulary was enriched by the interactivity.

In this paper, we investigate how the creation of new pages contribute a com-
munity knowledge structure. In a Wiki, any users can create new pages by linking
them to existing pages. It generates different level of knowledge interaction from
editing pages. Users create a new page when they want to add their knowledge
associated to an existing one. The linked structure of a Wiki site represents a
community knowledge base. The link is made by individual users independently.
In order to creating new pages, users need to figure out existing linked structure
of community knowledge before he add new pages to it. However, the linked
structure of a Wiki is very complex and changing dynamically. Thus, we devel-
oped an automated navigation tool embedded in a Wiki so that users can figure
out the linked structure easily. In this paper, we experimented to see whether the
Wiki with navigation tools encourages community users to build up community
knowledge structure more effectively and efficiently.
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3 Navigation Map in a Wiki

3.1 Link Structure and Page Types

Front page is the entry point in a Wiki that users access. From the front page,
pages are created non-linearly by hyperlinks. Users access any page to modify
knowledge or create new linked pages from the page. Since all the users are free
to create and modify the linked pages, the structure gets more complex and
users have difficulty to access or organize the knowledge structure. From the
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Fig. 1. Three types of browsing

current page that users work on, we defined three types of Wiki pages:Upper,
This&Others and Sub. Users at This page can move to one of the three directions
as illustrated in Figure 1. Upper pages contain more general (i.e., super) topic
associated to current page topic, and This&Others page are associated to the
same super topic, but contain different information. Sub pages provide more
detailed information on current page topic. Navigation interface is shown in
Figure 2 where Wiki pages belong to one of the three types. The number next to
page name represents its relevance value to current page, which plays as a clue
for users to decide where to navigate. We call it as a relevance score. Figure 3
illustrates an example of linked structure. A Line with arrow represents hyperlink
with two types: a dotted line and a solid line. The solid lines are related to three
page types: UpperPage, This&OtherPage and SubPage. Upper pages are the
pages with links to This page like the black circle number 1 and 2. Other pages
are the pages with links from the Upper pages like the number 5 and 6. Both
This page and Other page have links from same Upper pages. The sub pages
of Other page like the number 7 and 8 are not shown in our navigation map,
but they are used to calculate the relevance score of Other page. Sub pages are
just pages that are connected from ThisPage like the number 3. The links like
number 4 are used to calculate the relevance score of Sub page.
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Fig. 2. Navigation Interface in Wiki Page

3.2 Relevance Scores

Our navigation map provides the three types of pages in separate boxes as in
Figure 2. For each type, pages in the type are listed descending order according
to their relevance scores. The idea of relevance score is based on the assumption
that users want to move to the pages with more information related to the current
page. Users navigate Upper pages to find different information but similar topic
category. Notice that all the Upper pages have links to current page. Any Upper
page with more linked-pages might provide users with more information related
to current page. Users want to navigate to Other pages to find more information
related to current page or new information with same depth level. In the similar
manner, Users want to find more detailed information from Sub pages. Thus, we
give more score to the pages with more links among the pages of a same type.
From a viewpoint of a current page c in the browser, Score(pk), relevance score
of a page pk, is defined as follows:

Score(pk) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

Size(Upper(c))
i=1 Npage(pi)

Depth(pk) + Npage(pk), if pi,k ∈ Upper(c),

Nlink(pk)
Size(ThisOther(c))
i=1 Nlink(pi)

, if pi,k ∈ ThisOther(c),

Nlink(pk)
Size(Sub(c))
i=1 Nlink(pi)

, if pi,k ∈ Sub(c).

The terms used in the equation are defined in Table 1.

4 Observation and Result

4.1 Experiment Design

We expected the navigation map to assist students to figure out complex struc-
ture of wiki-based site and to organize their collaborative knowledge better. In
our experiments, hypertext structures of a Wiki that students had worked on
were analyzed.
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Table 1. Terms and definitions used in Score(p)

Terms Definitions
Depth(p) depth of page p
Upper(p) a set of pages that have links to the page p
ThisOther(p) a set of pages that have links from Upper(p)
Sub(p) a set of pages that have links from page p
Npage(p) the number of pages that have links from page p
Nlink(p) the number of links in page p
Size(A) the number of elements in a set A

Two groups of undergraduate students participated in our experiments. Group
I of 37 students (male:12, female:25) used the Wiki with navigation map, and
group II of 38 students (male:13, female:25) used the normal Wiki. A team-based
activity was assigned to each team composed of three or four students. Goal of
the activity is to develop a team-based Wiki site (i.e., a group knowledge base)
on computer science subjects. Participants had never learned the topic before.
The activity consists of two tasks as follows:

1. Each student collects related contents from internet and publish three or
more pages in a Wiki.

2. They construct a knowledge map of the collected materials in just one public
page.

Process of the activity is illustrated in Figure 4.
The activity lasted three weeks and we tracked all the navigation pathes of

every participants to observe knowledge changes and user navigation patterns.
We estimated participants’ comprehension of knowledge map by letting them
draw the map individually.

4.2 Experimental Results

As a result of the activities, group I and II generated 214 pages and 254 pages,
respectively. The difference is actually not meaningful because it comes from
just typing of related URL or uploading of related files instead of creating new
pages. Results of tracking participants’ event-reading, modification and creation
were stored 15308 rows for group I, and 15331 rows for group II into DB. Which
tells that participation degree is very similar each other. We also investigated the
participation degree of each individual student and the individual participation
was good enough. However, the two groups shows differences in several factors as
shown in Table 2. We summarize the experimental results with two viewpoints
as follows:

Complexity of the Group Knowledge Structure. Even though the num-
ber of pages are similar, a normal Wiki has simpler structure than the one with
a navigation map. For example, depth of the linked structure in normal Wiki
is 3 while it is 6 in the Wiki with a navigation map. It is because normal Wiki
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users feel uncomfortable to construct a more complex structure. They also tried
to gather links in just one page whenever it is possible, and therefore they tend
to express the structure of knowledge not by links, but by paragraph in one
page. The number of crosslinks in the Wiki with a navigation map is obviously
larger than the one in the normal Wiki. Thus, similar number of pages are or-
ganized quite differently with different complexity of linked structures. We can
conclude that the group knowledge structure with the navigation map is more
well organized with necessary complexity.

Understandability of the Group Knowledge Structure. Crosslink can
be another clue that shows how well users understand the linked structure of
their Wiki site. In a normal Wiki, most of the crosslinks are just simple links

Table 2. Summary of experimental results

Factors Wiki with navigation map Normal Wiki

Depth starting from Front Page 6 3
The Number of Cross-Links A lot(74/328) Little(7/296)
User Response Interesting Difficulty(path finding)
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Collection Data for Sharing Information

 Categorization and Classification in Team Pages
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Fig. 4. Experimental activities. Four students in a team collect contents and construct
a team Wiki site.

to the front pages or members’ pages where users visit frequently. In a Wiki
with navigation map, however, many meaningful crosslinks between inner pages
have been found, which indicates that users in the Wiki have good understand-
ing about the pages in the whole linked structure. From the difference of the
number of crosslinks in Table 2, it is obvious that navigation map helps users to
grasp the linked structure with ease. Responses from normal Wiki users tell that
it was difficult for them to find pathes and to navigate in the complex unlinear
link structure, while navigation map users tells that the tool was very useful
during the team-based activity.

5 Conclusion

A Wiki has great potential for collaborative learning in distributed environment.
Community knowledge linked in non-linear hypertext is changed as anyone can
create, edit and modify the knowledge and links. To make the Wiki to be a more
effective learning tool, we developed the navigation map which guides learners
not to get lost in the Wiki’s structural chaos. The navigation map shows learners
where they are and where they can find more information associated to the
current page in the complex structure of a Wiki. Experimental results show that
it helped learners to understand linked structures of pages, and thus to access
pages more easily and to organize group knowledge more efficiently. Wiki with
the automated navigation map makes wiki-based collaborative learning more
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easy and effective for learners. The wiki site implemented with the experimental
navigation map is open at http://ini.korea.ac.kr/∼anemone/wiki01/wiki.php.
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Abstract. Users of a digital book library system typically interact with
the system to search for books by querying on the meta data describing
the books or to search for information in the pages of a book by querying
using one or more keywords. In either cases, a large volume of results are
returned of which, the results relevant to the user are not often among
the top few. Re-ranking of the search results according to the user’s
interest based on his relevance feedback, has received wide attention
in information retrieval. Also, recent work in collaborative filtering and
information retrieval has shown that sharing of search experiences among
users having similar interests, typically called a community, reduces the
effort put in by any given user in retrieving the exact information of
interest. In this paper, we propose a collaborative filtering based re-
ranking strategy for the search processes in a digital library system. Our
approach is to learn a user profile representing user’s interests using
Machine Learning techniques and to re-rank the search results based on
collaborative filtering techniques. In particular, we investigate the use
of Support Vector Machines(SVMs) and k-Nearest Neighbour methods
(kNN) for the task of classification. We also apply this approach to a
large scale online Digital Library System and present the results of our
evaluation.

1 Introduction

Digital Libraries(DLs) have received wide attention in the recent years allowing
access of digital information from anywhere across the world, providing addi-
tional services typically not available in a traditional digital library. Examples
include alerting services and recommendation, search facilities, [4] [13] and oth-
ers. Earlier work on DLs has focused more on making digital content available
to a generic user. With the tremendous progress achieved, DLs should now move
from serving a generic user to customizing and adapting to a specific user’s
interests [8][2][6].

In practice, users in a information resource, use the same resource over and
over to gather the required information. But, the time consuming effort put in

E.A. Fox et al. (Eds.): ICADL 2005, LNCS 3815, pp. 194–203, 2005.
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searching the resource is often forgotten and lost. Hence it requires a repetition
of the manual labor of searching and browsing, every time the information is
accessed. This can be avoided if the system learns the user’s needs from his
interactions with the system and adapts to his requirements. Though the com-
plete set of interests of a user usually differs from any other user, there is a
great possibility of overlap of interests among the users if the information in the
information source matches their requirements, expectations and motivation.
Hence, users benefit by sharing information, experiences and awareness eventu-
ally evolving into a community, a group of people who share common interests.
Such sharing of information has been widely used in collaborative filtering meth-
ods. These methods became popular for recommending news [14], audio CDs[18],
movies 1 music, research papers [11] etc. Recommendations to a particular user
are typically computed using the feedback namely in the form of item ratings
taken from the other users in the communit y. It is advantageous if the users
in a DL can collaborate in a similar way and share the information. This could
save the laborious effort put by a user in finding the book to a great extent.

Users in a digital library search for books by querying on the meta data of the
book, called ’Meta data Search’ or search for information in the pages of the book
by querying using keywords, called ’Content Search’.Due to the myriad of informa-
tion available, search engines in a digital library that perform the afore mentioned
searches, often return a huge list of results. Though these results might contain the
query terms, the results are not necessarily relevant to the user and are often not
presented in the order of relevance to the user. Re-ranking the results to contain
the most relevant documents on the top is useful and is a well known problem in
the area of information retrieval. We aim to improve the relevance of the results to
a given user by re-ranking them using the profiles of the given user and other users
in the community he belongs to. A user profile is a representation of the interests of
the user. It is learned from the user’s interactions with the digital library system.
In the case of meta data search it is built from the ratings of the books that the user
provides explicitly. While in the case of content search, it is built from the content
of the pages that have been judged as relevant by the user.

The rest of the paper is organized as follows. Section 2 discusses the re-
lated work on digital libraries, Section 3 discusses the system and the proposed
re-ranking strategy in detail, Section 4 discusses our Experimental Setup and
presents our preliminary Evaluation Results. Section5 presents the Conclusions
on our work also briefing our future work.

2 Related Work

Earlier work on collaboration in DL concentrated on providing alerting services
[4], customizable and personalized arrangement of folders in which the Digital
library Objects(DLOs) are stored, sharing of these folders and group recommen-
dations based on organization of the DLOs in folders [13], additionally recom-
mending users [19]. PASS[2] provided personalized service in a Digital Library by
1 http://movielens.umn.edu/
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computing similarity between user profiles and documents in a pre-classified re-
search domain. The system described in [6] emphasized collaborative functions of
DLs by grouping users based on their profiles. [15] discusses a number of hybrid
approaches combining collaborative and content based methods for recommend-
ing research papers to users in a digital library of research papers like CiteSeer2.
[10] describes an approach for personalized search exclusively for a medical dig-
ital library by re-ranking the search results using modified cosine similarity.

The objective of this work is to reduce the user’s effort in two search pro-
cesses in a digital library namely the meta data search and the content search.
We believe that this will greatly improve the user’s search experience in a DL.
We approach this by providing customized results to the user by filtering and
re-arranging the search results. We investigate the use of collaborative filtering
based methods and machine learning techniques for the same. In particular we
apply techniques like K-Nearest Neighbor (kNN) and Support Vector machines
(SVMs). kNN methods has been very popular in collaborative filtering [3] for
finding user and item similarities. SVMs are a popular classification technique
backing in statistical theory[20]. It has been applied with great success in vari-
ous text applications like text classification[21][9], web pages classification and
others. Recently, they have been used for Text Retrieval[5] and achieved perfor-
mance comparable and even better than the traditional approaches [16][7][17].

3 The Proposed Approach

In this section we describe the re-ranking approach and also show how it is
applied to an online digital library system to enhance the search process in it.
Re-ranking of search results typically involves calculating and assigning a score to
the search results returned by a search engine, using the profile of the particular
user built from his feedback. However due to the large multitude of data present
in today’s DLs, it is not possible for a user to provide feedback to at least a
significant proportion of them. Hence usage of a community to share across the
relevance feedback becomes crucial and useful. The interests of a user regarding
the books is learned in a phase called profile learning through the ratings of
the books provided by the user. We apply this approach to digital libraries.
As mentioned earlier, users of a digital library search for books by querying on
the meta data of the book, or search for information in the pages of the book
by querying using keywords. The meta data search in a digital library returns
books which the user could then provide feedback by rating them. This profile
is the user’s MS-Profile. However, the same profile can not be used to decide
the relevance of information on a page during a content search. Because, search
results in the case of meta data search are books and in content search it is a
page in the book. The relevance of a page merely talks about interest of some
facts or pieces of information in the page and does not necessarily correspond to
the whole book. Hence separate user profile is learned for content search using
the relevance judgments of the pages given by the user. This profile is called the
2 http://citeseer.ist.psu.edu/
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user’s CS-profile. To summarize, the approach consists of learning user profile
and using the particular user profile along with the profiles of other users in the
community to re-rank the search results initiated by the particular user.

In sub sections 3.1 and 3.2 we discuss how profile learning and re-ranking
of search results takes place in in the meta data search and content search
respectively, and in 3.3 we describe the architecture of the search process in
a digital library that is enhanced by the proposed approach.

3.1 Collaboration Based Re-ranking in Meta Data Search

Learning the user’s MS-profile. Users in a DL search for books using the
meta data search and read them online. The user then rates the book on a scale
of 1-5. These ratings reflect how much the book has been interesting to him. For
each user, the system records these ratings in a database. This constitutes the
user’s MS-profile, essentially a vector of ratings of all the books given by him.
Similarly, profiles are learned for all the users. In the current work, only explicit
feedback is assumed.

Re-ranking of Search Results. Re-ranking of results is done reflecting the
user’s interests of the books. Ranking in done in descending order based on
the ratings of the book if present in the given user’s MS-profile. Otherwise, a
prediction of the given user’s rating of the book is computed using the particular
user’s MS-profile and the profile of other users in the community. The predicted
rating is a weighted combination of prediction using only the particular user’s
MS-profile and prediction using the MS-profiles of other users in the community.
For computing prediction of a book in the former case, kNN is used to pick the
k most similar books to a given book among all the books rated by the user.

To describe the computation of these predictions in detail, we first introduce
commonly used notation. Books in the DL are typically described by meta data
information like ’Title of the Book’,’author’ etc. Let a be a user in the DL, then
the rating of the book b given by the user is denoted by ra,b and pa,b denotes
the prediction of the book computed by the system. Then the predicted rating
of a book b is computed as

pa,b = αp1a,b + (1 − α)p2a,b

where p1a,b is the prediction calculated using on the user a’s MS-profile and is
computed as

p1a,b =

∑
kb

ra,Bi ∗ SimBi,b∑
kb

SimBi,b

where kb denotes the k most similar books to the book b. The similarity of the
books is based on the meta data content of the book. For the particular books
Bi Bj , the similarity is calculated as

SimBi,Bj =
∑
fεF

g(Bi(f), Bj(f))
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where g is an appropriate scoring function and F is a set containing the meta
data features of the book. These similarities are computed offline. Hence they
do not add any overheard to the computation of prediction of rating of a book.
p2a,b is the prediction calculated using the MS-profiles of the other users in the
community and is computed similar to other works in collaborative filtering.

p2a,i = ra +
U
u=1(ru,i − ru)XSa,u

U
u=1Sa,u

and

Sa,u =
B
i=1(ra,i − ra)X(ru,i − ru)

B
i=1(ra,i − ra)2X(ru,i − ru)2

U is the set of users in the community that the user belongs to, Sa,u denote the
similarity between the active user a and the user u in the community. B is the
total number of books considered in the DL. To summarize, the rank of a book
is computed as follows

Rankb,a =
{

ra,b if the book has already been rated by the user a
pa,b otherwise.

The book results of the meta data search are then arranged in descending order
of the ranks calculated as above.

3.2 Collaboration Based Re-ranking in Content Search

Learning the User’s CS-profile. A user in a DL searches for information
in the books using the content search and also gives relevance judgment of the
page. As mentioned earlier, CS-profile represents the facts or information inside
the book that are of interest to the user. In the current work, user’s CS-profile
learning involves training a classifier on the pages using their relevance judgments
given by the user as the class labels. The relevance judgments of the pages are
gathered through interactions from the user which are boolean values consisting
of a 1 which symbolizes relevant class or -1 which symbolizes irrelevant class.
We investigated the use of SVMs in this work. Training an SVM on the pages
and their feedback results in a model which consists of two sets of hyperplanes
, one hyperplane going through one or more examples of the non-relevant class
and one hyperplane going through one or more examples of the relevant class.
This model forms the user’s CS profile and is now capable of classifying a page
of a book into a relevant class or non relevant class. In this section, we use the
terms documents and pages interchangeably.

For training the SVM, each document is represented as a vector with tf(Term
Frequency) representations of the words in the pages of the books as features.
After eliminating stop words and words not occurring in at least 5 pages, we
obtained about 3000000 dimensions. There were a total of 36,000 books and
14 million pages. We use libsvm [1] in our work for experiments on SVM and
Lucene3 is the search engine.
3 http://jakarta.apache.org/lucene
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Re-ranking of search results. For re-ranking of search results of a given
query posed by the particular user a, we first get all the documents matching
the query using the search engine. Let U represent the set of all the users in
the community that the user belongs to. Relevance factors for the documents
are calculated using the CS-profile of the user a and the CS-profiles of U . The
Relevance factors represent the systems predictions of how much the page is of
interest to the user. These factors are essentially the probability estimates of the
membership of the document in the relevant class given by the SVM. Given the
user a’s CS-profile ,the CS-profiles of U , the search engine’s TFIDF − rank and
the rating of the book ra,B new rank of the document to the user a is computed as

Ranka,d = α(Pa,d + ra,B) + β(ρC,d) + γTFIDF − rank

where d is a page in a Book B, Pa,d is the probability estimate given by the the
user a’s profile. The values α, β, γ are chosen based on experiments. However,
they can be reset by the user reflecting the relative importance given to the
predicted rank of the page, the TFIDF rank etc.

3.3 Architecture

We test our approach by applying the re-ranking strategy to an online digital
library. The digital library consists of a meta data database and the data servers
where the actual content of the books is stored. A web based interface for the
meta data search engine helps the user query for books using meta data. Also the
content servers are indexed and search engine with a web interface is provided
which queries for pages based on keywords. Both the search engines are enabled
to gather feedback from the users. The re-ranking strategy is defined in the
following two main components-

Fig. 1. Architecture of the enhanced retrieval process
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1. Profile Manager: The Profile Manager receives the feedback from the user
and creates or edits the corresponding profile for the user. The profiles are
saved in the corresponding profile database for the search.

2. Reranker: The Reranker uses the profile database created by the profile
manager and executes the ranking strategy. The search engines pass the
result sets of a search to the re-ranker, which then re orders the results and
returns them.

4 Experimental Results

We have conducted preliminary experiments evaluating the proposed approach
by applying it to the search process in The Digital Library of India Project.
The project aims at digitizing books and enabling them online for the easy ac-
cess to information for everyone around the world. The library currently contains
about one tenth of a million books with close to 25 million pages. To ease the
computations and processing we have used only a quarter portion of these books
in our experiments. However we believe that the strategy and the algorithm
scales and holds good for any number of books and pages. In this section, we de-
scribe the experimental setup used in evaluating the proposed approach, metrics
used for evaluation, and the evaluation results.

4.1 Experimental Setup

The first step in the evaluation involves discovering the communities. In this
work, we have assumed static and pre-defined communities. For example, econ-
omy of India, religion, rocket science etc. The user joins the communities of
interest to him of which he then becomes a member. A user can join more than
one community depending on his interests. However, in the experiments that
follow, we assume that the user explicitly chooses a community of interest be-
fore initiating a query. In this section, we use the terms participants and user
interchangeably.

For user profile learning, we asked the users to search for books using the meta
data specifying the community. All the books results returned by the meta data
search engine were then shown to the user. The user then provides feedback
on a significant number of books among the top 30. This was repeated for a
few searches and the user’s MS profile was learned using the ratings provided.
After profile learning, whenever the user queries the system for books, two sets
of results are returned. The first list of results are the results returned by the
meta search engine and second list consists of results re-ranked using our ranking
strategy described in Section 3.1. Again the participants were asked to rate the
books in the top 10 books presented in the two lists.

For evaluation of the effectiveness of our profile learning and ranking strat-
egy, we use the following metrics borrowed from IR and Recommendation Sys-
tems literature [12] and modified appropriately to suit the current scenario. 1.
RelevanceRatio-N: proportion of books relevant among the top N. 2. Novelty
Ratio-N: proportion of relevant books retrieved that have not yet been rated by
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the user in top N. RelevanceRatio-N describes the number of results relevant to
the user out of the top N results. The Novelty Ratio-N symbolizes the number
of new relevant books discovered by the system for which the user has not yet
given feedback. A high RelevanceRatio-N value indicates that a good proportion
of the results are relevant to the user. A high Novelty Ratio-N indicates that the
system is able to learn and generalize the user’s interests. Both of these mea-
sures combined determine the effectiveness of our ranking strategy. We followed
similar procedure and experimental set up for evaluating the effectiveness of CS-
profile learning and ranking strategy in content search. The user gives relevance
judgments of the pages in this case instead of ratings. User profile learning and
re-ranking of the search results is done as described in Section 3.2.

4.2 Evaluation Results

The Tables 1 and 2 show the averaged RelevanceRatio-N value over all the users.
For simplicity of comparison, we showed the RelevanceRatio-N values for 5 users
in the graph. For each user, the RelevanceRatio values shown in the graph are
the values averaged over all the queries issued by the user in the experiments
conducted. The NoveltyRatio-N helps us to assess the improvement of the search
due to the re-ranking strategy and the evaluations proved it to be useful. In all

Table 1. Evaluation of Metadata Search

Method Average RelevanceRatio-10
Without re-ranking 0.2
Proposed re-ranking 0.404

Table 2. Evaluation of Content Search

Method Average RelevanceRatio-10
Without re-ranking 0.318
Proposed re-ranking 0.767

Fig. 2. RelevanceRatio-10 of Metadata search and Content Search
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these experiments, we considered N = 10 , ie only the top 10 search results
were considered. As it can be seen from the tables, our ranking approach showed
significant improvement in the RelevanceRatio-10. With the number of users
in the community increase and the feedback increases, the results would show
constant improvement.

5 Conclusions and Future Work

In this paper we have identified two types of searches performed in a digital
library and have shown that by providing relevance feedback and by sharing of
user experiences in a user community, the relevance of the results returned by
these search could be improved. In particular we have experimented machine
learning techniques like SVM for learning user profile models. We have also
applied the techniques to The Digital Library of India Project which is an
evolving digital library consisting of about one tenth of a million books and also
presented the results of evaluation. In future we would like to experiment other
machine learning techniques and compare the results. Also the success of the
system discussed above depends largely upon the user and the community that
he belongs to. We would like to define the communities based on user behaviour
studies and also discover the similar users dynamically instead of requiring the
user to pre define it.
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Abstract. We propose an approach to Distributed Information Re-
trieval based on the periodic and incremental centralisation of full-text
indices of widely dispersed and autonomously managed content sources.

Inspired by the success of the Open Archive Initiative’s protocol for
metadata harvesting, the approach occupies middle ground between: (i)
the crawling of content, and (ii) the distribution of retrieval. As in crawl-
ing, some data moves towards the retrieval process, but it is statistics
about the content rather than content itself. As in distributed retrieval,
some processing is distributed along with the data, but it is indexing
rather than retrieval itself. We show that the approach retains the good
properties of centralised retrieval without renouncing to cost-effective
resource pooling. We discuss the requirements associated with the ap-
proach and identify two strategies to deploy it on top of the OAI infras-
tructure.

1 Introduction

Our interest is in content-based retrieval of widely dispersed and autonomously
managed text sources. This is the central problem of Distributed Information
Retrieval (DIR) and, over the past ten years, it has been approached by dis-
tributing the process along with the data: queries have been ‘pushed’ towards
the content and the results of their local execution have been centrally gathered
and presented to the user. While peer-to-peer models of distribution have re-
cently generated some research interest [3], the traditional DIR approach relies
on the simple client/server architecture depicted in Fig.1 (cf. [2]).

Rather independently and over a longer period of time, the Digital Library
community has also explored the potential of distributed retrieval in the prac-
tice of its information services. Here, retrieval has mainly been interpreted as
a deterministic process defined against the explicit structure of descriptive and
manually authored metadata. Nonetheless, queries and results have still been ex-
changed within the client/server architecture in Fig.1; the Z39.50 protocol [14],
in particular, has standardised the syntax and semantics of such exchange.

Over the past five years, however, the DL community has progressively
favoured the complementary approach of iteratively and incrementally centralis-
ing metadata as a pre-condition to the retrieval of the associated data: metadata
has been ‘moved’ towards the queries in advance of their execution (see Fig.2).

E.A. Fox et al. (Eds.): ICADL 2005, LNCS 3815, pp. 204–213, 2005.
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Fig. 1. Client/server distributed retrieval. A search broker B interfaces clients C and
dispatches their queries Q to a number of autonomous search engines S1, S2, , Sn, each
of which executes it against an index FTi of some content Ci before returning results
Ri back to B which merges them and relays them to C. Optionally, B optimises
query distribution by selecting a subset of the engines based on previously gathered
descriptions of their content.

Standardised by the OAI-PMH, the Protocol for Metadata Harvesting of the
Open Archive initiative (OAI) [9], the harvesting model has proved particularly
suitable to meet the technical and sociological requirements of retrieval within
large-scale Federated Digital Libraries (FDLs)(e.g. [7]). A principled analysis of
such success is found in [10] and may be summarised it here as follows.

From a technical perspective, harvesting eliminates the network as a real-time
observable of service provision and, with it, a major obstacle to its medium-
large scalability within wide-area networks [8]. Bandwidth fluctuations induced
by traffic congestions and latency-inducing factors associated with slow, un-
available, or particularly distant data sources have no impact on the continuity,
reliability, responsiveness, and even effectiveness of service provision. Retrieval,
in particular, may regain the simplicity, generality, and QoS guarantees which
are normally associated with local computations.

Fig. 2. Metadata harvesting. (a) off-line phase: a service provider SP gathers metadata
M from data providers DP1, DP2, , DPn and stores it in a metadata repository MR;
(b) on-line phase: SP interfaces clients C and resolves their queries Q against MR.
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From a sociological perspective, the model captures the disparity of strengths
and interests which characterises FDLs; in particular, it clearly distinguishes the
roles, responsibilities, and costs of service providers from those of data providers.
Data providers may give broad visibility to their data without having to face the
complexity of full service provision; service providers also benefits from simplified
participation, for the scope and usefulness of their services may scale beyond
previously experienced bounds [6].

1.1 Scope and Motivations

In this paper, we investigate the applicability of the harvesting model to full-text
retrieval.

The motivation is two-fold. Firstly, we hope to expand the scope of Dis-
tributed Information Retrieval beyond the assumptions which have bound it
so far. Secondly, we aim to extend the benefits of the harvesting model within
the same domains which to date have successfully but only partially adopted
it. Within today’s FDLs, a reconciliation of harvesting with full-text retrieval
would guarantee homogeneous scope and QoS across both metadata-based and
content-based services; using the OAI-PMH for the purpose, in particular, would
immediately leverage a widely deployed infrastructure of tools and providers.

Under a generic interpretation, of course, the applicability of harvesting to
content-based retrieval need not be questioned: any Web search engine stands as
a witness of the feasibility and scalability of moving data towards the retrieval
process. Here, however, we focus on a stricter but more advantageous interpre-
tation of harvesting in which retrieval remains predicated on the sole movement
of metadata. However, we now give to metadata the technical meaning which
it normally assumes in Information Retrieval, and thus focus on automatically
generated content statistics rather than manually authored descriptive records.
In particular, we assume that the content remains distributed and that a full-text
index of the union of the distributed sources is instead centralised1. By doing so,
we expect to make better use of shared bandwidth and to reduce load at both
data and service providers. We also hope to promote scope, for the approach
may offer visibility to data which is neither statically published nor publicly
accessible; data which is proprietary, costs money, demands access control, or is
simply dynamically served, may still be safely disseminated.

Overall, we shift the assumption of distribution from the retrieval process to
the indexing process, and thus explore the existence of middle ground between
distributed retrieval and content crawling. In doing so, we are guided by the
following research questions: can we distribute and incrementally execute the
indexing process? And from a more practical perspective: can we leverage the
OAI infrastructure for the purpose? We address these questions in Section 2 and
Section 3, respectively. We discuss related work in Section 4 before drawing some
conclusions in Section 5.
1 Interestingly, client-server retrieval already relies on a harvesting approach when-

ever it centralises collection-level descriptions for the purposes of selective query
distribution.
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2 The Approach

We use an example to clarify the approach and identify the requirements it raises
at both ends of the exchange model.

2.1 Harvesting Scenarios

In the standard harvesting scenario, a service provider relies on the OAI-PMH to
periodically centralise descriptive metadata from a number of data providers. In-
dependently from dissemination agreements, the providers maintain their meta-
data in databases and use it routinely to offer local services to their users, in-
cluding a structure-based retrieval service; some providers also maintain full-text
indices on their file systems and use them to complement the retrieval service
with keyword-based queries. Models and languages for metadata, indexing, and
retrieval are locally defined and locally maintained. At each provider, a dis-
semination service implements the server side of the OAI-PMH and resolves
protocol requests by: (i) executing a fixed range of queries against the metadata
database, and (ii) mapping the results expressed in the local metadata model
onto instances of a model agreed upon for exchange, say unqualified Dublin Core
(DC) [5]. At the service provider, the DC records are normalised and otherwise
enhanced (e.g. duplicates are removed and subjects are automatically inferred),
and then added to the input of an interactive retrieval service. The service ac-
cepts structure-based as well as content-based queries, but it executes both types
of query against the harvested DC records.

We propose an extension of the previous scenario in which the descriptive
metadata exposed by data providers is augmented with content statistics (see
Fig. 3). The providers obtain this information from pre-existing or dedicated
full-text indices, rather than databases, but they still map records onto an ex-
change model. Similarly, at the service provider, the statistics are extracted and
used to update a local full-text index, possibly after having been normalised and
enhanced to reflect current content statistics and local indexing requirements,
respectively. The index is then used to satisfy full-text queries while the descrip-
tive metadata supports the presentation of results. For flexibility, (subsets of)
the same content statistics may be used to support more than one model of
retrieval (e.g. a vector space model and a language model).

2.2 Requirements

From a conceptual perspective, the extension is relatively straightforward. Its
only requirement is for the service provider to rely on a model of indexing which
allows modular representation of content over space and time. More formally:

(Modular Indexing) If M is an indexing model, C0 and C1 two content
sources, and I0 and I1 their M -indices, then M is modular if the difference
ΔC = C1 −C0 implies a difference ΔI = I1 − I0 such that ΔI is computable
from I0 and ΔC only.
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Interpreted along a spatial dimension, modularity guarantees the distributiv-
ity of the indexing process across independently maintained content; interpreted
along a temporal dimension, it guarantees the incremental nature of such pro-
cess. In turn, modularity is guaranteed by content properties whose measure-
ment may be distributed over document-grained increments. Common indexing
models satisfy this requirement, for they either rely on term-related properties
which pertain to individual documents – such as in-document term number, fre-
quency, and location – or else pertain to groups of documents and yet may still
be progressively derived, such as inverse document frequency [13].

From a pragmatic perspective, however, the enriched semantics of the ex-
changed data unavoidably adds development complexity and resource consump-
tion. Most noticeably, it assumes data providers which are: (i) sufficiently so-
phisticated to offer integrated management of descriptive metadata and full-text
indices, and (ii) sufficiently rich to sustain the load on computational resources
– from storage to memory and network bandwidth – which is induced by the
increased size of (per-document) content statistics over descriptive metadata.

Fig. 3. Full-text index harvesting. (a) off-line phase: a service provider SP gathers
pairs (Mi, Ii) of metadata and content statistics from data providers DP1, DP2, , DPn

and stores them in a metadata repository MR and a full-text index FT , respectively;
(b) on-line phase: SP interfaces clients C, resolves their queries against FT , and uses
the metadata in MR to present the results.

Clearly, issues of data integration and size concern both ends of the exchange
scenario. On an absolute scale, problems may seem more acute at the client
side of the protocol but the harvesting philosophy indicates that the server side
is where adoption and scalability may be more obviously at stake. In particu-
lar, data providers must accommodate the cost of generating, maintaining, and
serving full-text indices within their resource allocation policies; whenever such
costs may not be directly justified in terms of local requirements – i.e. in the
assumption of dedicated development – then it may prove too expensive to ac-
commodate the novel dissemination requirements. Cost estimates will vary from
case to case and only deployment experience may indicate what level of tool
support may help reducing complexity.
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As to the issue of size, we expect compression to play an important role at
both ends of the protocol. Lossless compression techniques based on optimised
representation structures are the first obvious choice, be it for the persistent
storage of indices, their in-memory management, or their transfer on the wire2.
In harvesting, furthermore, compression ratios may be pushed further than they
may when decompression is a real-time observable of service provision. Lossy
compression techniques may also be conveniently used to complement lossless
approaches. Well-known algorithms – ranging from standard case folding, stop-
word removal, and stemming algorithms, to static index pruning and document
summarisation algorithms (e.g. [4]) – may all grant additional size reductions
without excessively compromise the final quality of retrieval.

One last pragmatic question concerns the suitability of the OAI-PMH to
support the extended exchange semantics. We dedicate the next Section to a
possible answer.

3 Protocol Design

We first summarise the features of the OAI-PMH and then assess two strategies
to deploy the extended exchange semantics on top of the existing OAI infras-
tructure.

3.1 OAI-PMH

At its heart, the OAI-PMH is a client-server protocol for the selective exchange of
self-describing data. Six types of requests are available to clients: three to discover
capabilities of servers (auxiliary requests) and three to solicit data from servers
in accordance with their capabilities (primary requests). To support incremental
harvesting, primary requests may be temporally scoped with a granularity of
days or seconds; selective harvesting relies instead on the optional definition of a
hierarchy of potentially overlapping datasets. Simple session management mech-
anisms support large data transfers in the face of transaction failures. For ease
of deployment, the overall semantics of exchange – including error semantics – is
‘tunnelled’ within HTTP’s, while XML provides syntax and high-level semantics
for response payloads.

The exact semantics of the exchanged data is formally undefined but, by de-
sign, it is expected to fall within the domain of content metadata; indeed, all
servers are required to produce DC metadata on request. In particular, an ex-
change model associates servers with repositories of resources and resources with
one or more metadata descriptions, or records ; the latter form the basic unit of
exchange. The model says little about resources but it offers a layered model
of metadata in which records are format-specific instantiations of fully abstract
resource descriptions, or items. The identification of items and formats is ex-
plicit; the protocol suggests an implementation scheme for item identifiers (e.g.

2 Transport-level compression, in particular, is already within the scope of standard
OAI-PMH exchange semantics.
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oai:dp:hep-th/9901001) and defines an extensible lists of format identifiers
(e.g. oai dc for the required DC). Individual records are instead implicitly identi-
fied by their format and the item they instantiate; they are nonetheless explicitly
associated with datestamps and thus may change independently from their items.
As an example of OAI-PMH data exchange, the following HTTP GET request:

http://www.dp.org/oai?
verb=ListRecords&MetadataPrefix=oai dc&from=2005-01-01

asks a server available at http://www.dp.org/oai to return all the DC
records which have changed since the beginning of the current year. The fol-
lowing is a sample response3:

<OAI-PMH>
<responseDate>2005-01-01T19:20:30Z</responseDate>
<request verb="ListRecords" from="2005-01-01"

metadataPrefix="oai dc">http://www.dp.org/OAI</request>
<ListRecords>

...
<record>

<header>
<identifier>oai:dp:hep-th/9901001</identifier>
<datestamp>2005-02-18</datestamp>

</header>
<metadata>

<dc>
<title>Opera Minora</title>
<creator>Cornelius Tacitus</creator>
<identifier>http://www.dp.org/res/9901001.html</identifier>
...

</dc>
</metadata>

</record>
...

</ListRecords>
</OAI-PMH>

3.2 Design Strategies

The increasing popularity of the OAI-PMH has generated some interest in using
the protocol beyond its original design assumptions. Building on the general-
ity of the data model, original use has sometimes been predicated on creative
instantiations of the modelling primitives [11]. In other cases, the exchange se-
mantics has been extended to accommodate additional functionality (e.g. [12]).
Both design routes are available for our protocol: we could conceive it as an
application or as an extension of the OAI-PMH.

The first solution may be simply predicated on: (i) a specialisation of the pro-
tocol’s data model, and (ii) the definition of a dedicated format for the integrated
exchange of descriptive metadata and content statistics. The model would sim-
ply introduce constraints on the notion of resource, namely: (a) resources have
at least one digital and text-based manifestation, and (b) a distinguished mani-
festation, the primary manifestation, satisfies (a) and is designated to represent
the content of the resource for harvesting purposes. The format would instead
bind descriptive metadata and content statistics of primary manifestations to

3 For clarity, namespace information is omitted in this and following examples.
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individual request/response interactions, so as to avoid the synchronisation prob-
lems which may arise if each form was harvested independently from the other.
The solution is appealing for it proves the concept whilst requiring no change
to the protocol and its deployment infrastructure. While it may immediately
serve the needs of specific communities, however, its design is rather ad-hoc
and requires the definition of dedicated formats for each variation in the shape
of descriptive metadata and/or content statistics. This induces a ‘combinatorial’
approach to standardisation which may unnecessarily compromise interoperabil-
ity across communities of adoption.

To illustrate the full potential of the approach, we concentrate instead on
the definition of a more modular exchange mechanism which may gracefully
accommodate arbitrary forms of descriptive metadata and content statistics.
Specifically, we retain the data model specialisation defined above, as well as the
binding of metadata and content statistics within individual request/response
interactions. However, we now identify each form of data independently from
the other and thus assume that a record includes both a metadata part and an
index part. In particular, we expect requests to specify a format for the metadata
part and a format for the index part.

This leads to a protocol extension defined by: (i) the addition of an auxiliary
request ListIndexFormats with associated response format; (ii) the addition of
an optional parameter indexPrefix to primary requests; and (iii) the addition of
an optional index child to the record elements contained in responses to primary
requests. ListIndexFormats is used to discover the index formats supported by
servers, and as such it extends the semantics of ListMetadataFormats. Simi-
larly, indexPrefix specifies the format of the index part of records and thus mir-
rors metadataPrefix and its associated error semantics. Finally, index elements
contain the index part of records and follow the standard metadata elements.

The extension of the sample request/response pair shown in Sect. 3.1 may
then be the following::

http://www.dp.org/oai?
verb=ListRecords&metadataPrefix=oai dc&indexPrefix=tf basic&from=2005-01-01

<OAI-PMH>
...
<ListRecords>

...
<record>

...
<metadata>

<dc>...</dc>
</metadata>
<index>

<terms>
...
<term name="opera" freq="26">
<term name="minora" freq="36">
...

</terms>
</index>

</record>
...

</ListRecords>
</OAI-PMH>
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Here, tf basic is the identifier of a simple format which captures the name
and frequency of occurrence of the terms chosen to represent primary manifes-
tations (possibly after stemming and stop-word removal). The underlying model
serves the purpose of a proof of concept but supports most of the indexing mod-
els which may be employed at the client side. Variations are of course possible;
for example, a format which captures only term names and document lengths
would decrease resource consumption and still support simple models of boolean
retrieval. On the other hand, a model which includes positional information for
each term occurrence would increase resource consumption but also support
proximity searches at the client side.

4 Related Work

The relationship between the proposed approach, distributed retrieval, content
crawling, and existing implementations of the harvesting model has been exten-
sively discussed in previous Sections. Here, we concentrate on what - to the best
of our knowledge - is the only work which directly shares some of our motivations.

The Harvest system [1] was initially proposed in the mid-nineties as a sophis-
ticated end-to-end solution for content-based retrieval over the inter-network.
Harvesting is a central component of the system’s architecture and its techni-
cal contribution to the OAI initiative has been repeatedly acknowledged in the
literature. Unlike the OAI-PMH, however, the system abstracts over the pre-
cise semantics of the harvested data, which may range from manually authored,
descriptive metadata, to automatically derived, and type-specific content statis-
tics. Text-based formats, in particular, are processed along lines similar to those
advocated in this paper.

Our work, however, frames the approach within an evolved infrastructural
context, where later developments - particularly XML and the role-based model
OAI-PMH itself - are leveraged towards a more general data exchange mecha-
nism than what may be found buried within a closed system. In particular, we
operate in a context in which interoperability is predicated on protocol-based
solutions, rather than end-to-end implementations. Further, Harvest focuses on
the indexing of type-specific content summaries, which represents just one of
many possible applications of the approach. Overall, our work motivates, con-
textualises, and generalises the good properties of an architectural model which
has been previously implemented and yet has to receive widespread acceptance.

5 Conclusions

A topological separation between the processes of indexing and retrieval suits
DIR systems in which content is widely distributed and autonomously managed.
Indexing is conceptually distributed along with the content and remains the only
responsibility of content providers; located elsewhere on the network, retrieval is
centralised around a periodic and incremental harvest of the indexes produced at
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each provider. A protocol-based infrastructure for harvesting descriptive meta-
data in support of structured retrieval has already been widely and successfully
deployed and we have shown how it may be leveraged for full-text retrieval. As
a proof-of-concept, we have tested the approach in a prototype for multi-model
retrieval of distributed and potentially unmanaged file collections; due to lack of
space, however, we leave a report on the implementation to future work.
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Abstract. This paper describes a method to extract words from table regions in 
document images. The proposed approach consists of two stages: cell detection 
and word extraction. In the cell detection module, a table frame is extracted first 
by analyzing connected components and then intersection points are detected by 
a method using masks in the table frame. We correct false intersections, and de-
tect the location of the cells within the table. In the word extraction module, a 
text region in each cell is located by using the connected components informa-
tion that was obtained during the cell extraction module, and segmented into 
text lines by using projection profiles. Finally we divide the segmented lines 
into words using gap clustering and special symbol detection. The method cor-
rectly included character components touching the table frame with words, so 
experimental results show that more than 99% of words were successfully ex-
tracted from table regions.  

1   Introduction 

With the continuous development of computer technology and the Internet environ-
ment, we can efficiently produce, store, process, and transmit document images. 
However, as more and more documents are stored in the image format for full-text 
image retrieval services or digital libraries, it is impossible to retrieve information 
from document images with text-based search engines that do not recognize text from 
images. The retrieval of relevant documents is usually based on indices (e.g. title, 
author, keyword, and so on) of pre-catalogued documents in the text format, so that it 
becomes necessary for the user to download part of or the entire document images 
and confirm the contents when retrieving relevant documents with information not 
specified in the indices. Over the past few years, a considerable number of studies 
have focused on keyword spotting through automatic indexing of document images to 
compensate for this drawback. Such a keyword spotting approach makes it possible to 
retrieve relevant word images regardless of the language of the document and charac-
ter segmentation errors because it uses word image features [1-3]. 

There are a lot of technologies in the document image processing for keyword 
spotting, such as skew correction, layout analysis, word extraction, and etc. Jeong et 
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al. [4] presented a document image preprocessing system for keyword spotting, which 
segments and classifies a document image into text regions and non-text regions (ta-
ble, figure, etc) and then performs word extraction to decompose words from the text 
regions. Therefore the system is limited in that words in the non-text regions cannot 
be extracted. The words in the table regions, however, may be more useful for key-
word spotting than words from other non-text regions because they may contain more 
meaningful words. Thus, it is necessary to decompose words from table regions in 
this respect. 

In this paper, we propose a method to extract words from table regions in docu-
ment images. The proposed approach consists of two stages: cell detection and word 
extraction (Fig. 1). In the cell detection module, a table frame is extracted first by 
analyzing CCs (connected components), and then intersection points are detected by a 
method using masks in the table frame. We correct false intersections using the corre-
lation between neighboring intersections, and use the information of intersections to 
extrapolate the location of the cells within the table. In the word extraction module, a 
text region in each cell is located by using the CCs information that was obtained 
during the cell extraction module, and segmented into text lines by using projection 
profiles. Finally we divide the segmented lines into words using gap clustering and 
special symbol detection. 

 

Fig. 1. Block diagram of the proposed method 

2   Related Works 

Previous research on extracting tables from document images can be divided into two 
types according to how tables are formed. One method is to analyze or recognize the 
table images delimited by line-art boundaries, and the other is to recognize the table 
images formed by the vertical alignment of fixed-width fields without line-art 
boundaries [5]. The proposed method is related to the former, but most of the 
previous research has dealt with form document images. Certainly, both tables and 
forms are sometimes used interchangeably, but a clear distinction exists. Tables are 
tabular structures, machine-printed for output, and their frame and content are created  
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simultaneously. But, forms are rectilinear structure, machine- or hand-printed for 
input, and their frames are created prior to creating the content. While the aim of the 
research on table images is to vectorize the table frame by analyzing the line compo-
nents comprising the table and to extract character components, the existing research 
on form images sought to classify unknown input forms by utilizing the extracted 
structural information from the forms, querying the input to a form types database, 
selecting matching forms, and extracting content from form types that do not match. 

Watanabe et al. [6] described tables by using the upper-left corners of cells. Firstly, 
the proposed approach detects vertical and horizontal line segments from the bi-
narized document images by using two extraction filters, and then applies two corner 
detection filters to the edge-extracted document images for the detection of upper-left 
corners. However, it is difficult to detect the intersection errors because it detects only 
the upper-left corners and the corner detection filters may not perform well in case 
line segments are distorted.  

Horizontal and vertical lines can intersect each other to form any of the nine struc-
tures: �� �� �� �� �� �� �� �� ������	
� ��� ���� ������� �	�
����������� ���������� �	�
detect the intersections. Each template finds one of the basic intersections ( �� �� ��
��������������������������	
��
���
���	���������to an appropriate way for detecting 

the extensions ( �� �� �� �� ����	 �!�
��"
�����������#��did not use templates but the 
leg length of the basic and extended intersections in the corresponding horizontal and 
vertical directions, and defined their relationship through the hierarchical representa-
tion of the nine intersections. This method can reduce the computing complexity spent 
on detecting the extension intersections in [7] because it obviates the need to visit all 
of the pixels in the templates of [7] and detects intersections by using their relations. 

Neves et al. [9] use binary mathematical erosion to locate intersections and the hi-
erarchical representation of [8] to save calculation time. For the detection and correc-
tion of identification errors, it also defines the tenth intersection (virtual intersection), 
which is represented by a type 0 intersection that is not a real intersection but a part of 
a horizontal or vertical line. To improve the cell extraction, it detects and corrects 
identification errors by comparing each neighboring intersection to reference 
neighborhoods. These reference neighborhoods are congregated in two manners, the 
rejection tables and the acceptance tables. 

While the research mentioned above deal with extracting cells from table images, 
[4] presents an approach to segment text images into word images. This approach 
separates text regions into text lines by a horizontal projection profile analysis, and 
then utilizes gaps and special symbols as delimiters between words by a CC analysis 
in order to separate a text line into word units. As it combines the top-down approach 
(projection profile analysis) and the bottom-up approach (CC analysis), it is more 
efficient than other methods using a single approach. 

3   Proposed Algorithm 

3.1   Cell Detection 

In table images, line components, which compose the table frame, and character com-
ponents coexist. The line with the largest width is determined as a table frame by 
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virtue of the 8-CC analysis. Thus, in order to extract cells from a table image, we deal 
with only the table frame while excluding character components. The intersection 
extraction module determines the position and the type of intersections on the table 
frame. 

 

Fig. 2. Hierarchy of intersections 

For extracting intersections, we employ the technique in [8] to reduce the extrac-
tion time. The intersections can be classified into 9 types: four with two legs, four 
with three legs, and one with four legs. They can be arranged in a hierarchy as shown 
in Fig. 2. Each type of intersection is assigned a number from 1 to 9. The proposed 
approach consists of trying to fit the largest possible intersection type in every black 
pixel of the table frame and assigning the corresponding label to the pixel. The fit of 
an intersection consists of finding runs of consecutive black pixels in the correspond-
ing horizontal and vertical directions with the length equal to the leg length of the 
intersection. The process of labeling the pixels is performed in a hierarchical manner: 
Corners ( �� �� �� ���
�� �
������
��$� ���	������������������ �����	

���	����%� ����
��c-
tions ( �� �� �� ���
���
����������	�	���&������
	����'(���������
������)����	
������
leg in [8], 10 pixels are checked in our work so that the operation of searching for 
intersections is performed more efficiently. Although the time to check the length of 
the leg checked is reduced by one-third, there need not be any concern about the 
number of candidates for intersections amounting to larger than in [8] because charac-
ter components are excluded from the intersection extraction. 

When a vertical line and a horizontal line intersect, one intersection is generated. 
Two more candidates corresponding to the intersection can be detected according to 
the thickness of the lines of the table frame so that it becomes necessary to choose 
from among them by analyzing the information of the candidates. The position of the 
intersection is located in the center of the candidates, and the type is decided by a 
majority vote. 

Since a cell is generally composed of four intersections, a representation model for 
extracting cells with intersections can be made with regard to the vertical position of 
intersections. Fig. 3 shows the representation model, whose elements determine the 
intersection type and position within a simple table. For example, "1-(3, 5)" corre-
sponding to the element of (1, 1) in Fig. 3 means the intersection of type 1 ( ���ocated  
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in (3, 5) of table image. In general, it is possible to extract cells using this representa-
tion model with nine types of intersections, but it is necessary to modify the represen-
tation model in case two more cells are vertically or horizontally merged into a cell. If 
the distance between the horizontal positions of intersecting neighborhoods in a verti-
cal direction is larger than the threshold, we consider that there is a merged cell in the 
table and then add a virtual intersection, which is type 0. In Fig. 3, (b) shows the rep-
resentation model modified from (a) to add a virtual intersection. 

 

      
(a) Before inserting virtual intersections        (b) After inserting virtual intersections 

Fig. 3. Representation model for a cell 

 
(a) Original image                               (b) CC of the table frame 

Fig. 4. An example that a character CC touches at a table frame 

But when certain line intersections do not appear due to the poor quality of the ac-
quisition, binarization problems, or skew correction, etc, it is difficult to correctly 
extract intersections with only the method described so far. Since those factors can 
distort document images and prevent the detection of real intersections, or even detect 
false intersections, it is necessary to detect and correct the error of intersections. 
Therefore, we adapt the technique in [9] to detect and correct the error of intersections 
by comparing each intersection neighborhood with reference neighborhoods. When a 
character component and the table frame touch as shown in Fig. 4, the character com-
ponent is recognized as part of the table frame and false intersections can be detected 
around this area. The false intersections must be modified into virtual intersections by 
correcting the intersections. 

After the intersection correction, each cell is determined with the four adjacent in-
tersections excluding the virtual intersections appropriately chosen from the extracted 
intersections. But the meaningless cells formed by double lines must be excluded by 
considering the height and width of cells. 
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3.2   Word Extraction 

The analysis of character components within the cells can be conducted faster and 
easier than the previous approaches by using the information from the character com-
ponents that were excluded from the line component analysis. This method reduces or 
removes the influence of line components that may be located within the cells. Firstly, 
text regions within cells are determined by examining whether or not the CCs are 
located inside the appropriate cell. Since the character components touching the table 
frame are regarded as line components as mentioned above, we use the extracted cell 
information to separate these character components from the line components and add 
them to character components. 

 

 

Fig. 5. Processing method for locating the internal region of the cell when character compo-
nents touch the table frame 

Fig. 6. Result of locating the internal region of the cell when characters components touch the 
table frame 

When the false intersections detected in the intersection correction are located in 
the table frame, we assume that character components are touching the table frame. 
We detect the cell in which this contact occurs by analyzing the position and type of 
the false intersections, and then locate the internal region of the cell from the table 
frame by using the projection profile of the cell. By comparing with the neighborhood 
projection profile in the direction of center from both ends, the internal region of the 
cell (x1, x2, y1, y2) is decided if a current value is less than 10% of the previous value 
in Fig. 5. We analyze the CCs again for the part of the table frame located in the  
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internal region of the cell and then add it to the character components of the text re-
gion in the cell. Fig. 6 shows the result for locating the internal region of the cell 
when character components touch the table frame. 

Basically we employ our algorithm proposed in [4] for separating text regions into 
words, and additionally perform a post-process because words are not located in a text 
region but a table. The post-processing for the word segmentation is needed when the 
characters within a word are segmented into words due to the special spacing of the 
cell.  

4   Experiment 

4.1   Experiment Environment  

We used a set of 100 binary images of table to evaluate the performance of the pro-
posed method. The data are constructed manually from document images, which are 
pre-processed by the system in [4]. They are digitized in 300 dpi with spatial resolu-
tions from 849×117 to 1500×1770. The document images were provided from the 
full-text image retrieval services by the Korean Information Science Society. Table 1 
shows the data classified into four types by the cell formation and the boundary of 
cell, etc. The experiment was run on a Pentium-4 2.0 GHz PC. 

Table 1. Test data 

Type of table Number 
Normal table 60 
Table whose cells are merged 20 
Table consisted of a cell 10 
Table which all or a part of border lines are missed 10 

Total 100 

4.2   Experiment Results 

The performance results from the proposed method were evaluated in terms of accu-
racy and speed. The results obtained by the proposed cell extraction were 100% accu-
rate for cell extraction (the total number of cells extracted is 2,313 in 100 table im-
ages). There were 7 false intersections in 5 table images due to the contact between 
character components and a table frame, but our algorithm corrected them and ex-
tracted all cells correctly. 

Table 2. The result of word segmentation 

 Result-1 Result-2 
# of 

images 
# of 

words 
# of 

successes 
# of 

failures 
# of 

successes 
# of 

failures 

100 4,547 
4,301 

(94.59%) 
246 

(5.41%) 
4,509 

(99.16%) 
38 

(0.84%) 
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Table 2 shows the results of word segmentation using the extracted cell informa-
tion: Result-1 was obtained by applying only a gap clustering and Result-2 was  
obtained by additionally applying the special symbol detection. In the word segmenta-
tion module, we obtained an accuracy of 94.59% with only the gap clustering, and 
improved the performance rate by 4.57% by additionally applying the special symbol 
detection. Finally, we achieved an accuracy of 99.16% in the word segmentation. Fig. 
7 shows the final result of the proposed method. 

 

Fig. 7. The final result of the proposed method 

There are several types of errors in the word segmentation and Fig. 8 shows a few 
examples. The first type is because an underline extends over two or more words and 
then between-word gaps cannot be computed by using horizontal projection profiles. 
So the words connected by an underline is segmented into a word as shown in Fig. 
8(a). The second one is due to a split in a character. Some character can be split in 
two because of the image degradation or low quality and then classified as special 
symbols. Such a split character is used for an additional between-word gap shown in 
Fig. 8(b). The other is due to miss-classification of special symbols. When a special 
symbol touches neighbor characters as shown in Fig. 8(c) or has a property of the 
Italic fonts as shown in Fig. 8(d), our system cannot classifies them into special  
symbols.  

 

          
(a)    (b) 

 

                                 
(c)                                                     (d) 

Fig. 8. Examples that the proposed system failed 

The average processing time for cell detection and word segmentation was about 
1.399 and 0.071 seconds respectively. Since the information of the CCs analyzed in 
the cell extraction module was repeatedly used in the word segmentation module, the 
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processing time for cell detection was significantly longer than the word segmentation 
module. 

Table 3 shows the result obtained by combining the proposed method into the sys-
tem in [4]. While the accuracy rate of word extraction was 90.84% for 50 Korean 
images before the combination, a 2.66% improvement was obtained after the  
combination. The performance improvement can be mainly attributed to the fact that 
the proposed method is able to extract words from the table regions, whereas the sys-
tem in [4] is unable to achieve. For example, the accuracy rates of the 35th and 47th 
images were less than 70% before the table processing, but they were improved by 
more than 96% after the table processing.  

Table 3. The result of the [4]’s system with the proposed method 

# of real words # of extracted words Accuracy(%) 
NTR NTR 

Image 
ID TR 

Tab. Fig. 
All TR 

Tab. Fig. 
All 

Before table 
processing 

After table 
processing 

1 474 0 0 474 472 0 0 472 99.58 99.58 
2 707 0 0 707 707 0 0 707 100.00 100.00 
3 581 0 35 616 581 0 0 581 94.32 94.32 
4 570 0 27 597 569 0 0 569 95.31 95.31 

… … 
35 374 208 0 582 353 208 0 561 60.65 96.39 
36 546 74 0 620 537 71 0 608 86.61 98.06 
… … 
46 432 43 19 494 420 43 0 463 85.02 93.72 
47 400 169 0 569 387 169 0 556 68.01 97.72 
48 491 0 10 501 486 0 0 486 97.01 97.01 
49 477 0 15 492 470 0 0 470 95.53 95.53 
50 402 53 45 500 378 53 0 431 75.60 86.20 

  90.84 93.50 

5   Conclusion 

We have proposed a method to extract words from table images and improve the 
word extraction system for document images. The proposed method is composed of 
cell detection and word extraction. The method correctly included character compo-
nents touching the table frame with words using the cell information, so experimental 
results show that more than 99% of words were successfully extracted from table 
regions.  

The proposed method in this paper can be used as a core technology for keyword 
spotting or retrieval systems for digital libraries. 
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Abstract. Users with slow internet connections experience slow retrieval  
of results in web catalogues. JavaScript search engines can be used to enable 
client side search, reducing the load on the server, and increasing the response 
time. However, it is not a popular method until now, because of various reasons 
including limitation of number of data objects and lengthier response time for 
the first search. Here the author suggests negotiating the issue of response  
delay with the user. This would enable high speed basic search in small 
catalogues, usually with less than 300 data objects. Larger catalogues can be 
divided into smaller ones. Special or rare collections, multimedia artifacts and 
subject (web) directories are prospective candidates for this type of search 
systems. A prototype catalogue of ‘Sri Lankan Web Sites’ was tested in 
www.srilankasupersearch.com. Users’ behavior and response to the system is 
yet to be studied.  

Keywords: JavaScript; search engines; response time; negotiation; OPAC; 
models. 

1   Introduction 

Web based digital libraries and web catalogues offer search tools for users to mine 
information from databases. Most of these databases offer server side handling of 
search queries. In this type of systems, users experience a delay in retrieval of results. 
This delay is termed as response time, latency or lag time. Technically, response time 
refers to the amount of time it takes for input from a keyboard to reach the application 
and a response returned.  

Length of ‘response times’ depends on various factors. Response time in a network 
is usually proportional to the number of users currently using the network, the 
location of the network components, and the complexity of the network. 

Higher the response time, it is more embarrassing for the user. Previous research 
suggests that user productivity is dramatically reduced when response time is 
significantly longer. Sterbenz [1] states that further productivity gains are realized 
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when the response time decreases to the range of 100 ms. According to him, human 
factors studies have also indicated that consistent response time is better for users than 
response with a significant variance, since users alter their behavior based on response 
time at a relatively slow rate.  

Nielsen [2] confirms that 0.1 second (100 ms) threshold is suitable while 1.0 
second limit is acceptable. Within this limit users’ flow of thought will be 
uninterrupted. Ten seconds is the limit the user can focus his attention.  

These observations were used to create a model for enabling high speed client side 
search for a very small data set.  

1.1   Client Side Processing 

In contrast to client-server systems, client side search strategies mainly depend on the 
performance of the client computer and browser. Therefore it is quite fast to handle a 
search request, rather than transforming the load on to the server. 

JavaScripts use this strategy efficiently. A JavaScript search engine can be used to 
imitate OPACs with comparatively smaller collections. Data objects for search can be 
arranged in an array within the JavaScript. The JavaScript then creates cookies on 
client machine. However the time needed to create cookies depend on the number of 
elements in the array. If the number of elements in the array is more, the JavaScript 
becomes heavy, taking a lot of time to create cookies on the client machine. A 
suggestion for negotiating this time lag with user is described here.  

1.2   Other Attempts to Increase Response Time or Negotiating with the User 

Most of the other attempts described here are meant for large databases. Though these 
can not be compared with this model, it will give an idea on the quest for reducing 
response time.  

Chan and Ueda [3] focused on using cached objects with enough information to 
connect back to the server to request more information. However, such solutions 
require resources to be held open on the server, waiting for client responses. Long [4] 
introduces a query slicing technique which would display data in sets, not as a whole.  

One other approach for searches is to build web agents. Web agents will search for 
information on behalf of the user, according to his preferences. Such preferences are 
stored in a user profile database. It has a learning function and can learn the users’ 
likes and dislikes when the user searches the web with keyword searching thus 
reducing the response time for the next search [5]. 

Sterbenz [1] advices the programmer to display the reason for the delay, which the 
user can read while he waits for the result/expected page. He further proposes on 
running the more complex operation in a new window. That leaves the user the 
original page for working with, until he gets the search result. 

1.3   Overview of the Search Engine 

While JavaScript search engines are easy to write, and there are many predefined ones 
openly available on the web, the author used JSE Search, an open source Java 
Script [6].  
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JSE is platform independent and doesn’t require .NET, ASP, CGI or any other 
technologies on host. JSE circumvents HMTL’s inability to pass a value from one 
page to another by using a session or non-persistent cookie. The cookie expires when 
the user’s session ends.  

JSE consists of two scripts (see Appendix). The first writes a cookie containing the 
search words and then loads the results page. The second script does all the work; 
reading the cookie, defining the matches and generating the search results. Results set 
is a single page numbered list with links to detailed pages if available. For users, 
searching is similar to Google. A preceding minus character excludes a word, while 
phrases are supported within double-quotes. 

The cookie is stored in browser’s memory. Therefore subsequent searches 
experience virtually zero response time compared to the first search. 

1.4   Data Array 

Data is held as a JavaScript array, within the search.js JavaScript file. Within the 
array, each line consists of a data object and its description, URL, etc. If the number 
of data objects is high, size of file becomes larger. This will cause a delay in creating 
cookies on browser. That results in a delay in the response time of the first search of 
the session. 

2   Search Model 

As explained above, using a JavaScript for searching means there is a delay between 
the first search request and displaying of the first result. Though the delay in the first 
search is high, the response times of subsequent searches become virtually zero. 
Therefore there should be a method to negotiate with the user until the first search is 
carried out. The strategy used here for this is first allowing the user to do a 
configuration before doing the actual search. This configuration is actually a pseudo 
search (See fig.1). 

 
 
 
 
 
 
 
 

Fig. 1. Existing model for JSE Search 

In order to achieve the pseudo search, one layer of action (2 files) was added to the 
existing model (See fig. 2, 3 & 4). 

 
 

form.html 
(search 
form) 

JSE_form.js 
(defines the
results page –
results.html) 

JSE_search.js 
(keeps data in an
array. Writes cookies
on browser) 

results.html 
(displays 
results) 
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Fig. 2. Proposed model for negotiating with user to stay until cookies are created on browser 
 
 

 
 

Fig. 3. Home page of www.srilankasupersearch.com requesting the user to configure the 
system before search 

 
When the pseudo search finishes its function, the following page appears where the 

user can carry out his own search. 
 

index.html (with pseudo
search button) 

JSE_form_f.js (This is the false form. It
writes cookies, but directs the user to the
pseudo results page, form.html) 

form.html 
(search 
form) 

JSE_form.js 
(defines the
results page –
results.html) 

JSE_search.js 
(keeps data in an
array. Writes cookies
on browser) 

results.html 
(displays 
results) 
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Fig. 4. Actual search page 

3   Results 

Response times were measured for different sized search.js files. All measures were 
taken using an Intel Celeron (900 MHz) machine within a half an hour time period to 
avoid differences in web traffic during different times of day. The results are as 
follows. 

Table 1. Change of response time with size of the JavaScript 

Number of data 
elements in the 
JavaScript array 

Size of JavaScript 
file (kb) 

Initial Response 
time - server side 
search (seconds) 

Subsequent 
response times - 
client side search  

1025 350 177 * 
500 165 140 * 
400 129 103 * 
300 105 40 * 
* Virtually zero 

As this is a negotiated task, an empirical threshold of 40 seconds; 4 times than the 
limitation of keeping attention stated by Neilson [2], was considered to be acceptable. 
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Therefore only 300 data objects were considered for the web search.  In other words, 
the service is for searching within a sample of 300 items. 

4   Limitations, Improvements, and Uses 

4.1   Limitations 

Security threats, limitation of size of the file, requirement of expertise and labor to 
write the JavaScript are shortcomings in the present model. Also, this model can be 
used only with browsers which support cookies. Also, if the user has disabled script 
activities, the interface will simply ignore the request of the user. 

Also, it should be noted that the above response times can not be standardized 
because these may change in other situations dependent on various factors including 
processor speed, internet connection, etc. which are beyond the scope of this article. 

There are many disadvantages of the display method and display screen. Inability 
to prioritize results is a major draw back. However, already there are JavaScript 
search engines with many advanced features as the one given by Bradenbaugh [7]. He 
also claims that the JavaScript search engine he presents has carried nearly 10000 data 
elements without much problem. 

OPAC data should be ones which can be made publicly available, because 
outsiders can easily download the whole JavaScript file with data, from the server. 
However, linked full text or other source files can be housed in the sever using ASP 
or other technologies, giving more security. 

4.2   Improvements 

Whether the user accepts this model or not is yet to be decided based on user behavior 
studies. If the user agrees to wait for a long time, the number of data objects can be 
further increased. This will also be based on the importance of the set of data objects 
for the user. 

Writing Javascripts appears troublesome. However this can be automatically 
written using open source software like WinISIS, one which is familiar to library 
professionals. Header and footer be the same, while it is only the data objects (array) 
which is added to the script. It is a matter of creating a good ’print format’. 

4.3   Advantages and General Use 

One of the benefits against a server side search engine is, this can be tested even on a 
stand alone computer as it is. Debugging is easy. The same JavaScripts, along with 
search form and results page can be housed in a real server. Therefore even school 
and small public libraries can house their OPACs on web. Because higher 
technologies such as .Net, ASP or CGI are not needed, even a free web server can be 
used to host the OPAC. 

Because the server is made free after the first search of each session 
(configuration), the server can accommodate more requests from first time users. The 
server-side traffic is lower than server side search engines. 
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If the database is so large, it can be separated into well defined categories. Search 
can be enabled within these categories. 

The categories themselves can be identified as data objects. Therefore, an optional 
primary search can be made available to identify which categories have results related 
to the user’s information need.  

5   Conclusion 

Using JavaScript search engines for imitating OPACs for very small collections can 
improve the customer satisfaction by giving speed access to search results. 
Demanding the user to search in several search spheres is apparently a backward 
option, but it is worthwhile compared with virtually zero response time in subsequent 
searches. This would enable catalogues already on web to improve their search 
options. Also, this model will be helpful to immediately host web OPACs for those 
who have not yet done so. 

This would enable high speed basic search in a very small catalogue, usually with 
less than 300 data objects. Rare books, dissertations, multimedia artifacts and other 
special collections are prospective candidates for this type of search systems. 

One should not always assume that using a JavaScript search engine means some 
amount of delay. If the number of data objects is very low, the system may retrieve 
even the first results set, very quickly.  
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Appendix: Form.js and Search.js (part) JavaScript Files 

form.js 
 
// ---------- script properties ---------- 
var results_location = "results.html"; 
// ---------- end of script properties ---------- 
function search_form(jse_Form) { 
 if (jse_Form.d.value.length > 0) { 
  document.cookie = "d=" + escape(jse_Form.d.value); 
  window.location = results_location; 
 } 
} 
 

search.js 
 
// ---------- script properties ---------- 
var include_num = 1; 
var bold = 0; 
// ---------- sites ---------- 
 
var s = new Array(); 
 
s[0] = 

"Autosrilanka.com^http://www.autosrilanka.com/^<blockquote><b>ht
tp://www.autosrilanka.com/</b> >>> Free advertisements 
(vehicles)</blockquote>^Autosrilanka Advertising free 
advertisements promotion vehicles auto cars vans 
automobilespublicity promotions marketing sales"; 

s[1] = 
"EeZee2.com^http://www.eezee2.com/^<blockquote><b>http://www.eez
ee2.com/</b> >>> Free Classified 
Advertisements.</blockquote>^EeZee2.com Advertisingpublicity 
promotions marketing sales"; 

 
// ---------- sites continue within this array---------- 
 
// ---------- end of script properties and sites ---------- 
 
var cookies = document.cookie; 
var p = cookies.indexOf("d="); 
 
// ---------- script continues ---------- 
-------- 
-------- 
-------- 
end. 
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Abstract. Information retrieval (IR) with metadata tends to have high precision 
as long as the user expresses the information need accurately but may suffer 
from low recall because queries are too exact with the specification of the 
metadata fields. On the other hand, full-text retrieval tends to suffer more from 
low precision especially when queries are simple and the number of documents 
is large. While structured queries targeted at metadata can be quite precise and 
the retrieval results can be accurate, it is not easy to construct an effective struc-
tured query without understanding the characteristics of the metadata. Casual 
users, however, are usually interested in spending time to understand the mean-
ing of various metadata. In this paper, we propose a hybrid IR model that 
searches both metadata and text fields of documents. User queries are analyzed 
and converted into a hybrid query automatically. Experiments show that the hy-
brid approach outperforms either of the cases, i.e. searching text only or meta-
data only. 

1   Introduction 

Metadata are data about data. It means that metadata often describe the property of 
data or provide information describing the raw data such as video, audio, graphics, 
and text. Since metadata are succinct and structured with smaller search space, meta-
data-based retrieval is more efficient than full-text retrieval. When the meanings of 
the metadata are understood by the users or the retrieval systems, distributed data with 
heterogeneous characteristics can be searched and their results integrated in a consis-
tent manner. 

Despite the clear advantages and needs for metadata, users may have a burden to 
understand the meanings and the structure of metadata and interrelationships among 
different sets of metadata, in order to perform effective retrieval. As witnessed by the 
experiences of using Boolean retrieval systems, casual users would not be familiar 
with the characteristics of metadata and hence not well versed to constructing effec-
tive queries. As a result, users would benefit from a help provided by the system in 
constructing a structure metadata-based query or translating an information need to 
such a query. 
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Metadata-based queries have other limitations. Since metadata describe the charac-
teristics of raw data, the information contained in them is necessarily limited com-
pared to that contained in the raw data, although the former may not be available in 
the latter (i.e. the date of a document was translated). In other words, it is more likely 
that a metadata-based query finds nothing matched because the value space for the 
metadata is limited. It is also possible that the user specifies a wrong metadata field to 
be searched, like specifying the author field for “Elsevier”, a publisher name. 

Given these problems with metadata-based retrieval, we propose a hybrid retrieval 
model where both metadata and text fields are searched for a query. For the metadata-
based retrieval part, we attempt to select appropriate metadata fields given query terms. 

2   Related Work 

It has been studied to translate a keyword-based query into a query for structured 
documents [5, 8]. In [5], they investigated the research question: do structured queries 
improve effectiveness in Digital Library searching? To answer this question, they 
empirically compared the use of unstructured queries against the use of structured 
queries. They then tested the capability of a simple Bayesian network system, built on 
top of Digital Library retrieval engine, to infer the best structured queries from key-
words entered by the user. 

In [8], keyword-based queries formulated by the user are given a structure by the 
use of Bayesian network model. They generated all candidate structured queries based 
on the user query by taking all combinations of the metadata fields in the document 
collection. The ranking of the candidates is accomplished through the use of the 
Bayesian network model. This is somewhat similar to the work of Croft et al. [14], 
where Boolean queries are derived from a natural language query, and then improved 
with automatically inferred phrases. Bayesian network models were first used in IR 
problems by Turtle and Croft [14] and later by Ribeiro and Muntz [12]. Bayesian 
network model also have been applied to other IR problems besides ranking, for ex-
ample, relevance feedback [9], query expansion [4], structured document retrieval 
[10], information filtering [2], classification [3, 16]. 

3   Definition 

Consider a database D accessible through a query interface. We define this database 
as a collection of documents. Each document di consists of metadata (Mi) alone or text 
(Ti) and metadata together. 

1 2{ , ,..., ,..., }i nD d d d d=  1n ≥  

,i i id M T=< >  where 
iT = ∅  Or  

1,...,i jT t t=< >  

The metadata Mi consists of a set of field name (Fk), and each document has at 
least one metadata component which is a filed name Fk, and field value k iv  pair. If a 
document has the text field, it has at least one term. 
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1 1 2 2( , ), ( , ),...., ( , )i i i k k iM F v F v F v=< >   1k ≥ . 

IF
iT ≠ ∅ , 

1,..., ,..,i i lT t t t=< >  1l >  

Given a document di , for example, consisting of three fields, title, author, and pub-
lication, with their values, “semantic web”, “Tim Burners Lee”, and “ACM”, respec-

tively, tt can be expressed as id  = <(title, “semantic web”), (author, “Tim Burners 

Lee”), (publisher, “ACM”)> 
A query is divided into two parts: one is a unstructured query (UQ) and the other is 

a structured query (SQ). We define an unstructured query UQ as a set of keywords (or 
terms) 

1 2, ,.., ,..,i lUQ t t t t=< >   1l ≥  

A structured query (SQ) consists of a query for metadata ( MQ ) and another for 

text ( TQ ) 

,M TSQ Q Q=< >  

MQ is defined as an ordered list of pairs and TQ  is the same as UQ. 

1 1 2 2( , ), ( , ),.., ( , ),.., ( , )M q q i iq m mqQ F v F v F v F v=< >   1m ≥  

TQ UQ=  

where each iF  is a field and each i qv  is a value belonging to the domain of iF . 

Field value i qv  has at least one term. 

1 2, ,.., ,..,iq i lv t t t t=< >  1l ≥  

In this paper, metadata fields in a structured query can be divided into two types of 
fields: one is the field that the user selects (

_user selectF ) and the other is what the system 

selects (
_system selectF ). If a structured query was given by a user as SQ = <(title, “infor-

mation retrieval”), (author, “Kim”)>, 
_user selectF corresponds to title and author. When 

unstructured query is entered by the user, the system infers the relevant fields from 
the collection. The resulting field is

_system selectF . For example, an unstructured query 

formulated by the user as UQ = <“information retrieval”>, the system can reason out 
the relevant field to given terms. If “title” is given by the system, 

_system selectF is title. 

4    Retrieval Environment  

We consider the following assumptions. First, a user may submit an unstructured or 
structured query. Second, the user is not familiar with creating a structured query. 
Therefore, there may be another field more relevant to the user query than the field 
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that the user selects. Finally, no relevant document can be found when only a particu-
lar metadata field is searched, making it necessary to search other metadata fields as 
well as text. 

Our proposed model consists of the following parts to be executed in sequence: 

1. Finding the field that is the most related to user query 
Similarity or relevance of a field with respect to the user query is first calculated so 
that the fields are ranked based on their relevance for the query. The field with the 
most relevance value is selected as the metadata field to be searched. For example, 
when UQ = <“Tim Burners Lee”> and we find the “author” field as the most ap-
propriate for “Tim Burners Lee”,  SQ becomes <(author, “Tim burners Lee”)}>.  
The way relevance for individual metadata fields is explained later. 

2. Retrieving documents based on the selected metadata field 
If SQ is <(author, “Tim Burners Lee”)>, the value is searched against the specified 
field of individual documents.  

3. Retrieving documents based on the text  
The following query SQ = <(text, “Tim burners Lee”)> is used to search the text.  

4. Merging two similarities from the metadata and text fields for ranking documents. 

5   Hybrid Information Retrieval Model�

5.1   Processing a Structured Query 

A structured query is the one with a field designated by the user. Assuming that users 
may have difficulty formulating a structured query and that there may be another 
metadata field more relevant to the user’s information need than the field the user 
selected, we should judge whether the field-value pairs in a query are  suitable or not. 
In [8], they used a Bayesian network model to determine the ranking of the candidate 
queries. 

In our approach, we attempt to judge relevance of a metadata field for a query by 
computing the similarity between the vector based on the terms in the user query and 
the vector representing the content of a metadata field in the entire collection. This is 
an indirect way of judging the semantics of a metadata field and the likelihood that 
the query terms would be found in the field. 

More formally, we create an imaginary document 
fie ldC  for a given field by aggre-

gating all the terms occurring in individual fields 
iF  of the same kind in the collec-

tion. Essentially, the terms collected from the same field in all the documents form a 
vector for a “mega” document. The similarity between 

fieldC  and the query terms is 

represented as: 

( , )fieldSim C q
�� �

 

which is defined in Section 5.3. 
For example, when SQ = <(title, “information retrieval”)> is given, appropriate-

ness of the field title as the metadata field to be search can be calculated by  
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computing the similarity between a mega document titleC  and the query vector q
�

 

consisting of “information retrieval.” The same computation is done for other fields to 
select the best fit.  

A system selected query is defined as the query that has the highest similarity 
value: 

_ 1( , ) max[ ( , ),..., ( , )]system select iSim C q Sim C q Sim C q=
�� � ��� � ��� �

  _i user select≠  

There are two possible cases: 

1) _ _( , ) ( , )system select user selectSim C q Sim C q≤
�� � �� �

 

2) _ _( , ) ( , )system select user selectSim C q Sim C q>
�� � �� �

 

In (1), the user probably has chosen the right field for the query. In (2), however, 
the user may have selected an inappropriate field although it is important not to ignore 
the field selected by the user. Instead of replacing the user selected field by the system 
selected one, we uses both. As a result, when the condition (1) holds, we search two 
fields, the user selected and the text fields, while we search three fields when the 
condition (2) holds: user selected, system selected, and text fields. 

5.2   Processing an Unstructured Query 

An unstructured query is defined as consisting of keywords only without a metadata 
field designation. In this case, the system needs to translate the query into a structured 
one by selecting the metadata field that is most related to the original query.  

_ 1( , ) max[ ( , ),..., ( , )]system select iSim C q Sim C q Sim C q=
�� � ��� � ��� �

 

The way we calculate pertinence of a field with respect to the query is shown in 
5.3. 

5.3   Pertinence of a Field to a Query 

Pertinence judgment of a field with respect to a query is based on the similarity calcu-
lation in the vector space model [1]. A mega document consisting of the terms occur-

ring in a specific field ( fieldC ) and a user query (q) are represented as t-dimensional 

vectors. The similarity between the vectors fieldC
��

 and q can be measured by the co-

sine of the angle between these two vectors: 

2 2

( )
( , ) cos( , ) , ( )* ( )

* ( )

k i

k i k i

ik kt T
i i ik i

ik kt T t T

w g q
Sim C q C q w ftf k fidf k

w g q

∈

∈ ∈

= = =
∑

∑ ∑

���
�� ��� �� ���

���
 

where ( )iftf k is term frequency of term k in the field i, i.e., the number of times term 

k occurs in the field i, and ( )fidf k is the inverse field frequency, i.e., the  
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inverse of the number of fields in which the term k appears. ( )kg q
���

 gives the value of 

the k-th variable of the vector q
���

, and iT  is the set of all the terms in the mega docu-

ment corresponding to the field
jF . 

5.4   Retrieving Documents 

Having chosen the best field for the given query, the next step is to calculate the simi-
larity between individual documents and the query. This can be done in the same way 
documents are retrieved in a conventional vector space model, except that the docu-
ment vector is defined for the metadata field chosen previously. Hence, we compute 

the similarity between ijd  and q
���

as follows: 

2 2

( )
( , ) cos( , ) , ( )* ( )

* ( )

k i

k i k i

ik kt T
i j i j ik i j i

ik kt T t T

w g q
Sim d q d q w ftf k idf k

w g q

∈

∈ ∈

= = =
∑

∑ ∑

���
�� ��� �� ���

���
 

where ( )i jftf k  is the term frequency of term k in field i of document j, i.e., the 

number of times the term k occurs in the field i of document j, and ( )iidf k is the in-

verse document frequency, i.e., the inverse of the number of documents term k ap-

pears in field i. ( )kg q
���

 gives the value of the k-th variable of the vector q
���

, and 
iT  

is the set of all terms in the values of field 
jF . 

5.5   Merging Similarities and Ranking Retrieved Documents�

After documents are retrieved based on two or more designated fields, the results 
should be combined to return a ranked list of documents to the user. Fig. 1 shows how 

to merge the similarities calculated for multiple fields in document 1d .  

 

Fig. 1. Merging the retrieved documents 

The similarities are calculated with 11( , )Sim d q
�� ���

, 21( , )Sim d q
�� ���

, and 31( , )Sim d q
�� ���

. 

When they are merged to the final similarity, we reflect the pertinence value�between 

a field and the query such as 1( , )Sim C q
�� ���

, 2( , )Sim C q
�� ���

, and 3( , )Sim C q
�� ���

. 
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For merging similarities, we adopt the evidence gathering method used in the in-
ference network approach to information retrieval [14]. For example, 11( , )Sim d q

�� ���
and 

21( , )Sim d q
�� ���

 should be merged if the document was retrieved based on the two fields 

chosen with 1( , )Sim C q
�� ���

 and 2( , )Sim C q
�� ���

. In this case, the belief calculation is done 

with the following link matrix 1dL  that specifies the conditional probabilities for 

different combinations of the fields being used. 

2 1

1
2 1

1 1 ( , ) 1 ( , ) 0
[ ]
0 ( , ) ( , ) 1

d

Sim C q Sim C q
L

Sim C q Sim C q

− −
=

�� � �� �

�� � �� �  

Here the second row is for the case where the document is retrieved with different 
fields. The value in the first column represents the probability that the document is 
retrieved when both fields are not used. The values in the second and third columns 
are for the cases where the second and third fields are used, respectively. The last 
column specifies the probability of retrieving the document when both fields are used. 

Using the link matrix, the final similarity value for di is calculated as follows: 

21 21 11

2 11 21 11 21

( , ) ( , )* ( , )*(1 ( , ))

( , )* ( , )*(1 ( , )) ( , )* ( , )

Sim d q Sim C q Sim d q Sim d q

Sim C q Sim d q Sim d q Sim d q Sim d q

= − +

− +

� �� � � �

�� � � � � �  

6   Experiment 

The purpose of our experiment was to demonstrate superiority of the proposed hybrid 
method compared to other forms of queries: 1) unstructured queries for text retrieval 
(UG), 2) structured queries specified by the user for metadata retrieval (SQ), and 3) 
automatically constructed  structured queries as proposed in [8] (VQ). The hybrid 
queries proposed by this research retrieve both metadata and text and the similarity 
values are combined to rank the documents. The structured part can come from the 
user or from the system. For SQ, we consider both AND and OR queries where mul-
tiple field specifications are combined with an AND or OR quries, respectively. They 
are referred to as SQ (AND) and SQ (OR). There are two types in VQ: V1 is the case 
where only one best query is used for retrieval whereas V1-5 is the case for using the 
best five structured queries for retrieval and merging the five result sets. 

Experiments were performed on the CITIDEL (Computing and Information Tech-
nology Interactive Digital Educational Library) collection which contains metadata 
from the ACM Digital Library, the DBLP collection, NDLTD-computing (the com-
puting subset of the Networked Digital Library of Theses and Dissertations), and 
other sources – totaling more than 440,000 metadata records. Only a subset of the 
ACM Digital Library, with approximately 98,000 metadata records, was supported by 
Virginia Tech Digital Library Research Lab. Among these metadata, we used only 
39,698 metadata that contain the abstract field. The metadata fields considered in the 
experiment were title, author, publication, and abstract, where publication means the 
name of the conference or journal where the paper was published.  
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All relevant and non-relevant documents returned for each query were used to 
compute precision and recall, and F1 measures. Precision is the percentage of re-
trieved documents that are relevant. Recall is the percentage of all the relevant docu-
ments in the collection. It indicates if the system is able to retrieve all of the relevant 
documents. Finally, F1 combines precision and recall with equal weights and is de-
fined as F1=2PR/(P+R).  

Table 1. Performance 

 UQ SQ(AND) SQ (OR) V1 V1-V5 HQ 

Precision 26.05% 55.08% 50.10% 50.52% 51.05% 54.37% 
Recall 40.72% 39.55% 79.87% 79.79% 80.62% 86.30% 

10-Precision 28.24 65.87 72.50 80.08 82.01 84.12 

F1 30.01 46.29 60.17 60.59 62.51 66.71 

6.1   Comparison Among UQ, SQ, and V1 

As shown in table1, SQ is superior to UQ. This is simply because the queries are 
more suitable for metadata than text. Besides, SQ was constructed by the actual users, 
reflecting their information needs more exactly than UQ. The performance values of 
V1 and SQ are similar because the automatically structured queries in V1 are almost 
identical to the structured queries constructed manually in SQ [8]. 

6.2   Comparison Among SQ, VT1, and V1-V5 

The performance of the V1-V5 case where the top five automatically generated que-
ries were used is better than that of SQ. This is because SQ or V1 retrieves from only 
one field that the user selected or the system selected, but V1-V5 retrieves from at 
least two fields. For example, unstructured queries entered as UQ = <“information 
retrieval”>, SQ or VT1 can be only one structured query among candidate queries 
such as <(title, “information retrieval”)>, <(text, “information retrieval”)>, <(publica-
tion, “information retrieval”)>, <(title, “information”) (text, “retrieval”)>, or <(text, 
“information”) (title, “retrieval”)>.  

6.3   Comparison Between V1-V5 and HQ 

As in Table 1, the performance of HQ that merges results from the best metadata 
fields and text is better than that of V1-V5. Our analysis shows that this is due to the 
shortcomings of the V1-V5 queries and at the same time the strengths of the proposed 
hybrid methods.  

1. Excessively expanded fields in V1-V5 
V1-V5 builds all possible candidate queries and ranks them based on the probabil-

ity of best representing the user’s need. Since the top 5 structured queries are used for 
retrieval, it is entirely possible that one or more of the fields are totally irrelevant to 
the terms used in the original query. For example, if the query entered is UQ = <“in-
formation retrieval”>, <(publication, “information retrieval”)> can be included among 
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the top five structured queries. This may retrieve many irrelevant documents because 
the publication field is likely to contain the term “information” with a high frequency.  

2. Not using the weights of the top 5 structured queries in V1-V5 
Even though V1-V5 adopted the Bayesian network model to calculate the probabil-

ity of generating the top 5 structured queries, the probability values are not used for 
retrieval. When Q1 is the highest ranked query and Q5 is the lowest, they are treated 
equally. Even when the results are combined, their relative merits are not considered. 

On the other hand, HQ, proposed in this paper, has two fields (system selected and 
text fields) or three fields (user selected, system selected, and text fields), so that it 
doesn’t suffer so much from the first problem. Moreover, the relative importance of 
the metadata fields is taken into account when the documents retrieved by different 
fields are merged. 

7   Conclusion and Future Work 

We proposed a new retrieval model for documents containing metadata and text, 
focusing on three ideas: 1) generating automatically structured queries, i.e. choosing 
the right metadata fields for query terms, by calculating their pertinence with the 
similarity between a mega documents containing all the terms in the field across all 
the documents and the query terms, 2) retrieving from both metadata and text fields in 
a complementary manner, and 3) using the pertinence values for the chose metadata 
fields when the retrieval results are merged.  

The proposed method can provide the user with relevant documents even though 
the user specified an inappropriate metadata field. The experiments show that the 
proposed model can provide more relevant items than a previously introduced method 
because it retrieves not only from metadata field, either specified by the user or the 
system, but also from the text field. 

It is very important to decide what metadata fields are searched when a structured 
query is generated. Although the efforts in semantic Web and ontology are trying to 
fill the gap among different metadata, the users do not necessarily understand the 
meaning of the metadata fields fully and may not have enough ideas about which 
fields he needs to search, without knowing the data characteristics. While the pro-
posed model attempts to calculate pertinence of metadata fields for given query terms 
and combine metadata search with text search, more analytic research would be nec-
essary for better understanding of their interplays. 
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Abstract. With the increasing acceptability of interoperability standards like 
Open Archives Initiative protocol for metadata harvesting, it is becoming 
feasible to build federated discovery services which aggregate metadata from 
different digital libraries (data providers) and provide a unified search interface 
to users. Content-based access control is one of the primary requirements of 
data providers. While this concept has been predominant in the research realm, 
practical systems incorporating this concept are rare. In this paper, we propose a 
framework that supports and enforces content-based access policies using 
existing COTS components. We have prototyped the framework by building a 
system using XACML, and a XACML policy engine. The system can also be 
generalized to environments other than digital libraries. 

Keywords: metadata, access control, content management. 

1   Introduction 

With the increasing acceptability of interoperability standards like Open Archives 
Initiative protocol for metadata harvesting, it is becoming feasible to build federated 
discovery services [9, 10]. These services aggregate metadata from different digital 
libraries (data providers) and provide a unified search interface to users. One of the 
primary obstacles that keep data providers from joining the federation is the lack of an 
infrastructure to support content-based access policies. A data provider is more 
willing to share its metadata with a service provider if it can provide content-based 
access control, in addition to the traditional access control (e.g., role-based [14]). 

Our earlier works [2, 3] addressed the basic issues in managing access to a 
federation service that is being accessed by many communities (e.g., educational 
institutions), each having different contracts with different commercial data providers 
(e.g., American Physical Society) to the federation and content-based restriction using 
XACML [12]. In this paper, we propose a framework that supports and enforces 
content-based restrictions and provisional actions defined by data providers for a 
federated digital library.  

Content-based restrictions restrict access to full text or metadata containing 
specific phrases. For example, we can restrict any material containing word nuclear 
from being accessed by a specific user group. In addition, we provide another 



 A Standards-Based Approach for Supporting Dynamic Access Policies 243 

 

important feature relevant for both government and commercial agencies: provisional 
actions. Provisional actions [7] are directives such as auditing of information access 
prior to the granting of access privileges to a user. For example, an administrator may 
require a digital library to send an e-mail prior to providing access to a user from a 
certain organization. It is possible to combine content-based restrictions with 
provisional actions such as “send an e-mail to the data provider if a specific user 
community accesses any of its material containing the word nuclear.” 

This paper elaborates our framework and a prototype implementation to 
incorporate the above two features into a general access management system. While 
the framework is flexible in terms of its modularity and ability to incorporate COTS 
components, the prototype implementation of the framework illustrates how the 
available technologies such as Shibboleth and XACML can actually be employed to 
achieve the goals. The paper is organized as follows. Section 2 summarizes previous 
work in this area. Section 3 describes the proposed framework. In section 4, we 
provide details of our prototype implementation. Section 5 discusses the frameworks 
and the prototype implementation challenges. Finally, section 6 summarizes our 
contributions and discusses future work. In particular, we describe our goals for the 
framework and the flexible framework for access control models in digital libraries to 
include provisional actions and content-based restrictions. 

2   Previous Work 

In this section, we provide background information on Archon a federated digital 
library on which much of our work is based and also discuss previous work in this 
area. 

2.1   Archon: A Distributed Access Management System for Federated Digital 
Library 

In a federated digital library, the aggregator enforces a custodial contract governing 
the relationship between contributors and subscribers using an access manager. 
Archon [11] is an Open Archives Initiative [9] compliant federated digital library with 
an emphasis on physics for the National Science Digital Library (NSDL) [13]. In our 
earlier work [3], we developed an authentication and access control architecture for 
Archon. Archon uses the Dublin Core Metadata standard [5] to store metadata. We 
have used vocabulary from the Dublin Core standard for representing resources and 
vocabulary from EduPerson [6] for representing subject attributes in our preliminary 
‘<subject , resource, action>’ Access Policies, thereby providing a uniform naming 
convention for resources and subject attributes. It also provides a technological 
demonstration of secure federated digital libraries to support authentication at 
authoritative sources. In [2] we have shown how COTS based policy languages can 
be used to represent content-based access control. 

2.2   Content Labeling vs. Content Restrictions as Obligations 

Some of the earlier work on content based authorization models [1] proposes the 
association of “concepts” with digital library. “Concepts” as the name implies are a 
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set of phrases that accurately capture the relevance of a digital object. The association 
of concepts is akin to content-based authorization based on a label value. We believe 
that their approach adds considerable administrative overhead whenever a new digital 
object is introduced. Additionally, it is not favorable for content-based access on pre-
existing digital archives that have not introduced this labeling mechanism. Our 
approach does not require additional labels, and allows for the specification of 
content-based restrictions on the values of any of the meta-data fields or labels. 

2.3   Embedding Access Control Information Within Digital Objects vs. External  
        Representation 

Some systems such as [8] wrap a digital object (e.g., multimedia objects) with 
authorization information. Although such an association allows for fine-grained 
access to parts of a digital object, the association remains static. Hence, it is not 
possible to include content-based access control using this method. Additionally, the 
model also does not permit provisional actions. In our work, we employ external 
representation of authorization information to facilitate more flexible authorization as 
well as accommodate content based restrictions. 

3   Proposed Access Enforcement Framework 

As mentioned in the introduction, the primary contribution of this paper is a flexible 
framework for access management in federated digital libraries. In particular, the 
objectives for the framework are as follows. 

1. Provide a modular framework for the enforcement of content-based access 
control with provisional actions. 

2. Facilitate content based access control in digital libraries without any 
fundamental changes to the submission, dissemination and preservation process 
of digital collections. 

In our framework (figure 1), we enforce content based access restrictions and 
provisional actions without additional infrastructure or tools, beyond what may be 
used for access control on metadata fields. We have incorporated content-based 
restrictions and the provisional actions at two points: the Policy Decision Point (PDP) 
and Policy Enforcement modules (PEP). The framework is described in terms of 
interactions (1-15) among different components. The access requestor receives the 
user’s request via the gateway in any (or among a set of) domain dependent formats 
(1). Upon receiving the request, the access requestor fetches the policies required for 
access evaluation and the necessary information required for request construction 
from the resource and access policy directory (2). Then, the access requestor submits 
the relevant policies and the requests to the PDP (3). The PDP evaluates the requests 
against the policies, and provides responses to the access decision handler (4). The 
access decision handler constructs an access token to store the compendium of the 
access decisions and invokes the pre-query provisional action fulfiller, the query 
builder, and the post query provisional action fulfiller to implement content  
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independent provisional actions, fetch content from the digital library and implement 
content based provisional actions (5-13). Finally the access decision handler passes 
the fetched content and the access token to a user interface filter that renders the 
content based on the access decisions in the access token (14,15). 

Our framework modularizes the Policy Enforcement Point and establishes clear 
interfaces with the PDP, the resource directories, the information repository 
(database) and other tools required for provisional actions. This modular architecture 
allows for changes in the modules and also the exclusion of modules as and when user 
requirements change with minimum impact. For example, if user’s attributes are 
received in a different format, the access requestor is the only module that needs to be 
changed. Similarly, if the domain of the resources and the permitted actions change, 
the Access-Requestor needs only to interact with a different Resource and Access 
policy Directory. The Pre and Post-Query Provisional Action fulfiller can be excluded 
if the access control system does not require provisional actions. The Post-Query 
Provisional action fulfiller can be excluded if there aren’t any provisional actions that 
depend upon the contents of the information fetched from the database. A separate 
Query Builder isolates data-base connection handling and access in a separate 
module, hence, allowing for queries to be optimized for various databases (the system 
uses JDBC to connect to an oracle database, and hence is considered database 
independent as long the database understand the SQL standard,). Additionally a 
separate User-Interface handler provides for the separation between access-
evaluation, storage mechanism and information presentation. 
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4   Implementation 

The current implementation of the proposed framework is primarily based on three 
components: (a) OAI-PMH based Archon [12] (b) the Shibboleth framework [4] to 
provide secure remote authentication and transport of authenticated information, and 
(c) XACML to specify access control rules. In the rest of the section we elaborate on 
the specification and enforcement of content restrictions and provisional actions 
(using XACML), the implementation of the access enforcer, and how the adoption of 
a standards-based tool for specification (e.g., XACML) has influenced our design of 
the access enforcer. 

4.1   Implementing Content-Based Restrictions and Provisional Actions 

We have used XACML’s obligation feature (element) for specifying content 
restrictions and provisional actions. In the current implementation, we have limited 
content-based restrictions to metadata fields only. For example, students from a 
particular subscribing institution are restricted from viewing records with (i) a 
“description” metadata field containing phrases “nuclear weapon” and/or “anthrax” 
and (ii) a “subject” field containing the phrase “WMD.”  

In XACML, obligations are used to provide directives to the enforcer. Each 
obligation in a Policy element can be associated with a “Permit” or “Deny” decision. 
If an obligation accompanies a “Permit” decision for a particular access request, then 
the XACML semantics state that all obligations must be fulfilled prior to the 
enforcement of the “Permit” decision (by the Policy Enforcement Point or PEP, 
referred here as the enforcer). We use this feature for expressing content restrictions. 
Hence, if obligations specify content restrictions for a “Permit” decision, then it must 
be enforced by the PEP. In this context, obligations provide a content filter that is 
used by the PEP to restrict data to users. 

We can also use the obligation feature to express provisional actions. For example, 
if a contributor (or digital data owner) wishes to know the request pattern for a certain 
subset of its subscribers, it would not be possible for a web server’s native log 
mechanism to provide such fine grained conditional logging. Expressing such 
provisional actions through access policies eliminates the need for rewriting the 
enforcement code at the data aggregator (e.g., Archon) in a procedural language. This 
flexibility reduces the necessity of frequent changes to the source code and 
redeployment. 

4.2   Content-Based Restrictions in XACML: An Illustration 

Figure 2 shows an obligation element that encodes content restrictions. Here we 
assume the scenario of a subscribing academic institution with faculty and student 
roles. The obligation element is placed in a Policy element that encodes rules for the 
student from the chosen subscribing institution.  

The responsibility is on the enforcer to interpret the contents of the obligation 
element and take the appropriate actions. As the vocabulary of the ObligationId 
and AttributeAssignment attribute values are not standards based, it is 
important that people responsible for coding the policy enforcer and the  policy editor 
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agree upon the syntax and the semantics of the various directives listed in the 
obligations. In the absence of such cooperation, the enforcer would not understand the 
obligation(s) and hence would not be able to provide any access privileges (based on 
XACML guidelines) to the user. It should be noted that this example can lead to 
“false positives,” for example, a content restriction string If multiple phrases need to 
be specified for content restrictions in each metadata field, they are separated by a 
colon (e.g., nuclear:anthrax). As this obligation is encoded to be fulfilled on a permit 
decision, the policy engine returns the entire obligation as is to the enforcer (PEP). 
This obligation is translated into a SQL statement below to ensure that only the 
required information is fetched from the database. XACML snippets are agreed upon 
by the enforcer and the policy specifier. In the example, the obligation with 
obligationId “content-restrictions” states the following: “Whenever a (student role) 
user’s request is permitted (e.g., permission to read metadata), the user may not see 
records that contain nuclear or anthrax in the description field. 

  SELECT <permitted column list indicating metadata names> 
  FROM <database table> 
  WHERE (description NOT LIKE (%nuclear%) 
  OR description NOT LIKE (%anthrax%))  

However, this method may have unintended consequences of excluding valid 
material. If the phrase “nuclear” was intended to hide digital objects that contain 
“nuclear bomb” or “nuclear device” may also hide digital objects that contain phrases 
like “nuclear family”. We are currently working towards a method that allows for the 
specification of regular expressions, so that a trained security administrator, using a 
visual editor, can accurately define content-restriction phrases thereby reducing the 
occurrence of such false positives. 

4.3   Provisional Actions: An Example 

In the XACML implementation for our system, all content based provisional actions 
are characterized as either “pre-query” or “post-query” using the obligationId.  

The snippet in Figure 3 encodes a pre-query provisional “pre_query_audit”, which 
mandates that the policy enforcer log the time and the role, or identity if available of 
the requesting user, and a “post_query_email” which mandates that an e-mail be sent 
to dlib-admin@cs.odu.edu if the “description” metadata field of contents fetched from 

  <Policy> 
    …. 
   <Obligations> 
     <Obligation ObligationId="content_restrictions"  

 FulfillOn="Permit"> 
<AttributeAssignment AttributeId="description" 

DataType="http://www.w3.org/2001/XMLSchema#string"> 
nuclear:anthrax</AttributeAssignment></Obligation> 

     </Obligations>  
   </Policy> 

            Fig. 2. Content Restrictions in XACML 
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the database have the phrase “particle physics” in them. The policy evaluator 
responds with the obligations only if the request is permitted. This requirement is 
stated in the FulfillOn attribute of the obligation. 

 
 

 

 
 
 
 
 
 
 
 
 
 
 

 
 

 

 
 

4.4   Formal Specification of Content-Based Access Control with Provisional 
Actions 

Content restrictions have the effect of hiding the entire digital object for which the 
content restriction rule satisfies. Label or metadata based restrictions have the effect 
of hiding only the label or metadata, and applies to all digital objects being retrieved. 

Content based access control: (credentials, labels1, privilege, +) ^ (credentials, 
label2, restriction-phrase, -) 

A user with attributes ‘credentials’ is granted the privilege (currently a read 
permission) on the labels1 of those digital objects which do not have the phrases 
specified as ‘restriction-phase’ in label2. The ‘ ’ indicates that content-restrictions can 
be specified on different labels of a digital object. 

Content based provisional actions: (credentials, labels1, privilege, [+ or -]) ^ 
(credentials, label2, restriction-phrase, pa) 

A user with attributes ‘credentials’ is granted or denied the privilege (currently a 
read permission) on the labels1 of digital objects, and if the digital objects contain the 
phrases specified in ‘restriction-phase’ for label2, the provisional actions ‘pa’ must be 
implemented. The ‘ ’ indicates that content-restrictions can be specified on different 
labels of a digital object. Although most previous instances of the “credentials” in this 

  <Policy> 
    …. 
   <Obligations> 
      <Obligation ObligationId="pre_query_audit" FulfillOn="Permit"> 

<AttributeAssignment AttributeId="time"   
 DataType="http://www.w3.org/2001/XMLSchema#string">

  
 CURRENT_TIMESTAMP</AttributeAssignment> 

<AttributeAssignment AttributeId="subject" 
 DataType="http://www.w3.org/2001/XMLSchema#string"> 
 role:identity</AttributeAssignment></Obligation> 

     <Obligation ObligationId="post_query_email" FulfillOn="Permit"> 
<AttributeAssignment AttributeId="content_description" 

 DataType="http://www.w3.org/2001/XMLSchema#string"> 
particle physics</AttributeAssignment> 

<AttributeAssignment AttributeId="emailto"   
 DataType="http://www.w3.org/2001/XMLSchema#string"> 

dlib-admin@cs.odu.edu</AttributeAssignment> 
<AttributeAssignment AttributeId="static body" 

 DataType="http://www.w3.org/2001/XMLSchema#string"> 
  Accessing flagged records.</AttributeAssignment> 
 </Obligation> 

     </Obligations>  
   </Policy> 

 

Fig. 3. Content-based Provisional actions in XACML 
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paper refer to user’s role in his home (also subscribing) organization, the XACML 
specification allows any number of attributes of the user including user ID, age, time 
or location of access, etc. Using XACML provides our implementation with the 
capability to easily extend the complexity of the access rules. In our system, the 
XACML policy specifies the role-privilege mapping. The user-role mapping is 
performed at the home organization of the user and the mapping is honored by the 
policy enforcer at the aggregator. 

4.5    Management of Access Policies 

As specified earlier, a contributor has a contractual agreement with subscribers, 
thereby enabling selected personnel from the subscribing institutions to have access to 
the contributor’s content (hosted by Archon). Archon provides the contributor with a 
“Policy Editor” tool to manage access policies for end-user roles of its subscribing 
institutions. The matrix format [15] shown in figure 4 is among the most widely used 
access models and visual representation method to specify access control as it allows 
for only consistent rules to be specified. XACML per se does allow inconsistent rules 
to be formulated. As we have demonstrated already in [3], this form of policy 
specification can be automatically translated into XACML and is extremely easy to 
use by non-technical people.  

Figure 4 is a scaled-down version (contains fewer services and metadata, and end 
user roles than the test bed) of the policy editor we have developed for our system. 
Figure 4 shows the access policy of the contributor APS for faculty of the subscribing 
institution ODU. A selected check box indicates the metadata or the services is 
permitted for the specific end user role. The checked items are listed as resources in  
 

 
 
 Fig. 4. Access Policy Editor 
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an XACML rule and each permitted resource is accessed from the database by 
including the corresponding column name in the SQL query shown earlier. The 
content restrictions are applied to the description and subject metadata fields and are 
specified as colon separated phrases. The content administrator manages XACML 
access policies through this simple point-and-click editor that enforces the 
specification of consistent access policies. 

5   Discussion 

As we have adopted a standards-based approach to implement access control, we have 
been limited by several constraints of the standards. This section describes some of 
the complexities of our implementation due to our choice of XACML for access 
specification. XACML specifies a schema for specifying requests to the policy 
decision point and for responses when the policy decision point responds with its 
decision. The schema of the request format constrains each XACML request to 
encapsulate only one resource element and only one action element. The 
schema of the response context contains a single decision element that specifies 
whether the request was permitted or denied. This request specification format 
introduced several limitations in our system. 

5.1   Number of Interactions Between Policy Enforcer and Policy Decision Point 

End users can have different sets of permissions on the resources provided by 
different contributors; hence, multiple requests are required to compose the 
compendium of access privileges. If the number of resources provided by a 
contributor is O(K), the number of requests, evaluations and responses that are 
required to construct a compendium of the end-users access privilege on resources of 
one contributor is O(K). The number of requests would be larger if there were more 
than one permissible action on the resource. This would have introduced another 
multiplicative factor in the number of requests (and hence evaluations). We believe 
that this constraint of XACML would induce substantial delays in high-transaction 
digital libraries. 

5.2   Changing Formats 

Due to the current XACML request format, it was necessary for the policy enforcer to 
translate user assertions available as HTTP request parameters into XACML context 
requests. To compose each XACML request, the policy enforcer embeds the user 
credentials and a resource identifier, which is mutable, within the immutable 
constructs required for an XACML request context. Although simple in design 
because of the assumptions that were made, the composition of XACML requests and 
subsequent processing of XACML responses is a computational overhead. 

6   Conclusions and Future Work 

Access control for digital libraries currently is rather primitive due to the fact that 
most large digital libraries are solitary, proprietary systems that do not interoperate 
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and are only available to the user community managed by each digital library. To 
provide a seamless access to many digital libraries simultaneously, a more 
sophisticated security model is needed. We have provided in this paper a framework 
that we have implemented that provides a sophisticated access paradigm to distributed 
user groups for distributed digital libraries at no noticeable cost to the user in terms of 
response time. By using declarative languages such as XACML we can make changes 
in policies effective immediately and minimize the cost of changing enforcement code 
at the resource (typically a federation service). Enforcement actions that need to be 
written into the source code of the resource are restricted to two places: the 
presentation layer and the query construction modules. All decision making as to 
access permissions are made by a standard XACML policy engine.  

Currently, we are investigating the possibility of incorporating the role-based 
access control on hierarchical roles and subjects using declarative languages like 
XACML. We are also investigating the usage of a canonical set of subject attributes 
in government and commercial organizations to broaden the usage of our work. 
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Abstract. Algorithms designed to support users in retrieving relevant
information base their relevance computations on user profiles, in which
representations of the users interests are maintained. This paper focuses
on the use of supervised machine learning techniques to induce user pro-
files for Intelligent Information Access. The access must be personalized
by profiles allowing users to retrieve information on the basis of con-
ceptual content. To address this issue, we propose a method to learn
sense-based user profiles based on WordNet, a lexical database.

Keywords: personalization, information retrieval, text categorization,
word sense disambiguation, WordNet.

1 Introduction

Personalization is an important method for digital libraries to take a more active
role in dynamically tailoring its information and service offer to individuals [2].
Novel solutions for personalized information access exploit machine learning al-
gorithms to induce a structured model of a user’s interests, referred to as user
profile, from text documents. These methods require users to label documents
by assigning a relevance score and automatically infer profiles exploited in the
filtering/retrieval process. A crucial issue is that keywords are rarely an ap-
propriate way of locating the information a user is interested into due to the
well-known problems of polysemy and synonymy. Due to synonymy, relevant in-
formation might be missed if the profile does not contain the exact keywords
occurring in the documents, while wrong documents might be deemed as rele-
vant because of the occurrence of words with multiple meanings. These problems
call for methods able to learn semantic profiles that capture concepts represent-
ing user interests from relevant documents. In semantic profiles, keywords will
be replaced with their meanings, defined in lexicons or ontologies. We propose a
strategy to induce semantic user profiles from documents represented by features
generated using WordNet [9] as a reference lexicon. The paper is organized as
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follows: after introducing in Section 2 the task of learning user profiles as a text
categorization problem, in Section 3 we present the probabilistic approach we
adopted to accomplish this task. Section 4 proposes a WordNet-based document
representation and describes how this representation could be exploited to learn
semantic user profiles, whose effectiveness is evaluated in Section 5 through some
experiments. Conclusions and future work are drawn in Section 6.

2 Learning User Profiles as a Text Categorization
Problem

The content-based approach to Information Filtering [5] generally involves the
application of Machine Learning techniques able to generate a user profile, based
on information that has been previously labeled by the user. As domains in In-
formation Filtering are primarily textual in nature, the Machine Learning tech-
niques generally used are those well-suited for text categorization (TC) [15].
These approaches automatically build a text classifier by learning, from a set of
training documents - documents labeled with the categories they belongs to -
the features of the categories. We consider the problem of learning user profiles
as a binary TC task: each document has to be classified as interesting or not
with respect to the user preferences:the set of categories is restricted to c+, that
represents the positive class (user-likes), and c− the negative one (user-dislikes).
In this paper, we present a content-based profiling system named ITem Recom-
mender (ITR), able to induce user profiles as näıve Bayesian classifiers [10].

2.1 Document Representation

The representation that dominates the text classification literature is known as
bag of words (BOW). In this approach each feature corresponds to a single word
found in the training set. In the experiments conducted with ITR, items to be
suggested to users are movies. Each information item (a movie description) is
represented by a set of slots, where each slot is a textual field corresponding to
a specific feature of the item. The slots that represent a movie are: title, cast,
director, summary, a short text that presents the main points of the narration;
keywords, a list of words describing the main topics of the movie. Each instance,
i.e. a document used in the training set or a new document to be classified, is
represented by five BOWs, one for each slot, by taking into account the occur-
rences of words in the original text. This strategy, that considers separately the
occurrences of a word in the slots in which it appears, was adopted in an attempt
to catch, in a more effective way, the informative power of a word in a document.
The BOWs of the items have been obtained by applying common preprocessing
steps to the original documents: tokenization, elimination of common English
stop words, stemming [12]. In section 4, we extend the classical BOW model to
a model in which the senses corresponding to the words in the documents are
considered as features. This sense-based model will be exploited by the learning
algorithm in an attempt to produce user profiles able to catch topics users are
really interested into.
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2.2 Related Work

Syskill & Webert [11] is an agent that learns a user profile used to identify in-
teresting Web pages. The learning process is conducted by using algorithms like
Bayesian classifiers, a nearest neighbor algorithm and a decision tree learner. In
ifWeb [1], that supports users in document searching, user profiles are stored in
form of weighted semantic network, that represents terms and their context by
linking nodes (words) with arcs representing co-occurrences in some documents.
SiteIF [6] exploits a sense-based representation to build a user profile as a seman-
tic network whose nodes represent senses of the words in documents requested
by the user. Several methods have been proposed for integrating lexical infor-
mation to training documents for text categorization. In [13], WordNet is used
to enhance neural network learning algorithms. This approach only made use of
synonymy and involved a manual word sense disambiguation step, whereas our
approach uses synonymy and hypernymy and is completely automatic. Scott and
Matwin [14] proposed to include WordNet information at the feature level, by
expanding each word in the training set with all the synonyms extracted from
WordNet for it, including those available for each sense in order to avoid a word
sense disambiguation process. This approach has shown a decrease of effective-
ness in the classifier obtained, mostly due to the word ambiguity problem.

3 A Näıve Bayes Method for User Profiling

Näıve Bayes is a probabilistic approach to inductive learning. The learned prob-
abilistic model estimates the a posteriori probability, P (cj |di), of document di

belonging to class cj. This estimation is based on the a priori probability, P (cj),
i.e. the probability of observing a document in class cj , P (di|cj), that is the
probability of observing document di given cj , and P (di), the probability of
observing the instance di at all. Using these probabilities, Bayesian classifiers
apply Bayes theorem to calculate P (cj |di). To classify a document di, the class
with the highest probability is selected. As a working model for the näıve Bayes
classifier, we use the multinomial event model [8]:

P (cj |di) = P (cj)
∏

w∈Vdi

P (tk|cj)N(di,tk) (1)

where N(di, tk) is defined as the number of times word or token tk appeared in
document di. Notice that rather than getting the product of all distinct words
in the corpus, V , we only use the subset of the vocabulary, Vdi , containing the
words that appear in the document di. A key step in implementing näıve Bayes
is estimating the word probabilities P (tk|cj). We use Witten-Bell smoothing [16]
that sets P (tk|cj) as follows:

P (tk|cj) =

{ N(tk,cj)
Vcj

+ i N(ti,cj)
if N(tk, cj) �= 0

V
Vcj

+ i N(ti,cj)
1

V −Vcj
if N(tk, cj) = 0

(2)
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where N(tk, cj) is the count of the number of times tk occurs in the training
data for class cj , and |Vcj | is the total number of unique words in class cj . ITR
implements the above described method to classify documents as interesting or
uninteresting for a particular user.

The documents used to train the system belong to a collection of movie
descriptions. Ratings on these documents were obtained from the EachMovie
dataset, in which ratings from 72,916 users were recorded on a discrete scale
from 0 to 5 (see Section 5 for a detailed description of the dataset). An instance
labeled with a rating r, 0 ≤ r ≤ 2, belongs to class c− (user-dislikes); if 3 ≤ r ≤ 5
then the instance belongs to class c+ (user-likes). Each rating r was normalized
to obtain values ranging between 0 and 1:

wi
+ =

r − 1
MAX − 1

; wi
− = 1 − wi

+ (3)

where MAX is the maximum rating that can be assigned to an instance. In order
to apply equations in (3), the rating scale has been shifted in the range 1-6.

In the collection, movies are grouped by genre (categories). ITR learns a
profile of the movies preferred by a user in a specific category. Thus, given a user
u and a set of rated movies in a specific category of interest, the system learns a
profile able to recognize movies liked by u in that category. Since each instance
is encoded as a vector of documents, one for each BOW, Equation (1) becomes:

P (cj |di) =
P (cj)
P (di)

|S|∏
m=1

|bim|∏
k=1

P (tk|cj , sm)nkim (4)

where S= {s1, s2, . . . , s|S|} is the set of slots, bim is the BOW in the slot sm

of the instance di, nkim is the number of occurrences of the token tk in bim.
To calculate (4), we only need to estimate P (cj) and P (tk|cj , sm). The weights
in (3) are used for weighting the occurrences of a word in a document and to
estimate the probability terms from the training set TR. The prior probabilities
of the classes are computed according to the following equation:

P̂ (cj) =

|TR|∑
i=1

wi
j + 1

|TR| + 2
(5)

Witten-Bell estimates in (2) have been modified by taking into account that
documents are structured into slots and that word occurrences are weighted
using weights in equation (3):

P (tk|cj , sm) =

{ N(tk,cj ,sm)
Vcj

+ i N(ti,cj,sm) if N(tk, cj , sm) �= 0
V

Vcj
+ i N(ti,cj,sm)

1
V −Vcj

if N(tk, cj , sm) = 0
(6)

where N(tk, cj, sm) is the count of the weighted occurrences of the word tk in
the training data for class cj in the slot sm, Vcj is the total number of unique
words in class cj , and V is the total number of unique words across all classes.
N(tk, cj , sm) is computed as follows:
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N(tk, cj , sm) =
|TR|∑
i=1

wi
jnkim (7)

In (7), nkim is the number of occurrences of the term tk in the slot sm of the
ith instance. The sum of all N(tk, cj , sm) in the denominator of equation (6)
denotes the total weighted length of the slot sm in the class cj. In other words,
P̂ (tk|cj , sm) is estimated as a ratio between the weighted occurrences of the
term tk in slot sm of class cj and the total weighted length of the slot. The
final outcome of the learning process is a probabilistic model used to classify a
new instance in the class c+ or c−. The model can be used to build a personal
profile that includes those words that turn out to be most indicative of the user’s
preferences, according to the value of the conditional probabilities in (6).

4 WordNet-Based User Profiles

In the classical bag of words (BOW) model, each feature corresponds to a single
word in the training set. We propose a bag of synsets model (BOS) in which a
synset vector corresponds to a document instead of a word vector. This model is
used as a starting point to build semantic user profiles taking into account the
senses of the words contained in the training documents. The task of word sense
disambiguation (WSD) consists in determining which of the senses of an ambigu-
ous word is invoked in a particular use of the word [7]. As for sense repository we
have adopted WordNet (version 1.7.1), a large freely available lexical database
for English, commonly used within the computational linguistics community.
Nouns, verbs, adjectives and adverbs are organized into synsets (synonym sets),
each representing one underlying lexical concept. Synsets are linked by different
semantic relations and organized in hierarchies. The main advantage of the BOS
model is that synonym words can contribute to the user profile definition by
referring to the same concept. Moreover, the use of a WSD procedure reduces
classification errors due to ambiguous words, and consequently allows a better
precision in the user model construction.

4.1 A WordNet-Based Strategy for Word Sense Disambiguation

We propose a WSD strategy based on the idea that semantic similarity between
synsets a and b is inversely proportional to the distance between them in the
WordNet is-a hierarchy, measured by the number of nodes in the path from
a to b [4]. The path length similarity, computed by the function SinSim(a,b)
is used to associate the proper synset to a polysemous word w. SinSim(a,b)=
−log(Np/2D), where Np is the number of nodes in path p from a to b, D is
the maximum depth of the taxonomy (in WordNet 1.7.1 D = 16) [4]. Measures
based on path length suffer from the differences in depth found in various parts
of the taxonomy, but it was difficult to adopt other measures, like those based
on corpus frequencies because of the reduced dimensions of training data. This
is an inherent problem in learning user profiles. Thus, we adopted an approach
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exclusively based on the knowledge coming from WordNet. Let S be the set of
all candidate synsets for w and C the context of w, that is the window of all
words that surround w with a fixed radius. The strategy first builds T , the set of
all synsets of the word forms in C with the same part-of-speech as w, and then
computes the semantic similarity scoreih between each synset si in S and each
synset sh in T . The synset s associated to w is the si with the highest similarity
scoreih. Each document is mapped into a list of WordNet synsets following three
steps: 1) each monosemous word w in a slot of a document d is mapped into
the corresponding WordNet synset; 2) for each couple of words 〈noun,noun〉 or
〈adjective,noun〉, a search in WordNet is made to verify if at least one synset
exists for the bigram 〈w1, w2〉. In the positive case, algorithm 1 is applied on the
bigram, otherwise it is applied separately on w1 and w2, using all words in the

Algorithm 1. The WordNet-based WSD algorithm
1: procedure WSD(w, d) � find the proper synset of a polysemous word w in d
2: C ← {w1, ..., wn} � C is the context of w. For example,

C = {w1, w2, w3, w4} is a window with radius=2, if the sequence of words
{w1, w2, w, w3, w4} appears in d

3: S ← {s1, ...sk} � S is the set of all candidate synsets for w
4: s ← null � s is the synset to be returned
5: score ← 0 � score is a similarity score assigned to s
6: T ← ∅ � T is the set of all candidate synsets for all words in C
7: for j ← 1, n do
8: if POS(wj) = POS(w) then � POS(x) is the part-of-speech of x
9: Sj ← {sj1, ...sjm} � Sj is the set of m possible senses for wj

10: T ← T ∪ Sj

11: end if
12: end for
13: for i ← 1, k do
14: for all sh ∈ T do
15: scoreih ← SinSim(si, sh) � computing similarity scores between si

and every synset sh ∈ T
16: if scoreih ≥ score then
17: score ← scoreih

18: s ← si � s is the synset si ∈ S with the highest similarity score
with the synsets in T

19: end if
20: end for
21: end for
22: return s
23: end procedure
24: function SinSim(a, b) � The similarity of the synsets a and b
25: Np ←the number of nodes in path p from a to b
26: D ←maximum depth of the taxonomy � In WordNet 1.7.1 D = 16
27: r ← −log(Np/2D)
28: return r
29: end function



Exploiting Lexical Knowledge in Learning User Profiles 259

slot as the context C of w; 3) each polysemous unigram w is disambiguated by
algorithm 1, using all words in the slot as the context C of w.

4.2 Using Synsets to Represent Documents and Profiles

Algorithm 1 was used to represent documents in the EachMovie dataset1 ac-
cording to the new model, that we call “bag-of-synsets” (BOS): the final repre-
sentation of a document consists of a list of WordNet synsets recognized from
the words in the document. As reported in section 2.1, a movie description is
composed of 5 slots. Each slot is processed separately and the occurrences of the
synsets (instead of words) are computed. For example, if the words “artificial”
and “intelligence” occur in the same slot of a document, in the corresponding
BOW we count one occurrence for each word; in the BOS, we count only one
occurrence of the synset “{05766061} artificial intelligence, AI – (the
branch of computer science that deal with...)”. A clear advantage of
BOS regards synonyms. For example, if the words “processor” and “CPU” ap-
pear in the same slot of a document, in the corresponding BOW we count one
occurrence for each word, even if they refer to the same concept; in the BOS, we
count two occurrences of the synset “{02888449} central processing unit,
CPU, C.P.U., central processor, processor, mainframe – ((computer
science) the part of a computer (a microprocessor chip) that does
most of the data processing...)”. ITR has been adapted in order to deal
with the BOS document representation model; however, the learning method
has not been modified. The final goal of our investigation is to compare the re-
sults of word-based and synset-based user profiles, then we do not modify the
structure of the profiles and the learning mechanisms proposed in section 3: the
estimates of the probabilities are the same as in the word-based version of the
system. The difference with respect to word-based profiles is that synset unique
identifiers are used instead of words.

5 Experimental Sessions

The goal of the evaluation is to estimate if the BOS version of ITR improves the
performance with respect to the BOW one. Experiments were carried out on a
collection of 1, 628 textual descriptions of movies rated by 72, 916 real users, the
EachMovie dataset. Movies are rated on a 6-point scale mapped linearly to the
interval [0,1]. The content of each movie was collected from the Internet Movie
Database 2 by a crawler. Tokenization, stopword elimination and stemming have
been applied to obtain the BOW. Documents indexed by the BOS model have
been processed by tokenization, stopword elimination, lemmatization and WSD.
Movies are categorized into different genres. For each genre or category, a set of
100 users was randomly selected among users that rated n items, 30 ≤ n ≤ 100
in that movie category (only for genre ‘animation’, the number of users that
1 http://www.research.compaq.com/SRC/
2 IMDb, http://www.imdb.com
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Table 1. 10 ‘Genre’ datasets obtained from the original EachMovie dataset

Id Genre Genre Rated Movies % POS % NEG
1 Action 4,474 72.05 27.95
2 Animation 1,103 56.67 43.33
3 Art Foreign 4,246 76.21 23.79
4 Classic 5,026 91.73 8.27
5 Comedy 4,714 63.46 36.54
6 Drama 4,880 76.24 23.76
7 Family 3,808 63.71 36.29
8 Horror 3,631 59.89 40.11
9 Romance 3,707 72.97 27.03
10 Thriller 3,709 71.94 28.06

39,298 71.84 28.16

rated n movies was 33, due to the low number of movies if that genre). For each
category, a dataset of at least 3000 triples (user,movie,rating) was obtained (at
least 990 for ‘animation’). Table 1 summarizes the data used for experiments.
Documents have been disambiguated using Algorithm 1, obtaining a feature re-
duction of 38% (172, 296 words vs. 107, 990 synsets). This is mainly due to the
fact that bigrams are represented using only one synset and that synonym words
are represented by the same synset. Classification effectiveness was evaluated
by the classical measures precision, recall and F-measure [15]. We adopted the
Normalized Distance-based Performance Measure (NDPM) [17] to measure the
distance between the ranking imposed on items by the user ratings and the rank-
ing predicted by ITR, that ranks items according to the a-posteriori probability
of the class likes. Values range from 0 (agreement) to 1 (disagreement). In the
experiments, a movie is considered as relevant by a user if the rating is greater
or equal than 3, while ITR considers an item as relevant if P (c+|di) ≥ 0.5,
calculated as in equation (4). We executed one experiment for each user. Each

Table 2. Performance of the two versions of ITR on 10 different datasets

Precision Recall F1 NDPM
Id Genre ITR ITR ITR ITR ITR ITR ITR ITR

BOW BOS BOW BOS BOW BOS BOW BOS

1 0.70 0.74 0.83 0.89 0.76 0.80 0.45 0.45
2 0.51 0.57 0.62 0.70 0.54 0.61 0.41 0.39
3 0.76 0.86 0.84 0.96 0.79 0.91 0.45 0.45
4 0.92 0.93 0.99 0.99 0.96 0.96 0.48 0.48
5 0.56 0.67 0.66 0.80 0.59 0.72 0.46 0.46
6 0.75 0.78 0.89 0.92 0.81 0.84 0.46 0.45
7 0.58 0.73 0.67 0.83 0.71 0.79 0.42 0.42
8 0.53 0.72 0.65 0.89 0.58 0.79 0.41 0.43
9 0.70 0.77 0.83 0.91 0.75 0.83 0.49 0.49
10 0.71 0.75 0.86 0.91 0.77 0.81 0.48 0.48

Mean 0.67 0.75 0.78 0.88 0.73 0.81 0.45 0.45
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experiment consisted in 1) selecting the ratings of the user and the content of
the movies rated by that user; 2) splitting the selected data into a training set
Tr and a test set Ts ; 3) using Tr for learning the corresponding user profile; 4)
evaluating the predictive accuracy of the induced profile on Ts, using the afore-
mentioned measures. The methodology adopted for obtaining Tr and Ts was
the 10-fold cross validation. [10]. The results of the comparison between the pro-
files obtained from documents represented using the two indexing approaches,
namely BOW and BOS, are reported in Table 2. We can notice a significant
improvement both in precision (+8%) and recall (+10%). The BOS model out-
performs the BOW model specifically on datasets 5 (+11% of precision, +14%
of recall), 7 (+15% of precision, +16% of recall), 8 (+19% of precision, +24% of
recall). Only on dataset 4 (Classic) we have not observed any improvement. This
could be an indication that the improved results depend on the balanced distri-
bution of positive and negative examples in the dataset (see Table 1). NDPM has
not been improved, but it remains acceptable. A Wilcoxon signed ranked test,
requiring a significance level p < 0.05, has been performed in order to validate
these results. We considered each dataset as a single trial for the test. Thus, 10
trials have been executed. The test confirmed that there is a statistically signif-
icant difference in favor of the BOS model with respect to the BOS model as
regards precision, recall and F-measure, and that the two models are equivalent
in defining the ranking of the preferred movies with respect to the score for the
class “likes”.

6 Conclusions

We presented a system exploiting a Bayesian learning method to induce semantic
user profiles from documents represented using WordNet synsets. Our hypothesis
is that replacing words with synsets in the indexing phase produces a more
accurate document representation that could be successfully used by learning
algorithms to infer more accurate user profiles. This hypothesis is confirmed by
the experiments and can be explained by the fact that synset-based classification
allows the preference of documents with a high degree of semantic coherence,
not guaranteed in case of word-based classification. As a future work, we plan
to exploit the WordNet hierarchy to introduce generalization in the learning
process not only in the document indexing process. We plan also to compare the
classification accuracy of synset-based profiles with that of other methods such
as support vector machines and techniques that replace words by “topics” [3].
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Abstract. Due to the quantity and the diversity involved in e-government 
presentations and operations, traditional approaches to web site information 
management have been found to be rather inefficient in time and cost.  
Consequently, the necessity of establishing a government knowledge 
management system, so as to speed up information lookups, sharing, and 
linkups, naturally arises.  Moreover, this knowledge management system would 
in turn enhance e-government effectiveness as it helps to store and transmit 
information, be it explicit or implicit in nature. The first step in creating this 
knowledge management system is to build up the government ontology and 
thesaurus. Upon the completion of the ontology and thesaurus needed, semantic 
searching can be conducted, which in turn kickstarts other mechanisms required 
for effective information management. 
    Our research team has been commissioned by the Executive Yuan of Taiwan 
to establish the draft of government ontology and thesaurus and to design a 
framework for multiple-layered information management systems upon which 
the ontology and thesaurus can be constructed. The goal of this paper is to 
present the government ontology and thesaurus which our research team has 
come up with as well as the related infrastructure and function of the multiple-
layered information management system.  

Keywords: government ontology; government thesaurus; ontology editor; 
semantic interoperability; knowledge management. 

1   Introduction 

The number of web sites of Taiwan government increased quickly in recent years, 
which made Taiwan a popular e-government country. Due to the quantity and the 
diversity involved in e-government presentations and operations, traditional 
approaches to web sites information management have been found to be rather 
inefficient in time and cost.  Consequently, the desire to speed up information lookup, 
sharing, and linkup created a need to establish a government knowledge management 
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system.  Moreover, a knowledge management system would in turn enhance e-
government effectiveness as it helps to store and transmit information, be it explicit or 
implicit in nature. The first step in creating this knowledge management system is 
building up the government ontology and thesaurus. Upon the completion of the 
ontology and thesaurus needed, semantic searching can begin to function properly, 
which in turn would kickstart mechanisms required for effective information 
management. Three major issues in creating the ontology and thesaurus were 
analyzed and are as follows: 

1. Extend construction and processing level of government web site information 
Most government information is presented in the form of web pages, with one web 

page devoted to each topic.  However, the high number of web pages complicates 
management of pages and maintenance of topic crosslinking. A better way to 
efficiently manage government information is to use a database for data storage, a 
high performance search engine for query processing, and a dynamic catalog system 
for subject browsing. 
2. Enhance classification efficiency by using ontology and thesaurus information 

Automatic information classification plays an important role in both information 
retrieval systems and subject catalog systems. A high-quality web site should provide 
multiple ways for information retrieval and browsing while not requiring tedious 
manual data classification. Thus the automatic classification function is critical for 
government knowledge management. Currently, due to the limitations of automatic 
classification technology, it is common practice to use ontology with thesaurus 
information to do automatic classification work. 
3. Define a semantic exchange standard for government information 

Ontology and thesaurus information are the bases for efficient information retrieval 
and knowledge management of government information. With well-formed subject 
terms and knowledge hierarchy, the government information can be processed and 
categorized into a systematic structure, thus becoming a useful knowledge and 
semantic exchange standard. 

2   Related Work 

Having a common semantic expression among government departments is becoming 
more and more important in recent years because of the increase in information 
exchange among departments. The construction of government ontology and 
thesaurus information becomes a critical mission in many countries. For example, the 
Portal Thesaurus Project of New Zealand government, which creates the New 
Zealand Government Locator Service (NZLGS) Thesaurus; the Australian 
Governments’ Interactive Functions Thesaurus (AGIFT), which provides Australian 
Government Locator Service (AGLS) a standard thesaurus terms for metadata; others 
such as UK Pan-Government Thesaurus (PGT), Government of Canada (GoC) Core 
Subject Thesaurus (CST), ETB Thesaurus for European Schoolnet (EUN), and so 
forth. These projects have a common feature: to provide a united semantic expression 
for information exchange, making possible efficient information processing and 
retrieval. 
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3   The Proposed Method 

The goal of this research is to create a management system for government ontology 
and thesaurus information. Besides the construction of the system, the government 
ontology and thesaurus are also specified in this research. The processing steps of this 
research are shown below: 

 
1. Content analysis 

The content analysis process contains several major steps, including subject term 
extraction, synonym construction, thesaurus construction, and ontology creation. The 
subject term extraction process in this research contains both manual and automatic 
term extraction. The manual term extraction utilizes existing subject category, 
thesaurus, and related web sites as references to create a basic subject term set. The 
automatic term extraction applies phrase segmentation and statistical methods to related 
government web sites to generate candidate terms. After these terms are generated, the 
synonyms for these terms are created by using Google to search for related information. 
These terms generated from manual and automatic term extraction are then revised by 
domain experts to generate final versions of subject terms. 
2. System construction 

To support ontology creation from subject term generated previously, the research 
team creates an ontology management system which contains both ontology and 
thesaurus maintenance features. This system is able to maintain and present 
government ontology along with related thesaurus information. The ontology created 
by this system can be further rendered into RDF-based ontology and XTM-based 
topic maps. 

The entire processing sequence is shown in Fig. 1. 
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processing
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processing

Manual
Term
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Final
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Final
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Fig. 1. The ontology processing steps 
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4   Creation of Government Ontology and Thesaurus 

It is quite difficult to generate government ontologies and thesaurus information in a 
short time. But it is also difficult for government to refine these information without a 
draft. During the course of this research, we generated an ontology and thesaurus draft 
in a short time for the government and experts to refine. The achievements of this 
research are described in the following section. 

 
1. Automatic term extraction 

The related information from various web pages was fetched for later use. A web 
robot fetched more than 1,000 related web sites and generated over six million possible 
term fragments. Table 1 shows the automatic term extraction result of this research. 

Table 1. Automatic term extraction result 

Sites fetched Possible term fragments Useful term selected Usefulness ratio 

1,107 6,851,165 40,531 0.592% 

1. Association build-up of terms 
This research adopts a statistical approach along with document feature to generate 

term associations. The associations suggested by this approach are for human 
references only. 
2. Additional terms from existing thesaurus 

Discounting subject terms already found in the automatic term extraction process, 
the related thesaurus information is also useful to provide additional meaningful 
subject terms. Table 2 shows the statistics of subject terms from related thesaurus and 
subject catalog. 

Table 2. The statistics of subject terms from related thesaurus and subject catalog 

Category Authority 
term 

Anonymous Broader 
term 

Narrower 
term 

Related 
term 

Scope 
note 

Count 16,073 984 1,401 2,210 6,389 404 

 
3. Top-down generation of government ontology 

As mentioned earlier, this research uses top-down generation for government 
ontology drafts. Currently, there are 27 categories (ontologies) drafts and 8,135  
sub-categories, and over 100 domain experts were involved in draft revision. 
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4. Association creation between government ontology and thesaurus information 
The ontology and thesaurus are both tools for concept or subject presentation, but 

they traditionally are used separately. Since the features of ontology and thesaurus are 
in different layers, it is suitable to combine ontology and thesaurus to create more 
powerful concept representation. The ontology is able to express subject hierarchies, 
with each node contained in the hierarchy represents a single concept, but only one 
representation for one concept. The thesaurus contains a set of small term hierarchies, 
which expresses only one level of term relationship at a time, but the related terms 
and synonym shows the multiple representation possibilities of a concept. So it is 
clear that the ontology and thesaurus are complements in our scenario, as shown in 
Fig. 2. 

 
Ontology Thesaurus

Subject 
term

BT

BT

BTBT

Other
Subject Term

 

Fig. 2. The role and relationship of ontology and thesaurus in this research 

Except for the relationships between ontology and thesaurus information, the 
concepts contained in ontologies can have associations also. In this research, we 
define two relationships: interlinks for concept associations across different 
ontologies, and intralinks for concept associations inside the same ontology. Fig. 3 
shows the intralinks and interlinks in this research. 

Ontology1 Ontology 2

(Interlink)

(Intralink)

 

Fig. 3. Intralinks and interlinks 
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5. Ontology maintenance system 
In order to manage the ontology and thesaurus that we constructed, we designed 

the X-ontology system.  The service architecture of this research is shown in Fig. 4: 
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Fig. 4. The service architecture 

In Fig. 4, the service architecture of X-Ontology system contains a base system 
called X-System (Yeh, 2003) and an ontology application extension (X-Ontology); 
the base system provides all digital archive content management functions while the 
X-Ontology is capable of processing knowledge network contents.  

Since X-Ontology is built on top of the X-System, it certainly uses the functions of 
the base system to provide advanced ontology related features. In X-Ontology, the 
ontology structure can be stored to and retrieved from the base system. X-Ontology 
provides the user a working area for ontology maintenance, association maintenance, 
and additional thesaurus information. There is also a user interface for ontology 
content authoring in X-Ontology. These facilities will be discussed in the next 
section. 

 
6. Ontology contents processing 
As we mentioned earlier, the ontology contents created in X-Ontology are stored and 
retrieved through the base system, implying that the ontology contents are stored in 
native XML format. The ontology processing functions in X-Ontology support not 
only a single concept hierarchy, but also links information between ontologies. The 
result is that the ontologies created by X-Ontology contain not only information on a 
single concept but also associations between concepts. The processing functions are 
discussed as below: 

6.1 Ontology hierarchy maintenance 
The major component in X-Ontology is the ontology hierarchy maintenance service. 
The X-Ontology provides a tree-based hierarchy maintenance interface for the user to 
manipulate one concept hierarchy at a time. In addition, associations between 
hierarchies (ontologies) can also be maintained in this interface. Fig.5 shows the tree-
based hierarchy maintenance applet. In the upper-right part of the applet shows the 
basic information form of the selected concept along with inter- and intralinks. The 
lower-right part of the applet maintains the additional information, which comes from 
the thesaurus saved in the system. These features will be discussed in the next 
paragraph. 
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Fig. 5. The tree-based ontology maintenance interface in X-Ontology 

6.2 Concept associations and additional information maintenance 
The goal of concept associations in X-Ontology is to describe the relationships of 

two concepts “within” or “between” concept hierarchies. These “links” show a number 
of possibilities of semantics: it can be explained as a related relationship, or it can be 
treated as an “equal” relationship. However, the semantics of association is provided 
and used by the user, which will not affect the system implementation. Besides the 
association maintenance feature, X-Ontology also provides a way to enrich the concept 
created by the user: the thesaurus information. Fig.6 shows the maintenance interface, 
the lower-right part if the interface contains a list of additional information selected 
from thesaurus by user. The thesaurus contents can be picked from a query window (see 
Fig.7) and then attached to the current editing concept node, this feature gives the user a 
way to select additional information to enrich the target concept, which will be useful in 
future applications, such as document classification. 

 

 

Fig. 6.  The hierarchy maintenance interface with association and thesaurus information 

6.3 Ontology presentation 
The ontology presentation service in X-Onotology is quite straight-forward: 

information about the selected concept is presented. Fig. 8 shows a tree-based web 
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Fig. 7. Thesaurus query window for concept hierarchy maintenance interface 

page for ontology presentation in X-Ontology. The ontology presentation uses a 
javascript-based component to perform tree presentation.  When a concept is chosen 
to be displayed, additional information, including thesaurus and association 
information created by ontology maintenance interface, is also presented. The user 
can interactively traverse the hierarchy, check the thesaurus information, and jump to 
other concepts through the associations created by ontology maintenance interface. 

 

Fig. 8. Ontology presentation 

6.4 Distributed ontology processing 
Since ontology maintenance is conducted in a distributed manner, version control 

of ontology information is an important issue in our research. We introduced a 
dynamic resource locking mechanism to ensure that a sub-tree is edited by a single 
person at a time. Due to the stateless feature of HTTP protocol, the edit ontology 
action should assert an editing state which is recorded server-side. To avoid 
deadlocks, once the editing client idles for over 10 minutes, the assertion is dismissed 
and the lock no longer exists. The lock process flow is shown in the following Fig.9. 

Another concern relates to authorization. In this research, different users are able to 
maintain different sub-tree structure in a specific ontology. Each node contained in an 
ontology contains read, write, and delete privileges, and these privileges are granted 
to different users for different maintenance goals. The ontology privilege sample is 
shown in Fig. 10. 
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Fig. 9. Resource lock processing 

 

Fig. 10. Ontology sub-structure filtering by privilege 

Besides the lock processing and sub-structure selection, our system also provides 
undo and redo actions to facilitate user maintenance efficiency.   User activity logs are 
also kept for exceptional processing and error recovery. These features are all 
essential to asserting version control in this system. 

5   Conclusion 

This paper describes the experience of government ontology and thesaurus 
construction in Taiwan, and also describes the design of a framework for multiple-
layered information management systems. This research produced not only a large 
amount of ontology and thesaurus content, but also tools which make use of the web 
to enable wide access and provide users with the ability to publish, browse, create, 
and edit government ontologies. Both automatic and manual term extraction for 
ontology creation are adopted, and our experience shows that the automatic process 
results in low extraction rate for qualified concept terms. In this research, we combine 
both concept hierarchy and thesaurus information to present a rich information 
ontology structure. This information will be useful in future applications such as 
document classification and portal subject browsing. In order to meet the challenges 
and needs of the e-government providers and users as well as to understand their 
demands and capabilities on dealing with government knowledge, our research team 
will continue to maintain Taiwan’s government ontology and thesaurus contents as 
well as develop more supporting infrastructure. 
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Abstract. Exploratory search over a collection often requires users to iteratively 
apply a variety of strategies, such as searching for more general or more 
specific concepts in reaction to the information they encounter. Rich semantic 
models, such as WordNet, are potentially valuable aids for making sense of this 
information. However, these large complex models often contain specialized 
vocabularies and a detailed level of granularity that makes them difficult to use 
for opportunistic search. In this paper, we describe how Semantic Fisheye 
Views (SFEV) can be designed to transparently integrate rich semantic models 
into the search process, allowing users to effectively explore a diverse range of 
related concepts without explicitly navigating over the underlying model. The 
SFEV combines semantic guided search with interactive visualization 
techniques, creating a search tool that we have found to be significantly more 
effective for exploratory tasks than those based on keyword-similarity alone. 

1   Introduction 

Similarity-based search models (such as the vector space model and relevance-
feedback algorithms) are often very effective for precise queries, but less effective 
when search goals are not easily defined, such as a search to learn about an unfamiliar 
domain of knowledge or to discover the diversity of “interesting” information in a 
collection.  This type of search is not simply a series of independent iterative queries, 
each of which is progressively refined towards more relevant information. On the 
contrary, it is an interactive, opportunistic process that evolves in response to the 
information found, the users’ knowledge, and their search strategies [1]. An important 
component of this process is “sensemaking,” where users construct and refine their 
mental schemas of the concepts and relationships they encounter in the documents of 
a collection [2]. In this paper, we describe the implementation details of Semantic 
Fisheye View (SFEV) [3], a focus + context technique that interactively guides a 
user’s attention over a potentially dense visualization of information to the objects 
that are the most semantically related to their current focus.  
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Bates described the following characteristics that distinguish opportunistic (or 
“berry-picking”) search from a series of separate queries [1]:  

1. Nature of the query. Queries are not static, but rather evolve as the user analyzes 
the result sets. It is important to note that this evolution is not an increase in 
precision, but rather a change of focus (e.g., exploratory, explanatory, exhaustive). 

2. Nature of the overall search process. Information is gathered in bits and pieces 
instead of in a single set of results (e.g., lists of keywords, an author, documents). 

3. Range of search techniques used. Users employ a wide variety of search strategies 
during the search process (e.g., keyword matching, concept expansion) [4]. 

4. Information domain where the search is conducted. More than one type of 
information is consulted during the search process (e.g., text, figures, cross-
references). 

Bates’ model inspired us to develop a prototype, VisAmp, which implements 
several information sensemaking strategies as interest metrics in the SFEV 
framework [5]. We described the architecture of SFEV in [5], focusing on the 
strategies used to support real time display of semantic fisheye views and how 
interaction can be rapidly and smoothly handled. In a related paper [3], we described 
an experimental evaluation where users were significantly more effective at 
sensemaking tasks with an interface that revealed semantically related information 
rather than one that revealed keyword co-occurrence. The results of the experiment do 
not discount the usefulness of keyword-similarity or imply that semantic models are 
more effective in all cases.  However, the results do suggest that users greatly 
appreciate the opportunity to access information using semantic models. Our research 
explores how to integrate the increasingly available semantic models (alongside other 
similarity models) into highly interactive visual interfaces for information retrieval. 

The contribution of this research to the domain of information retrieval is in the 
integration of semantic models into a highly interactive visual tool for strategically 
exploring, accessing, and understanding collections of information. The contribution 
of this paper over our previous work is a detailed description of how degree of 
interest functions combine multiple concept similarity metrics at the keyword and 
document levels to guide exploration over a collection. In this paper we describe these 
functions at a sufficient level of detail for other researchers to implement the SFEV 
algorithms. 

In the following sections, we first examine related work in several domains. We 
describe the general framework of SFEV, including the interest metrics, the concept 
expansion and goal refinement mechanisms, and the visualization component of 
SFEV. We then illustrate our framework with a user scenario of information 
sensemaking within a large professionally annotated image collection. Finally, we 
conclude this paper with a short summary of the work achieved. 

2   Related Work 

This work can be compared with others on three themes: alternative search 
paradigms, visual information retrieval interfaces (VIRI), and fisheye view 
visualization techniques.  
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As metadata and ontologies become increasingly available, a growing number of 
researchers are investigating how to integrate this information into search tools. For 
example, some researchers have focused on tools for semantically organizing 
gathered information with annotations [6] or concept maps [7]. Our research, on the 
other hand, focuses primarily on the problem of encountering relevant information. 
This is particularly difficult with image collections, which typically have few 
keyword annotations. In this domain, researchers have utilized semantic models, such 
as WordNet [8], to improve the effectiveness of keyword-based queries [9][6] and 
interactive browsing [10] over image collections. More recent research has used 
similar techniques with large ontologies [11] and combinations of ontologies [12].  

However, there are several unresolved problems with these approaches. First, 
general solutions have had limited success in large, complex image collections and 
ontologies, which are often inconsistent in their level of detail and incomplete in their 
coverage. This amplifies the difficult problem of matching the annotations in the 
image collection to the relevant concepts in an ontology (i.e., lexical/semantic 
disambiguation). Second, most of these interfaces do not allow users to interactively 
adjust the matching algorithms between the collection, the ontology, and the query, 
which limits the users’ ability to adapt in response to the results they find [1].  

A third problem is that they are not visual. Furnas identified a number of 
advantages of Visual Information Retrieval Interfaces (VIRI) over more traditional 
query/result-list interfaces [13]. One of the most significant was the synergy between 
search and browsing. Displaying results in a persistent and meaningful location 
allows users to accumulate knowledge through navigation.  

One significant obstacle for effective visualizations is how to handle visual 
complexity as the amount of information in a representation increases. Furnas [14] 
first described the fisheye view as a technique for selectively reducing the information 
in a display to show only the most interesting items, where interest was calculated as 
a tradeoff between a priori importance (in a global context), and relevance to the 
user’s current task. Furnas suggested that this general technique could be used to 
create compact views in a variety of domains by redefining the function that 
calculates the degree of interest. Researchers have developed a wide range of fisheye 
view or focus + context techniques. Many of these use geometric distortions to 
magnify objects near the focus [15]. SFEVs, on the other hand [3], calculate 
conceptual distance from the focus within one or more data models, and are therefore 
independent of a particular visual representation [5].  

Our research combines the main strengths of semantic-guided search, VIRIs, and 
focus + context visualization techniques in one framework. This combination allows 
users to visually explore the semantic relationships between documents as they refine 
their search goals. 

3   The Semantic Fisheye View Framework 

Fisheye views are based on the observation that, from the user’s perspective, the 
importance or utility of information at any given moment is a function of two general 
components: a priori interest (API), and interest metrics. API reflects the importance 
of an object within a particular structure, task, or domain, and is independent of the 
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user’s current focus. Interest metrics determine the relative interest of every object in 
the collection with respect to the user’s current focus and task. In a semantic fisheye 
view, both API and interest metrics can be generally described and combined [5]. 
When using SFEVs to implement search strategies, we model a user’s current search 
goal as a focus, and the system’s reaction in terms of degree of interest (DOI) and 
emphasis. The DOI is the relative importance of every object in the information 
space, and emphasis is a mapping between the DOI of an object to a visual property 
used to display that object, such as size. 

We use the following general function to calculate the DOI in a particular context 
of an object x, given the focus fp: 

DOIcontext (x | fi = y) = f API i (x), w j dist j (x, y)
j=1

n

∑
⎛ 

⎝ 
⎜ ⎜ 

⎞ 

⎠ 
⎟ ⎟  . (1) 

This general function highlights an important characteristic of this framework: both 
API and the conceptual distance between objects may be derived from one or more 
distance metrics (distj). The weight, wi, is the weight associated with the distance 
metric being used and n is the number of metrics being used. We define a focus fi, as a 
tuple of one or more weighted objects: 

fi = Qi
*,Ki

*,I i
* ,Li

*,Ci
*,Fn< i

*  . (2) 

The focus may include objects from different domains: the history of queries (Q); 
the keywords (K) and images (I) extracted from the Corbis annotated image collection 
as a result of these queries; the Lemmas (L) and Concepts (C) extracted from 
WordNet that correspond to these keywords; and the history of previous foci (F). 

The way in which these distance metrics are combined depends on the context 
being modeled. By orienting the framework to support multiple metrics, it is able to 
support richer models of user interest that may span multiple domains, such as related 
concepts and history of interaction. The prototype, which we have developed for 
exploring image collections, uses multiple API and distance metrics to model relative 
interest. The focus transitions between objects in the domains of queries, keywords, 
images and concepts.  

3.1   A Priori Interest 

Conceptually, the API establishes the global context in which the user searches. In our 
framework, the API is used to model the information that should remain stable as the 
focus changes. For example, when the user moves their focus over the images and 
keywords in the collection, the system will continuously recalculate the DOI of 
objects. However, when there is no current focus, the DOI of each object will always 
return to its API value. In this way, objects with a high API will remain prominent and 
serve as visual landmarks. 

The prototype allows the user to set the API interactively in two different ways. 
First, the API may be defined by the result of a query (3.a). In this case, we model the 
user’s focus as a lexical or semantic query (Q), and the DOI of the objects in the  
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workspace reflect their relevance to the query.  The prototype calculates the relevance 
of the keywords as a function of their frequency in the results of the query. By default 
we use relative frequency, which emphasizes common themes in the collection. 
Alternatively, using the inverse document frequency (idf) emphasizes infrequent 
keywords, which is effective for highlighting unique words such as names.  

The user may also define the API from the DOI calculated using a previous foci 
(3.b). In this case, the API is utilized to accumulate important objects in the 
workspace (like Bates’ berry-picking strategy, or relevance-feedback algorithms).  

APIi (x) =
DOIcontext (x | f j ) 0 ≤ j < i (a)

DOIcontext (x | fi−1) (b)

⎧ 
⎨ 
⎩ 

 . (3) 

In this case, we use API to model information that the user would like to remain 
persistent, such as a selection. For example, this would allow a user to compare 
multiple foci by selecting one object and then brushing over another. 

3.2   Distance Metrics  

The SFEV models semantic queries for complex combinations of concepts as a 
distance metric between concepts within one or more related semantic models. The 
approach we used for semantic queries calculates the minimum distance between 
collections of concepts, based on research by [16]: 

sim(c1,c2) = depth(ca )

depthmax

 . (4) 

In this equation, c1, c2, and ca are concepts in WordNet, depth is measured in one 
of the WordNet hierarchies, and ca is the lowest common ancestor between c1 and c2. 
This metric calculates the distance between concepts based on the generalization 
structure of WordNet. We precalculated the similarity between all concepts in the 
subset of WordNet that is related to the keywords in the image collection. The result 
of this time-consuming calculation is stored in a concept similarity table. To build this 
table, we first extracted the subset of concepts that have an exact or inexact match to 
keywords in the image collection. We then iteratively calculated the similarity of all 
combinations of concepts in the kind-of, part-of, and member-of hierarchies in 
WordNet using equation 4. Finally, we normalized the similarity values to the range 
[0,1].  

We calculate the similarity between a query, Q, and the collection of keywords 
annotating an image, A, using equation (5), proposed by [17] and also used by [16]: 

sim(Q, A) =
max j=1,...,mi

{sim(qi ,a j ) ⋅ wq1
⋅ wai

i=1

n

∑ }

n
 . 

(5) 

In this equation, sim(qi,aj) is the precalculated similarity described in (4), w is the 
weight of the concept in Q={<q1,wq1>, …, < qn,wqn>} or A={<a1,wa1>, …, < 
am,wam>}, and n is used to normalize the similarity measure. Essentially, this equation 
sums the similarities of the closest matching concepts between a query and an image.  
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The images and keywords that are found as the result of lexical and semantic queries 
are loaded into the local workspace of the prototype. 

Concept Expansion. In addition to searching for images by similarity over its 
concepts, we have also developed a method for concept expansion that interactively 
reveals the semantic neighborhood of a concept using several of the search tactics 
identified by Bates [4]: SUPER (finding more general concepts), SUB (finding more 
specific concepts) and SIBLING (finding concepts from the same parent, which Bates 
referred to as RELATE). Each concept expansion command encapsulates an 
algorithm for iterating over the WordNet structure and generating queries for related 
concepts. The information seeker is only presented with related concepts that have 
instances in the collection (i.e., images and keywords), and therefore is not required to 
navigate over the complex structure and vocabulary of WordNet. This approach 
allows the user to direct the search process at the tactical and strategic level, as 
suggested by Bates [18]. 

3.3   SFEV Supporting Information Sensemaking 

We now describe the interest metrics we have developed to support the sensemaking 
process. Figure 1 traces the flow of information from the user’s interaction on the 
bottom right through the composite metric that calculates semantic similarity and 
back to the updated view on the top right.  

The model is divided into three vertical regions, from left to right: WordNet, the 
Image Collection, and the View. The WordNet model is the subgraph of WordNet  
 

 

Fig. 1. SUPER, SUB and SIBLING strategies implemented using a composite semantic metric 
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that is related to the keywords in the image collection. The image collection is 
modeled as a graph, where images and keywords are nodes and the links between  
them are edges. The output of an interest metric is a table that assigns a new DOI to 
each object in the related collection.  

When a user brushes over a keyword in the graphical model, the associated 
keyword object is passed as a focus to an interest metric that calculates the DOI for 
related images and keywords as follows: 

1. Map keyword to different senses (k=>C*): A semantic disambiguation metric maps 
the keyword to one or more related concepts from WordNet and assigns a 
confidence to each based on a precalculated keyword/concept mapping. 

2. Concept expansion: These concepts are passed to metrics implementing the 
SUPER, SUB, and SIBLING strategies. Each metric traverses the WordNet graph 
in parallel, gathering a collection of relevant concepts weighted by proximity. 

3. Semantic query: The concepts from each strategy are then passed to metrics that 
find the most relevant keywords/images (C=>K/I): 

• C* => K*: the similarity between a concept and a keyword is a combination of the 
term usage ordering encoded in WordNet and the lexical match. 

• C* => I*: the similarity between a concept and an image is found by calculating 
the sum of the similarities to the keywords annotating the image.  

4. Limits within strategies: The number of keywords and images, as well as the 
distribution of interest values may vary enormously depending on the structure of 
WordNet (e.g., branching factor), the strategy (e.g., most concepts have a single 
parent but potentially hundreds of children), and the annotation vocabulary. Limits 
are used both to maintain a relatively constant visual complexity and to avoid 
having one strategy dominate the others (i.e., each strategy is perceivable). 

5. Combine results of strategies: The results of the different strategies are aggregated. 
6. Distort DOI distribution: The distribution of interest for the sets of images and 

keywords are scaled to the range of 0.1 and 1.0 and distorted to increase the 
contrast between min and max values. 

Emphasis Techniques. Visualizations often attempt to show as much information as 
possible within the constraints of the available space.  However, Pirolli et al. [19] 
point out that “squeezing” more information into the display does not necessarily 
“squeeze” more information into the mind, but that strong information scent cues and 
focus + context techniques can enable users to navigate and search through 
information at more than twice the rate of the user of a normal browser. 

VisAmp uses several emphasis techniques to align the visual weight of objects 
with their semantic importance in a particular context so that the “most interesting” 
objects are immediately apparent (i.e., “pop out”), and “less interesting” objects fade 
to the background (e.g., through dimming, shrinking in size and detail, or filtering) 
[3]. The relative contrast creates a visual ordering that allows a user to rapidly and 
opportunistically access the most important contextual information, i.e., visual 
emphasis corresponds to information “scent”.  
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Goal Refinement. As the user’s focus changes, the interface calculates the DOI of all 
objects in the workspace and smoothly animates changes in their representation. The 
DOI is computed based on equation 1, and the interest metric is based on conceptual 
similarity. Thus, the new DOI will be computed as follows: 

DOI context (x | f i = y) = APIi (x) + w j sim j (x, y)
j=1

n

∑  . (6) 

In this equation, the results of a number of different similarity metrics, n, are 
combined to determine DOI within a particular context. By exploring the information 
revealed by the SFEV, users learn the vocabulary and conceptual relationships within 
the collection and are able to interactively refine their search goals. 

4   An Image Retrieval Example 

We demonstrate the prototype with a scenario where a student uses the prototype to 
learn about China before attending a conference there. The user starts with an initial 
query for “China” to see what kinds of images are available. The system populates the 
workspace with several hundred pictures matching the query, positions them (and 
their keywords) using a spring layout, and resizes them to reflect their relevance as 
shown in Fig. 2a. The layout organizes images so that similarly annotated images are 
near each other, such as the images of flags clustered at the bottom.  

As he brushes the cursor over different images, they smoothly grow in size so he 
can read the captions and then fade slowly back to their original size as he moves to 
another. Pausing over an image reveals related keywords, and moving the cursor over 
a keyword reveals related images and concepts.  For example, in Fig. 2b he pauses the 
cursor over China, which reveals subconcepts (in cyan) such as the Great Wall and 
the Yangtze, superconcepts (in red) such as Asia, and siblings (in magenta) such as 
Nepal and New Zealand. 

Brushing over a general concept, such as Building (Fig. 2c), expands to reveal a 
diverse range of subconcepts, such as cafes, courtyards, skyscrapers, temples and 
ruins. Brushing over an unfamiliar term, such as Yangtze (Fig. 2d), provides a context 
that helps interpretation, such as River and China. The responsiveness of the 
prototype allows him to rapidly transition between overview and detailed inspection, 
and the underlying semantic interest metrics allow him to access the information in an 
opportunistic but well structured manner. Although the overlapping images and 
keywords in the figure may appear too dense to be usable, the animated transitions, 
limitations on visual complexity, and visual ordering allow the user to rapidly 
perceive promising directions for exploration.    

This simple example describes how the prototype uses the underlying semantic 
model and several search strategies to interactively guide the user towards related 
concepts and images.  The formal evaluation described in [3] investigated differences 
in exploratory search behavior and sensmaking tasks between VisAmp prototypes 
using keyword- or concept-based similarity metrics. Users performed significantly 
better with the semantic metrics, and commented that they strongly appreciated the 
semantic structure for exploring and making sense of the unstructured collection. 
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Fig. 2. Exploring images of China using VisAmp (clockwise from top left): (a) overview of 
search results; (b) brushing over the keyword China reveals subconcepts such as Yangtze and 
Beijing, superconcepts such as Asia, and siblings such as Nepal; (c) brushing over Building 
reveals diversity in the collection; (d) focusing on Yangtze gives context for an unfamiliar word 

5   Conclusions 

In this paper we described the interest metrics that allow SFEVs to support concept 
expansion and goal refinement by integrating one or more semantic models into the 
interface. Users are able to rapidly and interactively discover new concepts and refine 
their current search goals by simply brushing over objects in the interface without 
having to create queries or navigate through an explicit representation of the related 
semantic model. In many cases, large semantic models such as WordNet are too 
detailed, inconsistent, or confusing for users to navigate over explicitly. An 
experimental evaluation described in [3] found that users significantly prefer this 
semantic guided approach over keyword-similarity alone. Future work includes 
supporting multiple foci and refining the interest metrics to take into account multiple 
connections between concepts, as discussed by Andreasen in [20]. 



282 P. Janecek, V. Schickel, and P. Pu 

 

References 

1. Bates, M. J., The Design of Browsing and Berrypicking techniques for the online search 
interface, Online Review, 13(5):407-424, 1989. 

2. Russell, D., et al. The cost structure of sensemaking, in Proc. of the ACM Conf. on Human 
Factors in Computing Systems (INTERCHI ’93), 269–276, 1993. 

3. Janecek, P., and Pu, P., An Evaluation of Semantic Fisheye Views for Opportunistic 
Search in an Annotated Image Collection. Intl. Journal of Digital Libraries, 4(4). Special 
Issue on "Information Visualization Interfaces for Retrieval and Analysis." 2004. 

4. Bates, M., J., Information Search Tactics, Journal of the American Society for Information 
Science, 30:205-214, 1979. 

5. Janecek, P., and Pu, P., A Framework for Designing Fisheye Views to Support Multiple 
Semantic Contexts, in Proc. of Intl. Conf. on Advanced Visual Interface (AVI02), Trento, 
Italy, ACM Press, 51-58, 2002. 

6. Sereno, B., Buckingham Shum, S., Motta, E., ClaimSpotter: An environment to support 
sensemaking with knowledge triples. In Proc. of the ACM Conf. on Intelligent User 
Interfaces (IUI’05), San Diego, CA, USA, January 2005.  

7. Leake, D. B., et al., Aiding Knowledge Capture by Searching for Extensions of 
Knowledge Models. In Proc. of the ACM Intl. Conf. on Knowledge Capture (KCAP), 
2003. 

8. Miller, G. A., WordNet: A Lexical Database for English. Com. of the ACM, 38(11), 1995. 
9. Yee, K.-P., et al., Faceted Metadata for Image Search and Browsing, in Proc. of the ACM 

Conf. on Human factors in computing systems (CHI '03), 401-408, 2003. 
10. Aslandogan, Y.A., et al., Using Semantic Contents and WordNet in Image Retrieval, in 

Proc. of the 20th Annual Intl. ACM SIGIR Conf. on Research and Development in 
Information Retrieval. p. 286-295, 1997 

11. Liu, H., and Lieberman, H., Robust Photo Retrieval Using World Semantics, in Proc. of 
the LREC 2002 Workshop on Creating and Using Semantics for Information Retrieval and 
Filtering: State-of-the-art and Future Research, 15-20, 2002. 

12. Hollink, L., et al., Semantic Annotation of Image Collections, in Proc. of the ACM 
Workshop on Knowledge Capture and Semantic Annotation (KCAP'03). 2003. 

13. Furnas, G., W., and. Rauch, S. J, Consideration for Information Environments and the 
NaviQue Workspace, in DL’98: Proc. of ACM Intl. Conf. on Digital Libraries, 79-88, 
1998. 

14. Furnas, G., W., Generalized Fisheye Views, in Proc. of the SIGCHI Conf. on Human 
factors in computing systems, ACM Press, 16-23, 1986. 

15. Leung, Y., and Apperley, M., A Review and Taxonomy of Distortion-Oriented 
Presentation Techniques, ACM Transactions on Computer-Human Interaction, 1(2): 126-
160, 1994. 

16. Yang, J., et al., Thesaurus-Aided Approach for Image Browsing and Retrieval, in Proc. of 
2nd IEEE Intl. Conf. on Multimedia and Expo (ICME 2001), 313-316, 2001. 

17. Smeaton, A. F., & Quigley, I., Experiments on Using Semantic Distances between Words 
in Image Caption Retrieval, in Proc. of the 19th Annual Intl. ACM SIGIR Conf. on 
Research and Development in Information Retrieval, pp. 174-180, 1996. 

18. Bates, M., J., Where Should the Person Stop and the Information Search Interface Start?, 
Information Processing and Management, 26(5), 575-591, 1990. 

19. Pirolli, P., Card, S., and Van Der Wege, M, The Effects of Information Scent on Visual 
Search in the Hyperbolic Tree Browser, ACM Transactions on Computer-Human 
Interaction, 10(1), 20-53, 2003. 

20. Andreasen, T., Bulskov, H., and Knappe, R., From Ontology over Similarity to Query 
Evaluation, in Proc. of 2nd Intl. Conf. on Ontologies, Databases, and Applications of 
Semantics for Large Scale Information Systems (ODBASE) (Catania, Sicily, Italy, 2003). 



E.A. Fox et al. (Eds.): ICADL 2005, LNCS 3815, pp. 283 – 292, 2005. 
© Springer-Verlag Berlin Heidelberg 2005 

Development and Evaluation of a Multi-document 
Summarization Method Focusing on Research Concepts 

and Their Research Relationships 

Shiyan Ou, Christopher S.G. Khoo, and Dion H. Goh  

Division of Information Studies, 
School of Communication & Information, 

Nanyang Technological University, 
Singapore, 637718 

{pg00096125, assgkhoo, ashlgoh}@ntu.edu.sg 

Abstract. This paper reports the design and evaluation of a method for summa-
rizing a set of related research abstracts. This summarization method extracts 
research concepts and their research relationships from different abstracts, inte-
grates the extracted information across abstracts, and presents the integrated in-
formation in a Web-based interface to generate a multi-document summary. 
This study focused on sociology dissertation abstracts, but can be extended to 
other research abstracts. The summarization method was evaluated in a user 
study to assess the quality and usefulness of the generated summaries in com-
parison to a sentence extraction method used in MEAD and a method that ex-
tracts only research objective sentences. The evaluation results indicated that 
the majority of sociology researchers preferred our variable-based summary 
generated with the use of a taxonomy.  

1   Introduction 

Multi-document summarization has begun to attract more and more attention in the 
last few years [6]. Different from single-document summarization, multi-document 
summarization is capable of condensing a set of related documents into one summary. 
It is more useful in digital libraries and Web search engines. A multi-document 
summary has several advantages over the single-document summary. It provides an 
overview of a topic indicating common information across many documents, unique 
information in each document, and cross-document relationships (relationships be-
tween pieces of information in different documents), and can allow users to zoom in 
for more details on aspects of interest. 

The purpose of this study was to develop an automatic method to summarize a set 
of related sociology dissertation abstracts that may be retrieved by a digital library 
system or search engine in response to a user query. Recently, many digital libraries 
have begun to provide online dissertation abstract services, since dissertation abstracts 
contain a wealth of high-quality information by specifying research objectives, re-
search methods and research results of dissertation projects. However, a dissertation 
abstract is relatively long, about 300~400 words, and browsing too many of such  
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abstracts can result in information overload. Therefore, it would be helpful to summa-
rize a set of dissertation abstracts to assist users in grasping the main ideas on a spe-
cific topic.  

The sociology domain was selected for the study because much of sociology  
research adopts the traditional quantitative research paradigm of looking for relation-
ships between research concepts often operationalized as research variables.  
Sociology dissertation abstracts are also well-structured and have the classical re-
search report structure with five standard sections - background, research objectives, 
research methods, research results and concluding remarks [9]. Many other domains 
such as psychology and medicine adopt this research paradigm and report structure. 

The summarization method used in this study focuses on research concepts and 
their research relationships. Concepts are often operationalized as variables whose 
values vary. A relationship refers to the correspondence between two variables. A 
variable-based framework was developed to integrate research concepts and their 
research relationships extracted from different abstracts and thus summarize a set of 
dissertation abstracts on a specific topic [8]. The framework has a hierarchical struc-
ture in which the summarized information is in the top level and the more detailed in-
formation is found in lower levels. Based on the framework, an automatic summariza-
tion method for sociology dissertation abstracts was developed. The method extracts 
research concepts and their research relationships from different documents,  
integrates the extracted information across documents, and presents the integrated 
information using the variable-based framework. Although the summarization method 
was developed based on sociology dissertation abstracts, it also can be applied to 
other domains which adopt the same research paradigm of seeking to investigate re-
search concepts and their relationships, and use a similar research report structure. 

2   Review of Multi-document Summarization Approaches  

In previous studies, the main approaches used for multi-document summarization in-
clude sentence extraction, template-based information extraction, and identification of 
similarities and differences between documents. With sentence extraction, documents 
or sentences across all the documents are clustered, following which, a small number 
of sentences are selected from each cluster and concatenated into a summary [1, 7, 
13]. In order to generate more coherent summaries, lexical chains are sometimes con-
sidered for extracting internally linked sentences instead of separate sentences [2]. 
Some multi-document summarizers, such as SUMMONS [5], RIPTIDES [14] and 
GITEXTER [3], use information extraction techniques to extract pieces of informa-
tion to fill in one or more pre-defined templates. Another important approach for 
multi-document summarization is to extract information that is common or repeated 
in several documents plus selected unique information in individual documents to 
generate the summaries [4]. In addition, cross-document rhetorical relationships are 
used to create multi-document summaries by extracting the sentences which have 
some specific rhetorical relations (e.g. equivalence or contradiction) among them [12, 
15]. However, these existing summarization approaches focus more on physical 
granularities (words, phrases, sentences and paragraphs) and rhetorical relations based 
on shallow analysis, without paying much attention to higher-level semantic content 
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and semantic relations expressed within and across documents. Another problem is 
that different users have different information needs. Thus, an ideal multi-document 
summarization should provide different levels of detail for different aspects of the 
topic according to the user’s interest. But these approaches usually construct fixed 
multi-document summaries.  

Like most of previous multi-document summarization approaches, the method used 
in this study summarizes a set of related documents by identifying the similarities and 
differences among them. However, in the study, the identification of the similarities 
and differences is based more on semantic-level research concepts and their research 
relationships expressed in the text, instead of words, phrases or sentences themselves 
used in previous studies. To do that, the summarization method analyzes the macro-
level (between sentences and segments) discourse structure peculiar to sociology dis-
sertation abstracts to identify which segments of the text contain the more important 
information, and analyzes the micro-level (within sentences) to identify the specific 
kind of information to be extracted from specific segments, as well as analyze the 
cross-document structure to identify similar information, unique information, and re-
lationships between pieces of information across documents and integrate them to-
gether using a variable-based framework.  

3   The Summarization Method  

The summarization method comprises five main steps: data preprocessing, macro-
level discourse parsing, information extraction, information integration, and informa-
tion presentation.  

3.1   Data Preprocessing  

The input files are a set of related dissertation abstracts on a specific topic retrieved 
from the Dissertation Abstracts International database indexed under sociology sub-
ject and PhD degree. Each file contains one dissertation abstract in HTML format. 
Each dissertation abstract was segmented into sentences using a simple algorithm. 
Then each sentence was parsed into a sequence of word tokens using the Conexor 
parser [11]. For each word token, its lemma (base form) and part-of-speech tag were 
indicated.  

3.2   Macro-Level Discourse Parsing  

In the macro-level discourse analysis, dissertation abstracts were parsed into five sec-
tions or categories - background, research objectives, research methods, research re-
sults, and concluding remarks. Each section comprises one or more sentences and 
contains a specific kind of information. Research objectives and research results sec-
tions are hypothesized to contain the more important information relating to the main 
ideas of the dissertation study. To parse the macro-level discourse structure automati-
cally, a decision tree classifier was developed to assign each sentence in a dissertation 
abstract to one of the five categories or sections according to the sentence position in 
the document and the presence of indicator words in the sentence [9]. The categoriza-
tion was improved using more reliable indicator phrases, such as “The purpose of the 
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study was to …” found at the beginning of the sentences in the research objectives 
section, while “The results indicate that …” found at the beginning of the sentences in 
the research results section.  

3.3   Information Extraction from the Micro-Level Discourse Structure  

In the micro-level discourse analysis, four kinds of information were extracted within 
sentences - research concepts and their research relationships, research methods and 
contextual relations.  

At the linguistic level, research concepts, research methods and contextual rela-
tions appear as noun or noun phrases. A list of syntactic rules, specifying the possible 
sequences of part-of-speech tags in a noun phrase, was defined and used to identify 
sequences of contiguous words that are potential noun phrases. The terms relating to 
research methods and contextual relations were identified using indicator phrases. The 
terms relating to research concepts were selected from the research objectives and re-
search results sections. To extract relationships between variables, linguistic patterns 
were constructed that a relationship pattern contains two or three slots and the con-
cepts that match with the slots in the pattern represent the research variables con-
nected by the relationship. Pattern matching was performed to identify the text seg-
ments in the sentences that match with each relationship pattern. 

3.4   Information Integration Across Documents  

In a set of related dissertation abstracts, the similarities and differences across differ-
ent abstracts are mainly reflected through research concepts and their research rela-
tionships. Similar concepts were identified and clustered according to their syntactic 
structure. The terms of different word lengths which follow specific syntactic varia-
tion rules were considered term variants and represented similar concepts at different 
generalization levels, for example, “abuse -> sexual abuse -> childhood sexual abuse 
-> survivor of childhood sexual abuse -> woman survivor of childhood sexual abuse -
> adult woman survivor of childhood sexual abuse”. An automatic integration method 
links shorter term variants to longer term variants from the single head word to a spe-
cific full term to from a hierarchical chain, and thus a group of similar concepts was 
obtained from the nodes of the chain. Concepts at the lower level can be generalized 
by the broader concepts at the higher level. The chains sharing the same root node are 
combined to form a hierarchical cluster tree which represented a cluster of similar 
concepts sharing the same cluster label. The concepts at the higher level in a cluster 
were selected and integrated together using a new sentence.  

Research methods and contextual relations were identified using pre-defined indi-
cator phrases and normalized using uniform terms. For example, “qualitative design” 
and “qualitative study” were normalized as “qualitative research”.  

For a cluster of similar concepts, their relationships with other concepts were inte-
grated together to provide an overview of all associated concepts connected by vari-
ous types of relationships. Each type of relationship (e.g. correlation or cause-effect 
relationship) was identified using a group of patterns. For the same type of relation-
ships, linguistic normalization was carried out to normalize different surface 
expressions using a standard expression and to conflate them. For example, “school 
size is not significantly related with school crime rate” and “there is no relationship 
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not significantly related with school crime rate” and “there is no relationship between 
school size and school dropout rate” were transformed and conflated into “school size 
is not related with school crime rate and school dropout rate”.  

3.5   Information Presentation  

The four kinds of information - research concepts and their research relationships, 
research methods and contextual relations, were combined and reformulated for pres-
entation in a Web-based interface to generate an interactive summary viewable 
through a Web browser. The interface presents the combined information at three hi-
erarchical levels which are connected through hyperlinks: (1) the summarized infor-
mation at the top level; (2) the specific information extracted from individual 
dissertation abstracts at the second level; and (3) the original dissertation abstract at 
the third level. The hierarchical structure of the interface allows users to explore 
details of interest by clicking on hyperlinks rather than viewing traditional plain text 
summaries.   

 

Fig. 1. The SYSTEM 1 summary generated without the use of taxonomy on “intercultural 
communication” 

The summarized information is displayed in the main window as the main sum-
mary while the other two hierarchies are displayed separately in pop-up windows. In 
the main window, the clustered and summarized research methods, contextual rela-
tions, research concepts and their research relationships extracted from different 

A main concept 
A subclass concept 

A facet concept 
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documents, are combined based on the variable-based framework.  There are two 
types of main summaries – (1) SYSTEM 1 generated without the use of the taxonomy 
(see Figure 1); and (2) SYSTEM 2 generated with the use of the taxonomy (see Fig-
ure 2). The function of the taxonomy is to remove non-concept terms, highlight the 
important sociology concepts, and categorize main concepts into different subjects.  

 

 

Fig. 2. The SYSTEM 2 summary generated with the use of taxonomy on “intercultural 
communication” 

For each concept, the number of documents is given in parenthesis. This is click-
able and links to a list of summarized single documents sharing the given concept in a 
pop-up window. For each document, the title, research concepts, research methods 
and contextual relations are displayed. The title of the document is also clickable and 
links to the original dissertation abstract in a separate pop-up window. 

4   Evaluation of the Summarization Method  

The overall quality and usefulness of the final summaries were assessed intrinsically 
in a user study.  The users were asked to subjectively judge the quality of the summa-
ries and their usefulness for research-related purposes, by comparing the summaries 
generated using our summarization method with or without the use of the taxonomy 

Subject list 

A highlighted important concept 

A subject 
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against a summary generated by MEAD using a sentence extraction method and a 
summary generated by extracting research objective sentences only.  

4.1   Evaluation Design  

20 research topics were obtained from 20 researchers in the field of sociology, who 
were Master’s or PhD research students or faculty members at Nanyang Technologi-
cal University, Singapore, and National University of Singapore. Each researcher was 
asked to submit one research topic that he/she was working on or had worked on. For 
each topic, a set of PhD sociology dissertation abstracts were retrieved from the Dis-
sertation Abstracts International database using the topic as the search query, but at 
most 200 abstracts were retained. The set of dissertation abstracts retrieved for each 
topic was condensed into a summary. Four different summaries were provided for 
each topic with two kinds of structures – (1) variable-based summaries, and (2) sen-
tence-based summaries. The four types of summaries were:  

• A variable-based summary generated without the use of the taxonomy. It focuses 
on research concepts and their research relationships, as well as research methods 
and context relations. This type of summary was labeled SYSTEM 1 (see Figure 1).  

• A variable-based summary generated with the use of the taxonomy. It also focuses 
on research concepts and their research relationships, as well as research methods 
and contextual relations. Furthermore, based on the taxonomy, non-concept terms 
were filtered out, important sociology concepts were highlighted in red, and con-
cept clusters were categorized into different subjects. This type of summary was 
labeled SYSTEM 2 (see Figure 2).  

• A sentence-based summary generated by extracting research objectives of each ab-
stract. It consists of sentences that are research objectives extracted from each dis-
sertation abstract. The type of summary was labeled OBJECTIVES.  

• A sentence-based summary generated by a peer system. It consists of sentences 
that were ranked as important, according to certain sentence features, in the set of 
dissertation abstracts. It was created by a multi-document summarization system 
MEAD 3.08, which uses a centroid-based sentence extraction method [13]. This 
type of summary was labeled MEAD.  

The four types of summaries were constructed using the same compression rate of 
20% in terms of the number of the words. For each topic, the four types of summaries 
were compared by human subjects on two aspects: (1) quality of the summaries in-
cluding readability and comprehensibility; (2) usefulness of the summaries for re-
search-related purposes.  

4.2   Evaluation Results  

The overall quality (readability and comprehensibility) and usefulness of the four 
types of summaries were scored by the human subjects on a 7-point scale. The aver-
age scores for the four types of summaries from 20 researchers are shown in Table 1.  

(1) Quality (readability and comprehensibility)  
SYSTEM 2 obtained the second highest readability and comprehensibility score (5.2 
and 5.1) among the four types of summaries. It was rated better than SYSTEM 1 (4.4  
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Table 1. Average scores for the overall quality (readability and comprehensibility) and useful-
ness of the four types of summaries  

 SYSTEM 1 SYSTEM 2 OBJECTIVES MEAD 
Readability 4.40 5.20 5.70 5.00 Qual-

ity Comprehensibility 4.75 5.10 5.60 4.95 
Usefulness 5.00 5.70 5.65 4.9 

 
and 4.75), indicating that with the use of a taxonomy for information filtering and or-
ganization, the quality of the variable-based summary was substantially improved. 
SYSTEM 2 was rated better than the set of important sentences in MEAD (5.0 and 
4.95), but still worse than the research objective sentences in OBJECTIVES (5.7 and 
5.6). There was a significant difference in the average readability score between 
SYSTEM 1 and SYSTEM 2 (p=0.008).  

For readability, the researchers indicated that SYSTEM 1 & 2 were more concise 
and contain less vacuous or general information than OBJECTIVES and MEAD. This 
is because SYSTEM 1 & 2 consist of important concepts and simple relationship sen-
tences whereas OBJECTIVES and MEAD consist of complete sentences. On the 
other hand, the researchers indicated that SYSTEM 1 & 2 contain more duplicate in-
formation and dangling anaphors, and are less fluent than OBJECTIVES and MEAD. 
This is because a concept can be assigned to more than one cluster from difference 
perspectives. Moreover, separate concepts are less fluent than complete sentences.  

For comprehensibility, the researchers indicated that OBJECTVIES and MEAD are 
a little easier to understand than SYSTEM 1 & 2. This is because complete sentences 
are easier to understand than separate concepts. Furthermore, the researchers indi-
cated that the research objective sentences in OBJECTIVES can indicate the main 
ideas of the topic very well.   

 
(2) Usefulness 
For research-related purposes, SYSTEM 2 obtained similar usefulness score (5.7) as 
the research objective sentences in OBJECTIVES (5.65), but was rated much better 
than the set of the general important sentences in MEAD (4.9) and SYSTEM 2 (5.0). 
This indicates that with the use of the taxonomy for information organization, the use-
fulness of the variable-based summary was improved. In addition, the research objec-
tive sentences was rated much better than the set of the general importance sentences, 
indicating that the researchers were more concerned about research objectives than 
other kinds of information in a dissertation.  

The researchers indicated that SYSTEM 1 & 2 were more useful in indicating 
similarities among previous studies, important concepts and research methods used in 
the area. OBJECTIVES and MEAD were more useful in identifying the documents of 
interest easily and indicating important theories, views or ideas in the area.  

The four types of summaries were ranked by 20 researchers. A weighted rank score 
was calculated for each summary: a weight of 4 was assigned to the first rank, 3 for 
the second rank, 2 for the third rank, and 1 for the fourth rank. The researchers were 
also asked to select one or more summaries that they preferred to use for their  
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Table 2. Ranking and preference for the four types of summaries 

Rank SYSTEM 1 SYSTEM 2 OBJECTIVES MEAD 
No.1 (weight=4) 3 (15%) 11 (55%) 6 (30%) 0 
No.2 (weight=3) 5 (25%) 2 (10%) 7 (35%) 6 (30%) 
No.3 (weight=2) 5 (25%) 6 (30%) 5 (25%) 4 (20%) 
No.4 (weight=1) 7 (35%) 1 (5%) 2 (10%) 10 (50%) 

Weighted rank score 2.15 3.15 2.85 1.8 
Preference 6 (30%) 14 (70%) 11 (55%) 5 (25%) 

 
research-related work. The ranking and the researchers’ preference for the four types 
of summaries are summarized in Table 2.  

According to the weighted rank scores, the final ranking of the four types of sum-
maries is: (1) SYSTEM 2, (2) OBJECTIVES, (3) SYSTEM 1 and (4) MEAD. 
SYSTEM 2 obtained the first rank among the four types of summaries. The highest 
percentage of the researchers (70%) indicated preference for SYSTEM 2 for their re-
search-related work, and 55% of the researchers indicated preference for 
OBJECTIVES.  

The researchers indicated that the variable-based summaries were more effective in 
providing an overview of a topic and can help researchers find similar information 
easily. However, they were too brief to provide accurate information and sometimes 
confused the users. On the other hand, the sentence-based summaries can provide 
more direct information and were easy to understand. But it was time-consuming to 
read them and hard to locate the relevant information.  

5   Conclusion and Future Work  

This paper has reported the development and evaluation of an automatic method for 
summarizing a set of sociology dissertation abstracts. Our system focuses on extract-
ing research concepts and their research relationships from each document, integrat-
ing the extracted information across documents, and presenting the integrated infor-
mation in an interactive Web interface.  

A user study was carried out to evaluate the quality (readability and comprehen-
sibility) and usefulness of the summaries using a questionnaire. In the variable-
based summary generated with the use of a taxonomy, non-concept terms were fil-
tered out, concepts were categorized into different subjects, and important 
sociology concepts were highlighted. The evaluation results demonstrated that this 
kind of summary was more readable, comprehensible, and useful than the one 
generated without the use of the taxonomy. It ranked higher than the research 
objective summary and the MEAD summary. The majority of the sociology 
researchers in the study (70%) indicated preference for the variable-based summary 
generated with the use of a taxonomy, and 55% indicated preference for the 
research objective summary.  
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Abstract. In this paper, we propose a new robust content-based western music 
genre classification algorithm using multi-feature clustering (MFC) method com-
bined with feature selection procedure. This paper focuses on the dependency 
problems of the classification result to different query patterns and query lengths 
which causes serious uncertainty of the system performance. In order to solve 
these problems, a new approach called MFC-SFSS based on k-means clustering is 
proposed. To verify the performance of the proposed method, several excerpts 
with variable duration were extracted from every other position in a same queried 
music file. Effectiveness of the system with MFC –SFSS and without MFC-SFSS 

is compared in terms of the classification results with k -NN decision rule. It is 
demonstrated that the use of MFC-SFSS significantly improves the system stabil-
ity of musical genre classification with better accuracy. 

1   Introduction 

Musical genre classification based on music content has been a growing area of re-
search in the last few years. All content-based classification methods have three 
common stages of a pattern recognition problem: feature extraction, training of the 
classifier based on the sample music, and classification. Depending on different com-
binations of these stages, several strategies are employed in these studies. Tzanetakis 
and Perry [1] combined standard timbral features with representations of rhythm and 
pitch content and they achieved classification performance in the rage of 60% for ten 
musical genres. The classification accuracy based on just rhythm and pitch content 
was quite poor such as 23%~28%. In Ref. [2], Li performed extensive comparative 
study on the selection of features between Daubechies wavelet coefficient and the 
ones used in [1], and they conclude that the timbral feature is more suitable than 
rhythmic or pitch content for musical genre classification. Burred et al., [3] suggested 
hierarchical classification approach and genre dependent feature sets. In 13 musical 
genres, they can achieve 57.8% classification accuracy. Other methods regarding fea-
ture extraction and classification performance for music and general audio informa-
tion are described in [4-8]. Although many combinations of music features and  
classifiers have been evaluated in those works, little attention has been paid to the fol-
lowing two practical issues: Firstly, the classification results corresponding to  
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different query patterns (or portions) within the same music file may be much differ-
ent. Secondly, the classification performance is also quite dependent to the lengths of 
the test query. A system dependency problem on different query portions and query 
lengths may cause remarkable uncertainty of the system performance.  

In this paper, a new robust feature extraction method called multi-feature clustering 
(MFC) combined with SFFS feature selection is proposed to overcome the system un-
certainty problem. This paper is organized as follows. Section 2 describes feature ex-
traction and. feature selection procedure. Proposed multi-feature clustering method is 
introduced in section 3. Section 4 shows extensive experimental results of the pro-
posed method. Finally, section 5 gives the conclusion. 

2   Proposed Method- Feature Extraction, Selection and Clustering 

2.1   Feature Extraction 

Feature extraction can be thought of as representation conversion, taking low-level 
representation and identifying higher level features [9]. Before classification, the mu-
sic signals are normalized to have zero mean and unit variance in order to avoid nu-
merical problems caused by small variances of the feature values. At the sampling 
rate of 22 kHz, the music signals are divided into 23ms frames with 50% overlapped 
hamming window at the two adjacent frames. Two types of features are computed 
from each frame: One is the timbral features such as spectral centroid, spectral roll 
off, spectral flux and zero crossing rates. The other is coefficient domain features such 
as thirteen mel-frequency cepstral coefficients (MFCC) and ten linear predictive coef-
ficients (LPC). The means and standard deviations of these six original features are 
computed over each frame for each music file to form a total of 54-dimensional fea-
ture vector. Since these features are well-known in the literature, detail description of 
each feature is omitted in this paper.  

2.2   Feature Selection 

Not all the 54-dimensional features are used for musical genre classification purpose. 
Some features are highly correlated among themselves and some feature dimension 
reduction can be achieved using the feature redundancy. In order to reduce the com-
putational burden and so speed up the search process, an efficient feature selection 
method is desired. As described in paper [10], two different types of feature selection 
procedures are widely used in the literature. These are the sequential forward selec-
tion (SFS) and the sequential floating forward selection (SFFS). In this paper, these 
two methods are tested and compared in terms of the classification success rate. They 
allow not only choosing best feature sets that maximize the classification success rate, 
but also it helps to keep reasonable size of trained database in multi-feature clustering 
(MFC) algorithm in next subsection. 

2.3   Multi-feature Clustering (MFC) 

As pointed out earlier, the classification results corresponding to different query pat-
terns and query lengths within the same music file or same class may be much differ-
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ent. It may cause serious uncertainty of the system performance. In order to overcome 
these problems, a new robust feature extraction method called multi-feature clustering 
(MFC) with feature selection is implemented based on k-means clustering algorithm. 
Basic idea is to extract features over the full-length music signal in a step of 20 sec 
large window using SFS or SFFS method and then cluster these features in a number 
of disjoint subsets. This allows feature set to characterize whole intervals of music 
signal while maintaining a reasonable size of database.  

The performance of k-means clustering algorithm is well known to depend on the 
number of clusters and there is currently no apparent practical or theoretical literature 
on the determination of the optimal size of clusters. For this reason, the number of 
clusters or centroids was determined as four experimentally. Fig. 1 outlines the pro-
posed MFC with feature selection method. 

 

Fig. 1. Proposed MFC with feature selection for trained DB 

After the proposed MFC with defined feature selection in the trained database, the 
system then ready to classify the genre of the queried music using well-known k -NN 
pattern classification algorithm. We recall that the proposed MFC method has four 
sets of features vector for each music signal in trained database instead of one as in 
usual content-based system. Because of this difference in building up the trained da-
tabase, the k -NN algorithm is slightly modified as follows. In modified k -NN,  
a query to be classified is compared to each one of the four feature sets in training 
data vectors from different classes and classification is performed according to the 
distance to the k nearest feature points with Euclidean distance measure. Finally, the 

classification is done by picking the k  points nearest to the current test query point, 
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and the class most often picked is chosen as classification result. The implementation 
of modified k -NN is quite straightforward.  

3   Experiments on Music Classification 

3.1   Experimental Setup 

The proposed algorithm has been implemented and used to classify music data from a 
database of about 240 music files. 60 music samples were collected for each of the 
four genres in Classical, Hiphop, Jazz, and Rock, resulting in 240 music files in data-
base. The experts of the dataset were taken from radio, compact disks, and internet 
MP3 music files. The 240 music files are partitioned randomly into a training set of 
168 (70%) sounds and a test set of 72 (30%) sounds. In order to ensure unbiased clas-
sification accuracy because of a particular partitioning of training and testing, this di-
vision was iterated one hundred times. The overall classification accuracy was ob-
tained as the arithmetic mean of the success rate of the individual iterations.  

3.2   Results and Analysis 

Three sets of experiment have been conducted in this paper.  

• Experiment 1: Performance verification of MFC with SFS and SFSS feature selec-
tion method 

• Experiment 2: Classification test using MFC method with different query patterns  
• Experiment 3: Classification test using MFC method with different query lengths 

Fig. 2 shows average classification accuracy using MFC with SFS and SFFS feature 
selection method with respect to 5 sec music query. From the figure, we can see that 
the classification performance both for the MFC-SFS and MFC-SFSS increases with  
 

 

Fig. 2. Feature selection procedure for MFC-SFS and MFC-SFFS method 
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the increase of features up to certain number of features, while it remains almost con-
stant or smoothly increased after that. Thus based on the observation of these bounda-
ries in figure 2, we can select first few features up to the boundary and ignore the rest 
of them. As we intuitively know, the less number of feature set is always desirable.  

As seen on the table 1, MFC-SFSS achieves little higher classification accuracy 
than MFC-SFS when using first 10 feature set. We note that, in ref. [8], they end up 
with 20 features which are twice of our feature dimension.  

Table 1. Classification statistics for SFS and SFFS feature slection method 

Feature selection method SFS SFFS 

Classification Accuracy 91.3 93.7 

Number of Selected Features 10 10 

 
Table 2 shows detailed MFC-SFFS performance in musical genre classification in 

a form of a confusion matrix. As a comparison purpose, the classification results us-
ing 54 dimensional feature vector is included in the table. The numbers of correct 
classification with MFC-SFFS lie in the diagonal of the confusion matrix. The num-
bers shown in parenthesis represent statistics with all 54 dimensional features. From 
table 2, we see at least 7% improvement of classification performance using only 10 
dimensional features derived from MFC-SFFS feature selection method. The MFC-
SFFS method works fairly well over the genre of Classical, Hiphop, and Jazz while 
the average rate of correct classification is little lower in Rock genre.  

Table 2. Genre confusion matrix with MFC-SFFS feature optimization (%) 

Query 
Result Classic Jazz Hiphop Rock 

Classic 95 (98) 1. 7(12) 0(0) 5(7) 

Jazz 1. 7(0) 96.7 (72) 3.3(0) 3. 3(2) 

Hiphop 0(0) 0(5) 96.7 (97) 5(13) 

Rock 3.3(2) 1.7(12) 0(3) 86.7 (78) 

Average classification accuracy 93.75% (86.25 %) 

 
As pointed out earlier, the classification results corresponding to different query 

patterns (or portions) may be much different. It may cause serious uncertainty of the 
system performance. In order to overcome this problem, MFC-SFFS is used as ex-
plained in section 2. To verify the performance of the proposed method, seven ex-
cerpts with fixed duration of 5 sec were extracted from every other position in same  
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query music- at music beginning and 10%, 20%, 30%, 40%, 50%, and 80% position 
after the beginning of music signal. Fig. 3 shows the classification results with seven 
excerpts at the prescribed query position.  

As we expected, the classification results without MFC-SFFS greatly depends on 
the query positions and it’s performance is getting worse as query portion towards to 
two extreme cases of beginning and ending position of the music signal. This is no 
wonder because, in general, the musical characteristics are not rich enough at those 
extreme intervals of music signal. On the other hand, we can find quite stable classifi-
cation performance with MFC-SFSS method and it yields higher accuracy rate in the 
range of 72% ~ 94%. Even at two extreme cases of beginning and ending position, the 
system with MFC-SFSS can achieves classification accuracy as high as 72% which is  
 

 

Fig. 3 Genre classification results at different query portions with MFC-SFFS 

 

Fig. 4. Genre classification results at different query lengths with MFC-SFFS 
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more than 10% improvement over the system without MFC-SFSS. This is a conse-
quence of good MFC property which helps the system to build robust musical feature 
set over the full-length music signal.  

Fig. 4 explains an importance of the query length to the overall system perform-
ance. Five excerpts with duration of 5sec, 10sec, 15 sec, 20sec and 25sec are used as a 
test query positioned at 20% after the music beginning. Again, we see the desirable 
characteristics of MFC-SFFS with stable classification performance and more than 
20% improvement over the one without MFC-SFSS  

5   Conclusion 

In this paper, we propose a new content-based music genre classification algorithm 
using multi-feature clustering (MFC) combined with SFFS feature selection method.  
It can prevent unstable classification problems due to the different query patterns and 
query lengths. For the implementation of the proposed algorithm, SFFS feature selec-
tion method is first applied to the 54 dimensional feature set to reduce the feature di-
mension in the order of one-fifth and then multi-feature clustering (MFC) is adopted 
to build a robust feature vectors in trained DB. The system then compares the query 
pattern to each one of the four feature sets of music file in trained database, and it 
classifies the musical genre based on the k -NN decision rule. Experimental compari-
sons for music genre classification with several query excerpts with variable duration 
from every other position are presented and it demonstrates the superiority of MFC-
SFSS method in terms of the classification stability and accuracy. Future work will 
involve the development of new features, further analysis of classification and re-
trieval system for practical implementation, and the incorporation of more music 
classes. 
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Abstract. Conventional Web search engines evaluate each single page
as a ranking unit. When the information a user wishes to have is dis-
tributed on multiple Web pages, it is difficult to find pertinent search
results with these conventional engines. Furthermore, search result lists
are hard to check and they do not tell us anything about the relation-
ships between the searched Web pages. We often have to collect Web
pages that reflect different viewpoints. Here, a collection of pages may
be more pertinent as a search result item than a single Web page. In this
paper, we propose the idea to realize the notion of “multiple viewpoint
retrieval” in Web searches. Multiple viewpoint retrieval means search-
ing Web pages that have been described from different viewpoints for a
specific topic, gathering multiple collections of Web pages, ranking each
collection as a search result and returning them as results. In this paper,
we consider the case of page-pairs. We describe a feature-vector based
approach to finding pertinent page-pairs. We also analyze the character-
istics of page-pairs.

1 Introduction

Web search engines can find pertinent pages, and lead us to them. However,
there are some cases when they cannot find pertinent answers. We consider
two of them here. The first case is where information a user wishes to have is
distributed on multiple Web pages. Conventional search engines do not suggest
the misleading results but they do not tell us which pages include which part of
the information we want. The second case is where we have to collect Web pages
that reflect different viewpoints. For example, suppose that we wish to obtain
information about “wind power generation” and “nuclear power generation”.
Some pages are described from the viewpoint of “wind power generation” and
others are described from the viewpoint of “nuclear power generation”. A single
page with one viewpoint will not provide enough answers. Also, a conventional
search engine will not tell us anything about the relationships between searched
Web pages.

This is due to the same reason, i.e. conventional Web search engines evaluate
each single page as a ranking unit. In both cases, a collection of pages may be
more pertinent as an item for a search result than a single Web page.

E.A. Fox et al. (Eds.): ICADL 2005, LNCS 3815, pp. 301–310, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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In this paper, we propose the new concept of “multiple viewpoint retrieval”,
which means searching Web pages described from different viewpoints for a spe-
cific topic, gathering multiple collections of Web pages, ranking each collection
as a search result and returning them as results. We also describe a simple ap-
proach to achieve multiple viewpoint retrieval and analyze the characteristics of
page-pairs.

This paper is organized follows. Section 2 explains our motivation and the
concept behind multiple viewpoint retrieval. Section 3 describes our approach
to achieve multiple viewpoint retrieval, which we evaluate in Section 4. Section
5 is the conclusion and discusses future work.

2 Multiple Viewpoint Retrieval

2.1 Motivation

Although Web search engines can find pertinent pages, there are two cases con-
ventional search engines cannot find these. This is where

– Information, the user wishes to have is distributed on multiple Web pages
and where

– We have to collect web pages that reflect different viewpoints.

These cases have common problems. There are that conventional search engines
do not reflect on the relationships between search results and search result lists
output by conventional search engines give us no information about the relation-
ships between Web pages.

2.2 Concept

To solve these problems, we propose “multiple viewpoint retrieval”, which means
searching Web pages described from different viewpoints for a specific topic,
gathering multiple collections of Web pages, ranking each collection as a search
result, and returning them as results. When pages described from different view-
points include the same topics, their content is different and the points they focus
on are also different. To achieve multiple viewpoint retrieval, we need to establish
the following:

1. Collecting Web pages: What Web pages should be collected?
2. Gathering multiple collection: What Web pages should compose each collec-

tion and what relationships they satisfy?
3. Ranking the each collection: What collection is pertinent?

2.3 Our Approach

We focused on gathering multiple collections and ranking each collection and
took the approach re-ranking search results with conventional search engines1.
1 In this paper, we used Google[1].
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This was because conventional search engines can find good results as a single
page. To achieve “multiple viewpoint retrieval” simply, we considered page-pairs
as ranking units.

The multiple viewpoint retrieval was executed in three steps:

1. Submit a query to a conventional search engine, and collect the Web pages,
2. Collect page-pairs taking the relationship between pages into consideration,

and
3. Calculate the evaluation function for page-pairs and rank them.

Classic IR Our approach

Google

Single page Page-pair

Link-
based

Content-
based

Page set

Ranking method

Ranking 
unit

Future work

Future work

Fig. 1. The relationship between our approach and other research

Conventional Web search engines compute ranking scores for searched pages
by the content-analysis approach (computation of page similarity to a query) or
the link-analysis approach (such as Google’s PageRank). In this paper, we also
use the content-analysis approach like classic information retrieval. The major
differences of our work from conventional work is that the information unit for
ranking is not a single page, but a page-pair. Extensions of our approach to the
link-analysis method and to the arbitrary collection of pages are remained as
future work.

2.4 Related Work

Retrieval with Clustering. Cutting et al. proposed document clustering for
efficient browsing [2], and some search engines take this approach. They pre-
pare clusters from search results and display each page[3]. These are different
approaches to ours. Clusters are collections that consist of similar pages. Our
“multiple viewpoint search” prepares a collection from pages that are similar
but have some different parts. Web pages in different clusters, which are pre-
pared by search engines with clustering, are sometimes described from different
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Cluster A

Cluster B

…

…

…

No pair evaluation 
methods are provided.

?

Web

Search engine 
makes clusters

Fig. 2. Search engine with clustering

viewpoints. However, search engines with clustering do not provide us with infor-
mation on how to choose pages from each cluster to make pertinent page-pairs.
(See Figure 2.)

Summarization Using Multiple Documents. Summarization using multi-
ple documents is used to summarize news [4, 5]. This approach prepares clusters
from news articles, matches each sentence for each article in clusters, and makes
a summary. It is important to detect the similar articles or sentences with this
approach. Our goal was more challenging in that it was more important to de-
tect the differences than the similarities. We attempted to detect the different
viewpoints.

3 Multiple Viewpoint Retrieval for Page-Pairs

3.1 Model

We used a vector-space model to describe Web pages, page-pairs, and queries.
Term Frequency Inverse Document Frequency (TFIDF)[6] word weight was used
for the feature-vector. TF is the number of times words appeared in each docu-
ment, and IDF of keyword kw was calculate as follows:

IDF (kw) = log
N

df(kw)
+ 1 (1)

N is the number of searched results and df(k) is the number of documents with
keyword “kw”. IDF scores were calculated from collections of search results and
also page-pairs. (p1, p2) denotes page-pair consisting of pages p1 and p2. Even if
p1 �= p2, (p1, p2) = (p2, p1). In the feature-vector of page-pairs, the TF values are
the summation of the TF values of p1 and p2, and the IDF values are calculated
from all of page-pairs.

The feature-vector of query vq is :

vq = (v(1)
q , v(2)

q , · · · , v(n)
q ) (2)

v(i)
q =

{
1 if term ti in query
0 if otherwise.
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3.2 Feature Values

We defined three feature values to analyze characteristics of page-pairs:

– Inter-page similarity : sim(vp1 , vp2),
– Page-pair relevance : sim(v(p1,p2), vq), and
– Page relevance : sim(vp, vq)

We adopted a cosine correlation value for similarity. Similarity in feature vector
v1 and v2 was calculated as:

sim(v1, v2) =
v1 · v2

|v1||v2|
(3)

Inter-page similarity indicates how much duplication there is between pages
composing page-pairs. Page-pair relevance indicates how pertinent a page-pair
is for given query. Higher values are best. We adopted it as evalua tion value for
page-pairs. Figure 3 shows the relationship between the feature vectors of pages
p1 and p2 (denoted as vp1, vp2), and page-pair (p1,p2) (denoted as v(p1,p2)). vq

is feature vector of query q. Each bar corresponds to each element of a feature
vector. Three bars from the left-most one correspond to the keyword included
in query (k1,k2,k3). If sim(v(p1,p2), vq) has a high value, the following conditions
are required:

– The values of elements, which corresponds to a query, complement each other
in v(p1,p2) and reach a high value.

– The values of other elements are set off against each other in v(p1,p2) and
stay low.

When pages are described from the different viewpoints, the above conditions
are satisfied. (Duplication in query terms occurs many times, but occurs little
in other terms.)

…

+

…

…

=

vqv(p1,p2)

vp1

vp2

Term weight  for k1 q

Term weight  for k2 q

Term weight  for k3 q

compare

Fig. 3. Feature vector for pertinent page-pair
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Page relevance indicates how pertinent a single page is for given query.
We defined valuable page-pair as page-pair which has higher page-pair rele-

vance than page relevance of both pages consisting of it. In other words, valuable
page-pairs satisfy following equation.

sim(v(vp1,vp2), vq) > max(sim(vp1, vq), sim(vp2, vq)) (4)

The valuable page-pair is more pertinent than the single pages which compose it.

4 Analysis for Page-Pairs

We analyzed characteristics of page-pairs. We first analyzed the relationship be-
tween page-pair relevance and page relevance. We then analyzed the relationship
between page-pair relevance and inter-page similarity. We also analyzed the re-
lationship between page-pair relevance and Google’s ranking. We used following
four queries in Table 1. We obtained 100 URLs for each query by Google[1], and
made page-pairs from the available pages.

Table 1. Queries used for the experiments

Query name Query terms # of page-pairs

QA “wind power generation”, “nuclear power generation” 4656
QB “America”, ”Iraq” 4753
QC “Nobunaga Oda”, “Mitsuhide Akechi” (They were

Japanese feudal warlords in the 16th century.)
4656

QD “Hong Kong”, “gourmet” 4095

4.1 Page-Pair Relevance and Page Relevance

We analyzed the relationships between page-pair relevance and page relevance.
Table 2 lists the number of page-pairs and valuable page-pairs. 30–50% of page-
pairs are valuable page-pairs. It also lists the maximum of page-pair relevance
and page relevance. In all the cases, the maximum of page-pair relevance is higher
than the maximum of page-relevance.

In Figure 4, valuable page-pairs in the case of query QA are plotted on the
graph, where the horizontal axis corresponds to higher page relevance and the

Table 2. The numbers of valuable page-pairs

Query name # of valuable
page-pairs

# of page-
pairs

Max. of page-
pair relevance

Max. of page
relevance

QA 1599 4656 0.631579 0.624543
QB 2042 4753 0.428426 0.378591
QC 2102 4656 0.467308 0.436177
QD 2002 4095 0.443854 0.407625
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Fig. 4. The distribution of valuable page-pairs

vertical axis corresponds to lower page relevance for each page-pair. In this graph,
the shapes of points are classified by the page-pair relevance ranking of valuable
page-pairs. We found that many of highly-ranked valuable page-pairs appear in
upper-right corner of the graph. It should be noted that some valuable page-pairs,
having a page whose page relevance is low, has a high rank score of page-pair
relevance. It means that there are the pages which have low page relevance but
are valuable as the members of page-pair.

4.2 Page-Pair Relevance and Inter-page Similarity

We analyzed the relationship between page-pair relevance and inter-page similar-
ity. Figure 5 shows the relationship between page-pair relevance and inter-page
similarity in the case of query QA. Each point in the graph corresponds to a valu-
able page-pair or other page-pair, where the horizontal axis corresponds to the
page-pair relevance and the vertical axis corresponds to the inter-page similarity.

Page-pair A and B in Figure 5 are valuable page-pairs and have the same
page-pair relevance. Their inter-page similarity values are different. Page-pair A
has a high inter-page similarity, and page-pair B has a low inter-page similar-
ity. The both pages which compose Page-pair A describe about electric power
circumstance, including both of “wind power generation” and “nuclear power
generation”. On the other hand, page-pair B consists of the page which mainly
describes “wind power generation” and the other which mainly describes “nu-
clear power generation”.
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Fig. 5. The relationship between page-pair relevance and inter-page similarity

Page-pair C in Figure 5 is also a valuable page-pair but has very low inter-page
similarity. It includes the pages which are much larger than the other. In such
page-pairs, the characteristics of smaller pages are ignored. They are regarded
as ‘noise’.

Considering this, we can say,

– When inter-page similarity is too high, two pages are described from the
same viewpoints, and

– When inter-page similarity is too low, page-pair depends on only one page.

Therefore, pages are regarded to be described from different viewpoints when the
inter-page similarity satisfies the following for appropriate thresholds θ1 and θ2,

θ1 < sim(vp1 , vp2) < θ2 (5)

4.3 Page-Pair Relevance and Google’s Ranking

We analyzed the relationship between page-pair relevance and Google’s ranking
of pages composing page-pairs. We classified page-pairs into four groups, i.e.,

– Group A : Page-pairs composed by the pages in the top 20 for Google’s
ranking.

– Group B : Page-pairs composed by the pages in the top 50 for Google’s
ranking, which are not in group A.

– Group C : Page-pairs composed by the pages in the top 100 for Google’s
ranking and which were not in groups A or B or D.
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Table 3. Distribution of top 10 and 50 pertinent page-pairs

Query
name

# of page-pairs
Group A Group B Group C Group D

QA

top 10 0 3 7 0
top 50 3 26 21 0

all 190 1035 2350 1081

QB

top 10 2 1 6 1
top 50 6 12 24 8

all 190 1035 2400 1128

QC

top 10 2 4 4 0
top 50 19 13 18 0

all 190 1035 2350 1081

QD

top 10 0 8 2 0
top 50 2 28 20 0

all 190 1035 2050 820

– Group D : Page-pairs composed by the pages from the top 50 to 100 for
Google’s ranking.

We prepared page-pairs from 100 search results by using several queries and
ranked them with their page-pair relevance. Table 3 lists the distribution of the
top 10 page-pairs and the top 50 of pertinent page-pairs. As a result, we found
that:

1. At least about 60% of top ranking page-pairs were in groups B and C,
2. At most only about 40% were in gourp A, and
3. There were very few in group D.

When we browsed Web pages with Google’s ranking, we noticed page-pairs in
group A. However, there are few good pertinent page-pairs in group A. Consid-
ering 1 and 3 above, most good pertinent page-pairs consists of pages with a high
and a low Google’s ranking. When we browsed Web pages with Google’s ranking,
such page-pairs were difficult to find. Therefore, our approach was better than
browsing Web pages with Google’s ranking.

5 Conclusions

We proposed the new concept, multiple viewpoint retrieval and explained our
simple approach to achieve it. We analyzed the characteristics of page-pairs. We
found that

– There are the pages which have low page relevance but are valuable as the
members of page-pair.

– Page-pairs consisting of the pages which are described from different view-
points has a high page-pair relavance and a low inter-page.
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– Pertinent page-pairs are difficult to find by browsing with Google’s ranking
but multiple viewpoint retrieval can find them easily.

Future work is as follows:

– The development of the algorithm for finding pertinent page-pairs quickly,
and

– The extensions to the link-analysis method and arbitary collection of pages.
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Abstract. Given the ranked lists of images with relevance scores returned by
multiple image retrieval subsystems in response to a given query, the problem
of combined retrieval system is how to combine these lists equivalently. In this
paper, we propose a novel relevance score normalization method based on Shan-
non’s information measure. Generally, the number of relevant images is exceed-
ingly smaller than that of the entire retrieval targets. Therefore, we suppose that
if the subsystems can clearly identify which retrieval targets are relevant, the sub-
systems should calculate high relevance scores to a few retrieval targets. In short,
we can calculate the sureness of the IR subsystem using the distribution of the rel-
evance scores. Then, we calculate the sureness of the IR subsystems using Shan-
non’s information measure, and calculate the normalized relevance scores using
the sureness of the IR subsystems and the raw relevant scores. In our experiment,
our normalization method outperformed the others.

1 Introduction

In Web metasearch engine research field, researchers have been discussed how to deal
with multiple retrieval results, whereas the researchers in image retrieval research field
have discussed rarely. For example, Montague et al. [1, 2] premise an Web IR system
that combines multiple retrieval results of some Web IR subsystems. When that Web
IR system combines relevance scores, the similarity values between the retrieval tar-
gets and the users’ queries, the IR system does not combines the raw relevance scores
directly, but combines the normalized relevance scores. Because, the relevance scores
calculated by different IR subsystems are not always equivalent with each other.

We should note that the high relevance scores calculated by subsystems do not al-
ways indicate high relevances. Because, if we have a poor subsystem, this subsystem
cannot identify which retrieval targets are relevant to the users’ queries. In this case,
the subsystem may calculates high relevance scores to many retrieval targets even if
these retrieval targets are irrelevant. However, these high relevance scores actually do
not indicate the high relevances.

� This work is partially supported by the Ministry of Education, Culture, Sports, Science and
Technology, Japan under grants 16700103.
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In this paper, we propose a novel relevance score normalization method using the
sureness of the IR subsystem. We assume that the sureness depends on the distribution
of the relevance scores calculated by the IR subsystem. For example, when the IR sys-
tem calculates a few high relevance scores, the IR system has a high sureness. From
this assumption, we measure the sureness of the IR systems using Shannon’s informa-
tion measure [3]. And then, the IR system combines this measure and the raw relevance
scores.

2 Basic Issues

In this section, we introduce the following two issues; 1) why we decide that the IR
system combines relevance scores instead of combines feature vectors, and 2) why we
decide that the IR system uses the relevance scores instead of ranks.

First, we introduce two typical types of approaches about the IR systems that can
deal with multiple features. One approach is a method of combining multiple feature
values, which is mainly used in the content-based image retrieval research field [4]. In
this method, the IR systems merge multiple feature values into one feature vector per
one retrieval target. Therefore, using this combined feature vectors, the IR systems can
calculate similarity values between the users’ queries and the retrieval targets. Never-
theless, the IR systems do not always deal with the feature values equally. For instance,
we suppose that an IR system extracts two kinds of feature vectors a and b from each
retrieval target, and the numbers of dimensions of a and b are 1 and 10000, respectively.
Of course, the number of dimensions in the merged feature vector c is 10001. In this
case, the elements of two vectors, such as b and c, are almost the same. Accordingly,
the IR systems do not deal with a when the IR systems merge these two feature vectors.
In this way, using a merging approach, the IR systems may ignore some feature values.

Here, we are interested in how to equivalently deal with the multiple feature values.
We suppose that if the IR systems use better approach, a method of merging multiple
retrieval results, the method will be able to improve the accuracies of the IR systems.
Before explaining this approach, we show the overview of the image IR system using
this method in Figure 1. Our image IR system retrieves the retrieval targets using the
following three steps; (1) Our IR system inputs the users’ queries to these three IR sub-
systems, (2) each IR subsystem outputs the retrieval result using one kind of feature
value, and (3) the IR system integrates these three retrieval results and outputs one inte-
grated retrieval result. In this case, we suppose that if the IR system equally integrates
the retrieval results, the IR system can equivalently deal with the multiple feature val-
ues. In this paper, we suppose that step (3) of the IR system is the most important step,
then we consider how to integrate multiple retrieval results equivalently.

As mentioned earlier, the goal of this research is to find a retrieval method that can
deal with multiple feature values equivalently. To this end, we use the relevance scores
instead of the ranks, because the ranks do not always express the exact similarities
between the retrieval targets and the users’ queries. This means that when we have the
two ranks, that are calculated by different IR subsystems, and that are calculated for the
two different retrieval targets, are the same, we suppose that the similarities between
the two retrieval targets are different in many cases. The reason of this is that the rank
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Fig. 1. An architecture of the IR system that uses multiple feature values

of a retrieval target depends on not only the exact similarity value between the retrieval
target and the user’s query but also the similarity values of the other retrieval targets.
Because of the above discussion, we use the relevance scores to calculate the integrated
retrieval results.

3 Relevance Score Normalization Method

In this section, we explain a requirement of normalized relevance scores. We also ex-
plain our proposed method that fulfill such the requirement.

The basic concept of our idea is that the sureness of the IR subsystems should depend
on the distributions of the relevance scores. This means that when an IR subsystem
calculates high relevance scores to many retrieval targets, these relevance scores do not
necessarily to indicate high relevances, then the IR subsystem should have low sureness.
In this section, we explain our normalization concepts in detail, and we also explain how
to normalize the relevance scores using the sureness of the IR subsystems.

A Requirement for Relevance Score Normalization Method. Before describe our
proposed normalization method, we should discuss which method is the best. To de-
termine the effectiveness of normalization methods, we define that if two normalized
relevance scores calculated by any two retrieval targets are the same, users judge that
the relevance of one retrieval target is as much as that of another retrieval target.

For example, if two relevance scores, S (R1,O1) and S (R2,O2), are the same value,
users judge whether both two retrieval targets and are relevant or irrelevant to the query.
Therefore, when a user judge that O1 is relevant and O2 is irrelevant when the IR system
uses a normalization method, this method is the best.

When a normalization method fulfill this requirement, the normalization method
must determine which two raw relevance scores should be normalized to the same value.
Therefore, we suppose that the relevance feedback method is the most suitable method
for normalization. This is because, unless the users’ judgements, the IR system cannot
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identify which retrieval targets are really relevant to the users. However, users cannot
judge numbers of retrieval targets. Therefore, we do not adopt the relevance feedback
method to normalize raw relevance scores.

To fulfill the above requirement, we need a normalization method that fulfill this
requirement without users’ judgements. In the following sections, we discuss several
normalization methods from the point of view of whether it meets the above require-
ment.

The idea behind our method. To make our method that fulfill the requirement for
normalization, we focus on the distribution of the raw relevance scores. That is, if an IR
subsystem calculates many high relevance scores, this IR subsystem has a low sureness.
We use Shannon’s information measure to scale the difficulty of getting high relevance
scores. That is, if a retrieval system calculates many high relevance scores, the informa-
tion value is low, and the normalized relevance scores are also low.

Calculation of the Information Value of Relevance Scores. Using the pre-normalized
relevance scores, the IR system calculates the information values of all retrieval targets.
First, we divide the ranges [0, 1] into the p-th sections shown in Figure 2, where p is
an integer parameter. We should note that the length of each section L is 1/p. Next, the
IR system set the values of F(k) which expresses a distribution of the relevance scores.
Here, the IR system sets the value of F(k), the ranges [ k

p ,
k+1

p ], to the number of the

retrieval targets which relevance scores are on the range [0, k+1
p ]. Finally, the IR system

calculates the information value I(Ri,O j) using the following function:

I(Ri,O j) = − log2
F(k)
M

(1)

This function is based on Shannon’s information measure [3]. Here, Shannon’s infor-
mation measure is based on the probability of the phenomenon. Therefore, we cannot
use this measure directly. Then, we use the ratio of the number of retrieval targets in
k-th section to the amount of all retrieval targets instead of the probability of the phe-
nomenon.

Integration of Relevance Scores and the Information Value of Relevance Scores.
Finally, the IR system calculates the normalized relevance score using the raw relevance
score S ∗(Ri,O j) and the information value I(Ri,O j) as follows:

S ′(Ri,O j) = S ∗(Ri,O j) · I(Ri,O j) (2)
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Using these steps, the IR systems can normalize relevance scores using Shannon’s in-
formation measure.

4 Experimental Evaluation

We compare the accuracy of the IR systems which use our proposed method with that
which uses the other normalization methods. We made image retrieval systems which
deals with three image features, such as color histogram, shape of objects in the image,
and texture of objects.

In our experiment, we compared our proposed normalization methods with the other
normalization methods proposed by Montague et al. [1], such as Standard, Sum, and
ZMUV. After we normalize, we used two integration functions, CombSUM and
CombMNZ, to integrate relevance scores of histogram, shape, and texture. In short, we
compared 11 patterns of retrieval systems. Three patterns of systems use one of three
image features. Eight patterns of systems use one of four normalization methods, such
as Standard, Sum, ZMUV, and our proposed methods. These eight patterns of systems
also use one of two integration functions, such as CombSUM and CombMNZ.

In Fig. 3, we show the average precision ratio of all IR systems. From this figure,
we find out that the accuracy of the IR system which use our proposed method with
CombMNZ gives better accuracy than the other normalization system, such as Stan-
dard, Sum, and ZMUV. However, the IR system which uses our proposed method with
CombSUM has worth accuracy than that which uses Standard with CombSUM. From
this result, our proposed method does not always gives the best accuracy. We suppose
that when the IR system uses the integration function CombSUM, the IR system ignores
the information measure.

From this result, we can conclude that the compatibility of integration function and
normalization method is important. This is because, the method of CombMNZ is based
on the entropy of integrated relevance scores, which are very similar to our proposed
method. On the contrary, CombSUM is based on average value of integrated relevance
scores. This reason is why our proposed method makes better accuracy with CombMNZ
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than with CombSUM, and why the normalization method “SUM” makes better accu-
racy with CombSUM than with CombMNZ.

5 Conclusion

In this paper, in order to improve the accuracy of the IR system, we introduce a rel-
evance score normalization method. In our method, we expect the sureness of the IR
subsystems from the distribution of the relevance scores of the IR subsystems. That is,
when the IR subsystems calculates high relevance scores to many retrieval targets, we
suppose that these retrieval targets are not always relevant. Based on the sureness of IR
subsystems and the raw relevance scores, we calculate the normalized relevance scores.
Using our proposed normalization method, the accuracy of the IR system improves
without complicated interactions between the IR system and the users. We suppose the
reason of the improvement is that we can correctly assume the sureness of the IR system
using the distribution of the raw relevance scores and Shannon’s information measure.
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Abstract. A Web Public Access Catalog (WebPAC) is an important feature of 
modern libraries. In this paper we propose a meta-search method to provide us-
ers with simultaneous access to WebPACs of different libraries.  Our method 
gives a librarian full freedom to select WebPACs to be incorporated in the ser-
vice but requires no programming effort from the librarian’s side.  At the core 
of our method is a meta-search engine which sends a query to incorporated 
WebPACs, receives results, and post-processes the query results into a uniform 
presentation format. To incorporate an existing WebPAC into our system, one 
needs to analyze the query interaction behavior between the WebPAC and the 
browser. This can be done by extracting the query parameters from a query and 
the subsequent query result web pages. We modeled and abstracted these inter-
actions and defined the corresponding XML formats to capture the needed pa-
rameters from these web pages. The resulting XML pages will then be fed to 
the search engine which will automatically incorporate the designated WebPAC 
as part of its search.         
   The advantage of our method is that the search engine does not need to be 
modified when new WebPACs are added. When adding a new WebPAC, the li-
brarian only needs to analyze a few web pages to decide the parameters. Even 
this step can mostly be done automatically. To illustrate the effectiveness of our 
method, we have built a system, called MetaCat, that has incorporated the 
WebPACs of 26 major libraries in Taiwan. MetaCat can be accessed at 
http://MetaCat.ntu.edu.tw.      
   This research is supported in part by the National Science Council of the 
Republic of China under grant numbers NSC-94-2422-H-002-008 NSC-93-
2213-E-002-039. 

1   Introduction 

The most important common service provided by modern libraries is the Web Public 
Access Catalog (WebPAC). By using WebPAC, users can search a library’s catalog 
quickly via internet. However, try to find books from several libraries can be a painful 
experience. The user needs to visit the WebPAC of every intended library and issues 
the same query to each of them separately.  If the user does not have a clear idea of 
the books that she is looking for, it can be another time-consuming experience to go 
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through the search results from those WebPACs. It is therefore reasonable to design 
an integrated search that can access several WebPACs simultaneously. This service 
can be achieved by either building a centralized union catalog (such as WorldCat of 
OCLC), establishing standard data exchange protocols (such as Z39.50 [1] or OAI-
PMH [2]), or using meta-search (see [3] as an example).  

In this paper we propose a new meta-search methodology that allows a librarian to 
build her library’s cross-WebPAC service without any programming effort. Our 
method involves a core search facility and an XML format that allows the incorpora-
tion of a WebPAC service by simply identifying parameters involved in queries. To 
demonstrate the effectiveness of our method, we have implemented such a service, 
called MetaCat, for the National Taiwan University Library. MetaCat currently incor-
porates the WebPACs of 26 major libraries of Taiwan. It is also a popular search tool 
provided by the NTU Library. 

In Section 2 of the paper we give the methodology of our configurable meta-search 
method. Section 3 describes the implementation of MetaCat. We conclude the paper 
with some discussion and future directions. 

2   Methodology 

Meta-search for WebPACs is a mechanism that allows the users to access and search, 
via Web, WebPACs of different libraries from a single webpage in a uniform way.  In 
a typical (single) WebPAC service of a library, a user issues a query such as a title or 
author, the system then searches through the catalog of the library and returns a list of 
books (if any) that match the query. If we treat the inner working of a WebPAC as a 
black box, then the query session described above can be regarded as a series of web-
page exchanges through the http protocol. The query issued by the user is sent as a 
sequence of parameters, usually wrapped inside the control elements (buttons, check-
boxes, radio buttons, menus, text input, file select, hidden controls, object controls, 
etc) [9] of the <form> tag of an html page. The query results, once retrieved from the 
data base, are embedded in another html page and presented to the user’s browser. 
This http interaction model between the browser and the WebPAC is quite simple, 
and can be summarized as the following states: 

 
1. Send request, as an html page, to WebPAC 
2. Receive an html page from WebPAC 
3. Identify the html template of received html page 
4. Extract data from the html page 
5. Stop, or use the extracted data and go to State 1 

 
As far as the Web interface is concerned, the only differences between two Web-

PACs are the configurations (parameters) of the queries that the WebPAC interfaces 
send to their respective search engines, and the configurations of the query results that 
the interfaces get back from the WebPAC search engines and present to the user. 
Among the five states of the above http interaction model, all except State 2 (the re-
ceive state) have their own configurations. 
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2.1   Consolidate WebPAC Services Through Meta-search 

For integrating several WebPACs, a conventional meta-search solution would analyze 
the interface of each WebPAC and incorporate them through programming. This 
process can be rather laborious and requires programming skills beyond the capability 
of an average librarian. Furthermore, if a WebPAC changes its interface or if a new 
WebPAC is to be added, then the program needs to be modified. 

Our method uses a modular approach. WebPACs, due to their public-service na-
ture, usually employ interfaces that are much simpler than commercial Web-accessed 
data bases.  Therefore instead of using programming to incorporate each WebPAC, 
we propose general XML configuration formats to capture the parameters embedded 
in the http interaction. To include a WebPAC into our meta-search facility, then, all 
that need to be done is to transform its http interactions into their respective XML 
formats and incorporate them in the meta-search mechanism. This action only re-
quires knowledge of Web query parameters and XML, and can be done by any ex-
perienced librarian with some training.  Furthermore, this framework is general 
enough that a library can choose the WebPACs that it wants to incorporate in its own 
meta-search service and builds its own system. Adding a new WebPAC service or 
modifying an existing one can also be done easily. 

Note that four of the five states in the WebPAC http interaction model given above 
involve webpages with parameters containing information related to the WebPAC 
transaction. They are captured in our framework through four classes of XML con-
figuration formats. They are the Request configuration format, Verify configuration 
format, Extract configuration format and Flow configuration format.   They corre-
spond, respectively, to State 1 through 5 (except State 2, which does not need a corre-
sponding configuration). The Request configuration format deals with the parameters 
of the queries of a WebPAC. Verify and Extract have to do with those of the query re-
sults. Flow analyzes whether the WebPAC has any session control features. Due to 
space limit, we only briefly outline these formats.  Detail information can be found in 
a longer version of this paper upon request. 

 
Request Configuration. The most basic operation in a WebPAC is to issue a query. 
Request configuration is the XML format that captures all the information involved in 
the query-sending process. They include the host URL, the connection method (GET 
or POST), proxy information, query parameters, and user agent information such as 
accept content type, accept-language, and accept-encoding. If a WebPAC has been in-
corporated in the meta-search service, the meta-search engine will use that Web-
PAC’s Request configuration to simulate a user query to that particular WebPAC.  
We remark that the process of extracting the necessary query information and incor-
porating them into the Request format can be done almost automatically. The only 
human effort required is to issue sample queries to each of the query fields (such as ti-
tle, author, etc). The parameters associated with each query will be extracted and em-
bedded into the corresponding configuration. 

 
Verify Configuration. Several outcomes may happen when a WebPAC returns the 
query results. It may find no record, one record, or several records. The Verify con-
figuration format includes three XML forms, each for the template of “no record”, 
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“brief listed records”, and “detailed information”.  Identifying which form that a web-
page corresponds to can be done by identifying specific key phrases that are pertinent 
to that particular template. Determining which verify configuration forms are needed 
in a specific WebPAC requires the assistance of a librarian.  An experienced librarian 
needs to indicate to the system the types of query result webpages that her WebPAC 
may produce, and for each template, identify a key phrase that is unique for that tem-
plate. 

 
Extraction Configuration Format. After identifying the templates of the query re-
sult webpages, we need to extract the parameters, such as title, author, and hyperlink 
to a page with detailed information from each of the templates. This is the purpose of 
the Extraction configuration format, which is an XML format that locates the biblio-
graphic information embedded in html.  Similar to the Verification configuration for-
mat, there are also several Extract configuration forms; each corresponds to a possible 
query result webpage.  

To locate bibliographic information in a query result html page, we define four 
elements needed for the Extraction configuration: “Single tag” element, “Range tags” 
element, “Nested single tag” element, and “Nested range tags” element. “Single tag” 
element is used to locate a particular html tag using the tag’s name and its order of 
appearance in an html page. “Range Tags” element is used to locate the range en-
closed within an html tag, such as “<tr>…</tr>”.  It can also be used to specify re-
peated ranges within the same tag name. “Nested single tag” and “Nested range tags” 
are used when the located content need further utilized by the extraction elements.  

Flow Configuration Format. In order to control query sessions, some WebPAC sys-
tems generate a transaction key when a user enters, and the key may expire after a 
time out. This key is hidden in the webpages and is either for giving better services 
(by remembering previous queries in the same session) or for preventing abuse from 
external agents. The Flow configuration format is, then, an XML format that analyzes 
the flow of the http interactions of a WebPAC so that this type of session control can 
be handled.   

To check whether a WebPAC has this type of session control is quite simple. One 
simply needs to enter the library’s query system from two different computers, issues 
the same query, then compares the parameters sent from the two browsers. 

2.2   How to Incorporate a WebPAC 

Using the four configurations mentioned above, a librarian can add a WebPAC to 
meta-search engine easily and without any programming effort. With the help of aid-
ing tools, most of the needed configurations can be generated automatically. The li-
brarian only needs to provide minimum help (such as identifying the parameter name 
if a key is needed in a WebPAC with session control and the key phrases associated 
with Verify configurations) by highlighting the related terms. 

3   MetaCat – An Implementation 

To demonstrate how our method works, we have built a meta-search service, Meta-
Cat, for the National Taiwan University Library. MetaCat currently incorporates the 
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WebPAC services of 26 major libraries in Taiwan. To provide better services to all 
users in Taiwan, we have grouped them (not mutually exclusively) into 7 categories, 
according to geographic locations (four different areas covering northern, central, 
southern, and eastern Taiwan), size (a group that contains only libraries with over half 
a million books), and specialties (medical and educational). This arrangement makes 
it easier for a user with special interest or from a specific locality to find what she 
wants. The user can also select the libraries of her choice from the list of 26 by click-
ing buttons. MetaCat provides a query field with 6 query modes (title, author, subject, 
ISBN, ISSN, and keywords) on its query interface. 

Although the 26 WebPACs are from 3 vendors, Innovative (Innopac), Transtech 
(TOTAL II) and Dynix (iPAC), each has its own variations in query interface and 
query result presentation and needs to be dealt with individually. 

Querying multiple WebPACs and gathering their results may take a while, espe-
cially when the network is slow.  To expedite the query outcome, MetaCat (1) simul-
taneously dispatches query to the involved WebPACs, (2) displays query results in an 
incremental, first-arrive-first-present way, and (3) waits a maximum of 30 seconds, to 
compensate for possible site failure or a congested network. 

Another important feature of MetaCat is that it groups the same books into a single 
result, with links to the different libraries from which the book records are retrieved. 
MetaCat does this by checking for similarities in bibliographic information from 
query results and aggregating the similar ones together. This feature can significantly 
reduce the number of items in the list of results and make the system much easier to 
use. We have also implemented a tool bar plug-in that can be installed on an IE 
browser. 

MetaCat is quite popular among users in NTU.  It is also gaining acceptance 
among librarians because it is much more up-to-date than the Taiwanese union 
catalog NBInet. 

4    Discussion 

In this paper we introduced an approach to building configurable meta-search services 
for WebPACs. In addition to providing the core search facilities, we introduced four 
general XML configuration formats, with which one can incorporate the parameters 
from a WebPAC’s query process and query result presentations.  In our method, new 
WebPACs can be added to the meta-search service without any programming effort 
or modification of the programming code. To demonstrate the effectiveness of our 
method, we have built such a service, called MetaCat, for the NTU Library.  In addi-
tion to having incorporated the WebPAC of all major libraries in Taiwan (26 in total), 
MetaCat also provides six query modes, seven categories of libraries for the ease of 
use, and post-processing features that make query results much easier to use than 
other similar services. 

We have designed tools to help librarians analyze the configurations. We are also 
studying the possibility of fully automating this process. There are methods for ex-
tracting content from webpages (see, e.g., [4] [5] [6]). They need to be tailored for 
WebPAC applications. The DeepSpot Agent Tool Box [7] provides ways to extract 
information based on pattern discovery [8]. But the rules generated from that ap-
proach are not human-readable and may be hard for librarians to check for accuracy. 
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Abstract. Conventional automatic text annotation tools mostly extract named 
entities from texts and annotate them with information about persons, locations, 
and dates, etc.  Such kind of entity type information, however, is insufficient for 
machines to understand the context or facts contained in the texts.  This paper 
presents a general text categorization approach to categorize text segments into 
broader subject categories, such as categorizing a text string into a category of 
paper title in Mathematics or a category of conference name in Computer Sci-
ence.  Experimental results confirm its wide applicability to various digital li-
brary applications. 

1   Introduction 

Text mining can be used to add value to unstructured data, like documents in digital 
library collections. [1]  In general, current tools for automatic text annotation mostly 
extract named entities from texts and annotate them with information about persons, 
locations, dates and so on. [2]  However, this kind of entity type information is often 
insufficient for machines to understand the facts contained in the texts, thus prevent-
ing them from implementing more advanced or intelligent applications, such as text 
mining. [3]  In this paper, we try to remedy this problem by presenting a more gener-
alized text categorization approach which is pursued to categorize text segments, i.e., 
meaningful word strings including named entities and other important text patterns 
such as paper titles and conference names, into broader subject categories. 

Named Entity Recognition (NER) is an important technique used in many intelli-
gent applications such as information extraction, question answering and text mining.  
The NER task consists in identifying phrases in text, which are often short in length, 
e.g., single words or word bigrams, into certain types such as organizations, persons 
and locations. To deal with such task, effective techniques are required to delimit 
phrases and exploit various evidences of the candidate strings to classify entities.  
Fewer investigations or research were found to recognize longer strings, such as paper 
titles and conference names, and classifying them into broader subject categories of 
concern.  Examples include categorizing a paper title into Mathematics category or a 
conference name into Computer Science category.  This paper addresses the problem 
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of text segment categorization and presents a feasible approach using the Web as an 
additional knowledge source. 

In this paper, a text segment is defined as a meaningful word string that is often 
short in length and represents specific concept in a certain subject domain, such as a 
keyword in a document set and a natural language query from a user.  Text segments 
are of many types, including word, phrase, named entity, natural language query, 
news event, product name, paper or book title, etc.  Categorizing short text segments 
is a difficult problem given that, unlike long documents, short text segments typically 
don’t contain enough information to extract reliable features.  For longer documents, 
their subject information can be represented based on the composed words and the 
similarities to a classifier can be estimated based on the common composed words.  
However, for text segments, their subject information cannot be simply judged by 
using the same way due to the fact that text segments are usually short and don’t con-
tain enough information in the composed words.  Thus, the most challenging task is to 
acquire proper features to characterize the text segments.  For those text segments 
extracted from documents, e.g., key terms from documents, the source documents can 
be used to characterize the text segments.  However, in real-world cases, such as in 
dealing with search engine query strings, there may not exist sufficient relevant 
documents to represent the target segments.  In other words, the lack of domain-
specific corpora to describe text segments is usually the case in reality. 

Fortunately, the Web, as the largest and most accessible data repository in the 
world, provides rich resources to supplement the insufficiency of information suffered 
by various text segments.  Many search engines constantly crawls Web resources and 
provides relevant Web pages for large amounts of free text queries consisted of single 
terms and longer word strings.  The major idea of the proposed approach is to use the 
Web search result snippets to extract related contextual information as the source of 
features for text segments.  In other words, the proposed approach incorporates the 
search result snippets returned from search engines into the process of acquiring fea-
tures for text segments.  Often there are some text segments too specific to obtain 
adequate search results using current keyword-matching-based search engines.  This 
motivates our exploration of a better query processing technique, named query relaxa-
tion, which is designed to acquire more relevant feature information for long text 
segments through a bootstrapping process of search requests to search engines.  Initial 
experiments on categorizing paper titles into Yahoo!’s Computer Science hierarchy 
has been conduced and the experimental results show the potential and wide adapta-
bility of the proposed approach to various applications. 

2   Related Work 

2.1   Named Entity Recognition 

Effective techniques are required in NER to delimit phrases and exploit various evi-
dences of the candidate strings to classify entities.  It has been a well-accepted princi-
ple that two different types of evidences, i.e., internal and external evidences, are keys 
in clarifying the ambiguities and improving the robustness and portability.  For exam-
ple, the internal evidences, such as capitalization, are features found within the  
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candidate string itself; while the external evidences, such as neighboring words 
associations, are derived by gathering the local context into which the string appears.  
A number of approaches have been developed for utilizing external evidences to find 
functional-similar words and identifying named entities.  Usually these approaches 
rely on analysis of the considered objects’ contextual information obtained from 
tagged corpus. [4]  Instead of using tagged corpus for categorizing word- or phrasal-
level objects, the proposed approach exploits Web resources as a feature source to 
categorize text segments, which might be longer in length, into broader subject cate-
gories.  Our research assumes that the text segments are formed with a simple syntac-
tic structure containing some domains-specific or unknown words.  Either conven-
tional syntactic sentence analysis or complete grammatical sentence analysis may not 
be appropriate to this case. 

2.2   Text Categorization 

Text categorization techniques are often used to analyze relationships among docu-
ments. [5]  However, as previously mentioned, there is a great difference between 
document categorization and text segment categorization.  Documents normally con-
tain more information than text segments do.  The similarity between a document and 
a target category can be estimated based on the difference in the distribution of the 
words contained in document itself and the training set of the category; whereas the 
similarity between a short text segment and a target category cannot be estimated in 
this way.  Further, conventional text categorization techniques assume manually-
labeled corpora are ready and can be used for training process.  In reality, labeling the 
corpus is laborious and may suffer from the problem of subjectivity.   Using the Web 
as a corpus source proves a better alternative.  Our previous work has proposed an 
approach to train classifiers through Web corpora to build user-defined topic hierar-
chies. [6]  The proposed approach in this paper extends the previous work, and fo-
cuses on the text segment categorization problem. 

2.3   Text Mining and Web Corpora 

Our research is also related to the work concerning with the knowledge discovery in 
huge amounts of unstructured textual data from the Web. [7]  To name a few related 
research here, such as automatic extraction of terms or phrases, [8] the discovery of 
rules for the extraction of specific information patterns, [9] and ontology construction 
based on semi-structured data. [10]  Different from previous works, the proposed 
approach is to categorize text segments via mining search result pages. 

3   The Approach 

This section first defines the problem, and then introduces the proposed approach.  
Given a set of subject categories, C = {c1, c2, …, cn}, a collection of text segments  
T = {t1, t2, …, tm}, and also a mapping M : T -> C that describes the correct category a 
text segment is supposed to be assigned with.  The major concern is to design a one-
to-one mapping scheme M’: T –> C that the maximal size of the correct result set is 
CRS = {ti |ti in T, M’(ti) = M(ti)}.  The approach is essentially composed of two  
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computational modules: feature extraction and text segment categorization. The ap-
proach exploits highly ranked search result snippets retrieved from search engines as 
the feature sources.  The feature extraction module collects features for the text seg-
ment of concern.  The text segment categorization module decides appropriate catego-
ries for the text segment.  Detailed discussion of each module is presented in the fol-
lowing subsections. 

3.1   Feature Extraction and Representation 

To decide the similarity between a text segment and a target subject category, a repre-
sentation model is necessary to describe it characteristics.  As previously mentioned, a 
text segment cannot offer sufficient feature terms by itself.  In other words, calculat-
ing the distance between the text segment and a target category directly is not possi-
ble.  To overcome this problem, the approach sends the text segment as a query to 
search engines and use the returned pages as its feature source.  Note that, instead of 
the whole page, only the snippets were used as the sources to save a large number of 
page accesses.  The approach adopts the vector space model to describe the features 
of both text segments and thematic categories.  Suppose that, for each query q (in fact 
a text segment or some Boolean expressions of category names), the approach collects 
up to Nmax search result snippets, denoted as SRSq.  Each query can be then converted 
into a bag of feature terms by applying normal text processing techniques, e.g., re-
moving stop words and increasing stemming, to the contents of SRSq.  Let T be the 
feature term vocabulary, and ti be the i-th term in T.  With a simple processing, a 
query q can be represented as a term vector vq in a |T|-dimensional space, where vqi is 
the weight ti in vq.  The term weights in this work were determined according to one 
of the conventional tf-idf term weighting schemes, in which each term weight vqi is 
defined as: 

vq,i = ( l + log2 fq,i ) x log2( n / ni ), 

where fqi is the frequency of ti occurring in vq’s corresponding feature term bag, n is 
the total number of category objects, and ni is the number of category objects that 
contain ti in their corresponding bags of feature terms.  The similarity between a text 
segment and a category object is computed as the cosine of the angle between the 
corresponding vectors, i.e., 

sim(va, vb) = cos(va, vb), 

3.2   Text Segment Categorization 

Given a new text segment t, the approach determines a set of categories Ct that are 
considered as t’s most related categories.  As discussed in previous section, the candi-
date text segment t is represented as a feature vector vt.  For this categorization task, a 
kNN approach was used.  kNN has been found to be an effective classification ap-
proach to a broad range of pattern recognition and text classification problems.  Using 
the kNN approach, a relevance score between t and candidate category object Ci is 
determined by the following formula: 
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where Rk(t) represents t’s k most-similar category objects, measured by a sim function, 
in the whole collection.  The categories a text segment being assigned with are deter-
mined by either a predefined number of most-relevant clusters or a threshold used to 
pick those clusters having scores higher than that of the specified threshold value.  
The performance evaluation of the proposed approach was mainly based on the ex-
traction of five most-relevant categories as candidates. 

3.3   Query Relaxation 

Sometimes there exist text segments that are too specific to obtain adequate search 
results using current keyword-matching-based search engines.  Insufficient snippets 
may cause the obtained information sparse and not so unreliable, and may even de-
crease the relevance measurement among text segments.  The case of retrieving in-
adequate search results mostly occurs when dealing with long text segments, e.g., 
paper titles and natural language queries.  Compared with a short text segment, a long 
segment contains more information, i.e., with more terms, and it’s rather difficult to 
obtain documents exactly matching all of the terms.  However, as a long text segment 
contains more information, not all terms in the segment are equally informative to its 
intended topic(s).  This motivates our invention of a query processing technique, 
named query relaxation, to acquire more relevant feature information for long text 
segments through a bootstrapping process of search requests to search engines. 

 

Fig. 1. Examples of paper title and their relaxed versions 

To clarify the idea of query relaxation, let’s take the title of this paper as an exam-
ple of long text segment: “Annotating Text Segments Using A Web-based Categori-
zation Approach.”  Suppose that one needs to select a subset of terms as the query that 
can mostly represent the topical concept of this segment, one most probably selects 
those of “Annotating Text Segments.”  If one needs to further reduce the sub-segment 
“Annotating Text Segments,” “Annotating Text” seems a better choice.  Though this 
selection process may not be always feasible and may depend on the decisions made, 
the idea shows that the textual part of a long text segment can be effectively reduced 
or relaxed.  The reduced segment represents a concept that is still close to (or usually 
it is broader than) the main topical concept of the original segment, and it usually can 
retrieve more search results due to the reduced segment holds fewer terms.  The above 
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example suggests a possible approach in an inclusion manner, i.e., to select a subset 
of terms that are most informative from the given text segment.  Instead of following 
such inclusion manner, our approach was designed in an exclusion manner.  In other 
words, when the search results of the given text segment are not adequate, a single 
term is removed from the segment, and the rest form a new query to search engines.  
The newly retrieved search results are then augmented into the set of the original 
search results.  For those overlapping entries, they will be deleted and not added.  
This relaxation process is repeated until the obtained information is considered 
enough.  For illustration, figure 1 shows several examples of paper titles with their 
relaxed versions obtained using the proposed query relaxation technique. 

4   Experiments 

To assess the performance of the proposed approach, some initial experiments have 
been conducted.  We used the Yahoo! Computer Science hierarchy as the subject cate-
gories of concern.  In the hierarchy, there are totally 36 second-level, 177 third-level, 
and 278 fourth-level categories, all rooted at the category of “Computer Science”.  A 
data set consisting of the academic paper titles were collected from six computer science 
conferences held in 2002.  The experiment tried to categorize them into the 36 first-level 
categories, such as “Artificial Intelligence” and “Operating Systems”.  Table 1 lists the 
relevant information of this paper data set.  For each category, we created a text classi-
fier using a training corpus obtained via taking the category name itself and each of its 
subcategory names as a query to retrieve search result snippets respectively, which is a 
process similar to that of extracting feature sources for text segments. 

To evaluate the categorization accuracy, each conference was assigned to the Ya-
hoo! categories to which the conference was considered to belong, e.g., AAAI’02 was 
assigned to “Artificial Intelligence”, and all the papers from that conference were 
unconditionally assigned to that category.  Notice that this might not be absolutely 
correct categorization strategy as some papers in a conference may be more related to 
other domains than the ones assigned.  To make the experiment easier to implement, 
we made this straightforward assumption. 

Tables 2 shows the results of the achieved top 1-5 inclusion rates, where the top n 
inclusion rate is the rate of the test text segments (paper titles) whose highly ranked n 
 

Table 1. The information of the paper data set 

Conference # Papers Assigned Category 
AAAI’02 29 CS: Artificial Intelligence 

ACL’02 65 CS: Linguistics 

ICML’02 87 CS: Artificial Intelligence 

JCL’02 69 CS: Lib. & Info. Sci. 

SIGCOMM’02 25 CS: Networks 

SIGGRAPH’02 67 CS: Graphics 
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candidates contain the correct category.  This experiment was conducted without 
using the query relaxation technique.  From Table 2, it shows that the achieved accu-
racy was promising.  

Table 2. Top 1-5 inclusion rates for categorizing paper titles 

Conference Top-1 Top-2 Top-3 Top-4 Top-5 
AAAI’02 .6897 .7586 .8621 .8966 .9301 
ACL’02 .5321 .7077 .7692 .8 .8153 
ICML’02 .5172 .6437 .7701 .8161 .8391 
JCDL’02 .2753 .4493 .4927 .5072 .5217 
SIGCOMM’02 .88 1.0 1.0 1.0 1.0 
SIGGRAPH’02 .8599 .9552 .9552 .9701 .9701 
AVG  .5965 .7193 .7690 .7953 .8187 

 
Table 3 further lists some wrongly categorized examples and it can be observed 

that not all of the miss-categorized papers might be incorrect.  In some cases, they 
were more related to the result subject categories than those we assigned to them.  
This experiment reveals a great potential of using the proposed approach to categoriz-
ing paper titles and organizing academic papers on the Web. 

Table 3. Selected examples of miss-categorized paper titles. 

 
 

It was also observed in the experiment that many paper titles were too long and the 
search engine did not provide a sufficient number of Web pages, which undoubtedly 
lowered the accuracy rate.  Our study was thus interested in whether the query relaxa-
tion technique could overcome this problem.  We adjusted the values of Nmin and Nmax, 
i.e., the minimal and maximal number of Web pages to describe the text segments, 
and conducted the same experiment again.  Table 4 lists the archived result.  Note that 
the result achieved without using the query relaxation technique can be taken as ap-
plying query relaxation vacuously, i.e., Nmax = 100, Nmin = 0.  From this table, it can be 
observed the query relaxation technique did help to boost the accuracy rate, though 
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the extent of the improvement is limited.  Another interesting observation can be 
made from the table is that the size of the training data to describe text segments doest 
not necessarily bear a positive influence on the performance of our approach.  Fewer 
pages sometimes describe a text segment more precisely – a possible conclusion con-
sidering that the more pages, the more noises may occur. 

Table 4. Top 1 inclusion rate applying the proposed query relaxation technique 

#Snippets  Nmin = 0 = 25 = 50 = 75 
Nmax = 25 .6550 N/A N/A N/A 
50 .6199 .6374 N/A N/A 
75 .6082 .6082 .6140 N/A 
100 .5965 .5965 .5965 .6082 

 

 

Fig. 2. A prototype information summarization system allowing users to browse documents 
with the categorized key terms and user-defined categories 

The proposed approach is independent of language differences.  Currently, the ap-
proach has been applied to developing a system called LiveSum, which allows users 
to browse Chinese documents through the categorized key terms and user-defined 
categories.  As shown in Figure 2, the system extracts key terms from documents (a 
set of documents collected in a digital library or retrieved from a search engine), and 
classifies them into user-defined categories. The corresponding classifiers can be 
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developed using the Web mining approach proposed by Huang, Chuang & Chien 
(2004).  As noted, the system accepts a list of file names as given at the upper-right 
corner.  These documents are displayed at the left part of the browser, and some key 
terms are extracted and classified into user-defined categories as at the lower-right 
corner.  This provides a new way of information summarization.  As the authors ob-
served, it can benefit a lot when a user wants to quickly browse the important con-
cepts embedded in a set of documents. 

5   Conclusion 

In this paper, we have addressed the problem of text segment categorization and pre-
sented a feasible approach dealing with the problem by using the Web as an addi-
tional knowledge source.  The proposed approach is able to categorize text segments 
into broader subject categories and is more generalized than conventional named 
entity recognition approaches.  Some initial experiments on categorizing paper titles 
into Yahoo!’s Computer Science hierarchy has been conducted and the achieved ex-
perimental results confirm the potential and its wide adaptability to various digital 
library applications. 
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Abstract. Question answering (QA) is the study on the methodology that returns 
exact answers to natural language questions. This paper attempts to increase the 
coverage and accuracy of QA systems by narrowing the semantics gap between 
questions with terms written in abbreviations and their potential answers. To 
achieve this objective, the processing includes (1) identifying terms that might be 
abbreviations from the user’s natural language question; (2) retrieving 
documents relevant to that abbreviation term; (3) filtering noun phrases that are 
considered to be potential long forms for that abbreviation within the returned 
result. 

1   Introduction 

Question answering (QA) is the study on the methodology that returns exact answers to 
natural language questions, rather than a list of potentially relevant documents, which 
users have to scan through in order to dig out the necessary information. In other words, 
question answering is a step closer to information retrieval rather than document 
retrieval. 

The challenge with QA system is how to return answers to user’s natural language 
questions. The whole process is quite complicated as it involves quite a number of 
different techniques to work closely together in order to achieve the goal, including 
query rewrites and formulations, question classification, information retrieval, passage 
retrieval, answer extraction, answer ranking and justification. The end-to-end 
performance of a complete QA system hence depends on each of these independent 
factors. Over the past few years, individual research groups have been continuing to 
refine each of these steps with the intention to increase the coverage and accuracy of 
QA systems.  

Several question answering systems have been made available for use on the Web. 
However, these QA systems have not taken questions with terms written in 
abbreviations into consideration. They can present the relevant information among the 
returned answers in response to the question “Where is University of Macau?”. 
However, when the abbreviation for “University of Macau” is used instead, that is, 
when “Where is Umac?” is submitted, though the returned result set contains 
information related to “umac”, it has nothing to do with “University of Macau” because 
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the abbreviation “umac” can stand for many different things besides “University of 
Macau”. In other words, system-wise speaking, these answers are justified to be 
correct. Only that in this case, it so happens that the semantics of the returned answers 
does not meet the expectation need of the user. 

This work addresses this problem by attempting to reduce the semantics gap 
between questions with terms written in abbreviations and the potential answers. 
WordNet1 is used here to help solve this problem. The terms in the user’s natural 
language question will be sent to WordNet. Due to the large coverage of WordNet on 
English-language word, terms that cannot be found in WordNet will be considered as 
abbreviations, though there are cases when this is not true. A query solely consisting of 
that term will be sent to a search engine, and the retrieved relevant documents will be 
processed to obtain the possible long forms for that term to be used in feedback loop for 
the user’s original question. The details of this process will be discussed in the later 
sections. 

The rest of the paper is organized as follows: section 2 briefly talks about the 
motivation of this work; section 3 details the implementation of the proposed QA 
system—iQA, including the solution to reduce the semantics gap between questions 
with terms written in abbreviations and the potential answers, and section 4 is the 
evaluation and conclusion of this work. 

2   Motivations 

Question answering systems have their history dated back to the 1960’s, using highly 
edited knowledge bases, edited list of FAQ, sets of newspaper articles and 
encyclopedia as knowledge base. Given the limited size of these corpora, it is necessary 
to have a deep understanding on the language in order to find an answer to a question 
because the chance of finding strings/sentences that closely match the question string 
within a relatively small textual collection is small. Thus, many complex natural 
language processing (NLP) techniques have to be used because syntactic information 
about how a question is phrased and how sentences in documents are structured 
potentially provides important clues for the matching of the question and answer 
candidates in the sentences, e.g. in discovering the sentence “Columbus Day celebrates 
the Italian navigator who first landed in the New World on Oct 12, 1492.” to be the 
answer to the question “Who discovered America?”. 

However, the emergence of the Web has made way for a brand new perspective for 
question answering systems. Given the Web’s huge data size, it is highly possible that 
an answer string that occurs in a simple relation to the question exists in the Web. 
Hence, the degree of difficulty of question answering systems does not primarily 
depend on the question per se, but rather on how closely a given corpus matches the 
question. Taking an example given by Hermjakob et al. [1] as a demonstration,  

Q:  Who discovered America? 
S1: Columbus discovered America. 

                                                           
1 WordNet is an online lexical reference system developed at Princeton University’s Cognitive 

Science Laboratory by Psychology Professor George Miller. It is an extensive 
English-language word database developed over the last thirty years. 
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S2: Columbus Day celebrates the Italian navigator who first landed in the 
New World on Oct 12, 1492. 

The question above can be answered more easily from sentence S1 than sentence S2 
because the string Q is “closer” to string S1 than string S2. Since the Web’s size dwarfs 
any human-collected corpora by orders of magnitude, it is not uncommon to have the 
same piece of information written and expressed in various ways. This property can be 
exploited to eliminate the need to understand both the structure and meaning of natural 
language, yet, be able to extract the answer. The greater the redundancy in the source, 
the more likely an answer can occur in a simple relation to the question, without the 
need to solve the difficulties with NLP systems.  

In fact, several studies [2, 3] have shown that by consulting the Web as the 
knowledge base, QA systems can still achieve a satisfactory level of performance 
without the need to solve the difficulties with NLP systems. The trick is to take 
advantage of the redundancy of data present in the Web and use simple pattern 
matching techniques.  

The possibility of finding an answer to a factoid question without the need for a deep 
understanding of the language forms the launching pad for this work. Driven by the 
stimulation of TREC QA track2, individual research groups have worked on refining 
each of the various components that make up a complete QA system, with the intention 
to increase the coverage and accuracy of QA systems. 

Sharing the common goal as to increase the coverage and accuracy of QA systems, 
the driving force behind this work is to develop a QA system that can precisely answer 
users’ factoid questions stated in the form of natural language, using the Web as the 
knowledge base. In particular, the system should handle questions with terms written in 
abbreviations, thus narrowing the semantics gap between the questions and the 
potential answers.  

Everyone agrees that an abbreviation term can stand for many different things 
depending on the context used. For instance, taking the term ATM as an example. For 
the general public, the first concept that comes to their mind might be “automatic teller 
machine”, from which they enjoy convenient money withdrawal service from time to 
time. Nevertheless, for people working in the computer network area, ATM implies 
“asynchronous transfer mode” in their day-to-day work conversation. 

Hence, if a QA system does not keep this in mind, though the returned answers are 
related to ATM, which is considered to be correct system-wise speaking, might yet be 
considered to be an incorrect answer by the user because the user has a different 
expectation on the context of the abbreviation term. 

In order to reduce this semantics difference, iQA includes questions with terms 
written in abbreviations into consideration. The proposed procedures for attacking this 
particular challenge are as follows: (1) identifying terms that might be abbreviations 
from the user’s natural language question; (2) retrieving documents relevant to that 
abbreviation term; (3) filtering noun phrases that are considered to be potential long 
forms for that abbreviation within the returned result.  

                                                           
2 TREC (the Text REtrieval Conferences)2 is a series of workshops co-sponsored by the National 

Institute of Standards and Technology (NIST) and DARPA (Defense Advanced Research 
Projects Agency).  
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A complete QA system, iQA, will be developed incorporating the proposed solution 
for questions with terms in abbreviations into it so as to increase the coverage of the 
system. iQA will use shallow parsing techniques to obtain the necessary information 
for answer extraction. Shallow parsing, also called partial parsing or chunking, is the 
task of identifying phrases, possibly of several types, in natural language sentences 
based purely on part-of-speech tags and without a deeper understanding of the content. 
It is simpler, conceptually and computationally, than full parsing, but still provides 
fundamental sentence structure information such as noun phrases and verb phrases. The 
following sections will detail the steps needed to build such a system. 

3   Methodologies in Implementing iQA 

The overall architecture of our proposed system, iQA, can be divided into four main 
modules: (1) question analysis module, (2) document analysis module, (3) answer 
extraction module, and (4) abbreviation analysis module. Figure 1 shows the system 
architecture of iQA. The functions performed by each of these modules are discussed 
below. 

 
Fig. 1. System architecture of iQA 
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3.1 Question Analysis Module 

Question analysis module is mainly consisted of two operations: query formulation, 
and question classification. As the name suggests, query formulation handles the 
formulation of queries to be used in the document analysis module. The query 
formulation process of iQA involves the generation of two types of queries, exact 
queries and inexact queries, similar to the idea proposed by [4]. 

An exact query is composed by simply removing the question stem from the factoid 
question, and re-arranging the position of the verb if necessary, based on the idea from 
[5]. The syntactic structure of the question has to be analyzed in order to re-position the 
verb accordingly. For example, the exact query for “What are pennies made of?” is 
“pennies are made of”.  

Brill et al. [2] has proposed a much more exhaustive rewrite approach. Given a query 
such as “Who is w1 w2 … wn”, where each of the wi is a word, a rewrite is generated for 
each possible position the verb could be moved to (e.g. “w1 is w2 … wn”, “w1 w2 is 
…wn”, etc). This approach guarantees that the proper movement position is found. 

Exact query has a low recall but a high precision rate because if the retrieved 
documents contain sentences that match with the exact query, it is highly possible that a 
potential answer can be located within it. In fact, this is an attempt to fully exploit the 
data redundancy property of the Web where it is possible that a sentence written in the 
form that closely matches the question can be found. 

An inexact query is based on the belief that an answer is likely to be found within the 
vicinity of a set of query terms. An inexact query is composed by treating the natural 
language question as a bag of query terms. Given a factoid question, a query in a form 
of q(0) = [q1

(0) , q2
(0) , …qk

(0) ] is produced, where each query term qi
(0) might be a noun 

phrase, a verb, an adjective, or any other content words present in the question. For 
example, the inexact query for “What city is the home to the Rock and Roll Hall of 
Fame?” is [city, home, Rock and Roll Hall of Fame]. Such kind of query has a higher 
recall but a lower precision rate compared to the result returned by using an exact 
query. 

In our system, queries of both types are generated and used to retrieve data for 
processing. The two types of queries supplement each other to maintain a balance 
between recall and precision. 

As for the operation of question classification, the goal is to analyze the questions to 
derive the detailed question classes and the expected answer type in terms of 
named-entity. This information enables the later process of extracting the exact answer 
from the candidate sentences more accurately. When a system is aware of being asked a 
when-question, it can focus on time or date as potential answers, and a where-question 
is asking for location, etc.  

However, not all questions allow the derivation of an expected answer type in terms 
of named-entity, including what, which, and how questions. For such cases, the 
question focus can be taken advantage of in guiding the later process of answer 
extraction. A question focus is a phrase in the question that disambiguates it and 
emphasizes the type of answer being expected. In most cases, the head (main noun) of 
the first noun phrase of the question is the question focus. For instance, in question 
“What book did Rachel Carson write in 1962?”, the question focus “book” can be used 
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to provide supporting clues to locate the answer in the later process, by looking for 
phrases containing the question focus. 

Question classification, i.e., putting the questions into several semantic categories, 
can significantly reduce the search space of plausible answers. The accuracy of 
question classification is very important to the overall performance of a question 
answering system. 

3.2 Document Analysis Module 

After the question analysis module, the next step is document analysis module. The 
main objective of this module is to retrieve data from the Web based on the exact and 
inexact queries generated from the question analysis module, and then select sentences 
likely to contain an answer from the returned data for further processing. 

iQA uses Google, an existing generic search engine, as information retrieval 
back-end, and effort can be mainly driven to answer extraction and justification 
process. In this case, post-processing procedures to extract the potential answers have 
to be implemented. 

The returned snippets and summaries are split into separate sentences. In iQA, 
sentences that contain either the exact query, or the query terms of the inexact query are 
selected to be passed to the answer extraction module. 

3.3   Answer Extraction Module 

With the clues derived from question classification of the question analysis module, 
and the candidate sentences retained by the document analysis module, the answer 
extraction module is ready to start. The main objective of this module is extraction of 
simple potential answers, and answer justification. 

If an expected answer type in terms of named-entity can be derived during the 
question analysis module, the candidate sentences retrieved from the document 
analysis module are first processed by a named-entity tagger in order to obtain phrases 
of expected answer type, which become the candidate answers. Otherwise, the answer 
extraction depends on the recognition of question focus or any other clues derived 
during the question analysis module.  

These candidate answers are then scored based on the frequency each of them 
appears within the potential candidate answers retrieved. Clustering will then be done 
to group the similar candidate answers together so that shorter answers are used as 
evidence to boost the score of longer answers. Voting based on the number of scores 
will determine the rank of the potential candidate answers [3, 6]. That is, to use data 
redundancy to validate the accuracy of answer. The multiple occurrences of the same 
answer in different documents lend credibility to the proposed answer.  

3.4   Abbreviation Analysis Module 

After all the previous processing, the answers are now ready to be displayed. However, 
what if the user question contains terms written in abbreviations? The answers in hand 
are relevant to that abbreviation term. However, there are so many different 
interpretations to each abbreviation term, will the answers lie in the same context as 
expected by the users? This uncertainty drives the inclusion of the abbreviation analysis 
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module to increase the coverage of QA systems. The work mainly includes (1) 
identifying terms that might be abbreviations from the user’s natural language question; 
(2) retrieving documents relevant to that abbreviation term; (3) filtering noun phrases 
that are considered to be potential long forms for that abbreviation within the returned 
result. 

3.4.1   Which are Abbreviation Terms? 
Given a user’s natural language question, how can the system automatically identify the 
abbreviation term? WordNet is used here to help solve this problem. Query terms 
consisting of one word only will be sent to WordNet. That is, if the user question is 
“Where is umac?”, the term “umac” will be sent to WordNet , whereas the term 
“University of Macau” in “Where is University of Macau?” will not be sent. This is 
based on the observation that terms consisting of more than one word are seldom 
abbreviations. Due to the large coverage of WordNet on English-language word, terms 
that cannot be found in WordNet will be considered as abbreviations, though there 
might be cases when this is not true.  

When the thought-to-be abbreviation term has been filtered out, a separate query 
consisting solely of that abbreviation term will be sent to a search engine to retrieve 
documents relevant to that abbreviation term. 

3.4.2   Filter Corresponding Potential Long Forms 
In this step, the returned result from the search engine will be processed to obtain the 
possible long forms for that term to be used in feedback loop for the user’s original 
question. Two approaches are adopted to filter the possible long forms.  

The first approach is to retrieve all noun phrases that have the first character matches 
with the first character of the term being considered as abbreviation. Subsequent 
character matching is not necessary as in the case of  “umac” for “University for 
Macau”. The three characters together, “mac”, represent the word “Macau”. 

However, this approach alone is not sufficient to solve the problem. There are cases 
where the first character of the abbreviation is not the same as the first character of the 
long form, as in the case of “CPTTM” for “Macau Productivity and Technology 
Transfer Center”. Hence, the second approach is to take advantage of the patterns  

<A; parenthesis; X; parenthesis> and  
<X; parenthesis; A; parenthesis> and  
<A; dash; X> 
 
Example: “IFT (Institute for Tourism Studies)” 

where A denotes the abbreviation and X denotes the possible long form. The pattern 
elements are divided by a semicolon. The idea of this pattern is based on the work of 
M.M. Soubbotin et al. [7]. Presence of such patterns in the noun phrase serves as an 
indication of the presence of an acronym.  

Those noun phrases that are retained by these two approaches are then listed for 
users to choose as feedback loop to the original question, to return answers falling into 
the same semantics expectation of the users, hence, significantly boosting up the 
performance of QA systems.  
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3.4.3   Work in Action 
The difference between iQA and the other available search engines in the Web is the 
consideration of questions with terms written in abbreviations. Taking the question 
“Where is ift?” as an example. After user inputs the question and presses the “Find 
Answer” button, the preliminary answers are displayed, as shown in the following 
figure. In addition, since the term “ift” is not included in WordNet, the possible long 
forms for “ift” will be retrieved and listed as well. 

 

 

Fig. 2. Screen shot of iQA’s response to “Where is ift?” 

As seen from figure 2, the answers include LA, Paulo, Madrid, New Orleans. 
System-wise speaking, all these answers are relevant to the question “Where is ift?”. 
This is a good example showing that one abbreviation term can have more than one 
interpretation. 

However, in fact, “ift” stands for many other things in addition to those answers 
listed above. But, in order not to overload the users with too much information, which is 
exactly the goal of QA systems, only those answers within the top 5 rankings are 
displayed in iQA. This means that the “ift” users have in mind might not be taken into 
consideration within the answers displayed. To supplement this shortage, in addition to 
the answers displayed, the possible long forms that are available for the term “ift” are 
simultaneously listed for users to choose as feedback loop into the original question, as 
shown in figure 2. 

For instance, if the user wants to know the location of “Institute for Tourism 
Studies” instead, the user can choose that option from the list and press “Find Answer” 
button again. In this case, “ift” will be substituted by “Institute for Tourism Studies” in 
the query sent to the search engine. The corresponding answers for “Where is Institute 
for Tourism Studies?” will then be displayed, as shown is figure 3. 
    Hence, with such an implementation, the coverage and accuracy of QA systems is 
increased, through narrowing the semantics difference between questions with terms 
written in abbreviations and the potential answers. 
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Fig. 3. Screen shot of iQA’s response to “Where is ift?” using “Institute for Tourism Studies” in 
the feedback loop 

4   Evaluation and Conclusion 

In this paper, we address our methodologies in implementing iQA (an intelligent 
question answering system). Our system mainly includes 4 sub-systems, namely, 
question analysis module, abbreviation analysis model, document analysis module and 
answer extraction module. 

Question analysis module takes users’ natural language questions as input, and tries 
to classify the original questions into several groups. By consulting corresponding 
patterns or rules in the knowledge base of the system, the original questions are 
transformed into native queries to general-purpose search engines. Google is used as 
our only backend search engine in our current implementation. In order to handle the 
problems caused by abbreviation in user’s questions, we develop abbreviation analysis 
module for this sake. As a matter of the fact, this sub-system uses WordNet firstly to 
learn if the terms in the questions are possible abbreviations. To expand the 
abbreviation to some potential phrases or concepts, this module tries to retrieve from 
Google by matching some patterns. Then, the abbreviation terms will be replaced in the 
original question with users’ feedbacks. The document analysis module takes charge of 
document access through general-purpose search engine. And finally, the answer 
extraction module will try to mine out potential answers in response to the original 
question.  

In order to evaluate the general performance of iQA, the first 100 TREC 2003 
questions are sent to iQA, and the MRR is 0.49. Borrowing the idea used by TREC, the 
answer accuracy of the system is measured by the mean reciprocal rank (MRR) which 
assigns a number equal to 1/R where R is the rank of the correct answer. If none of the 
answers returned are correct, or if the system does not return any answers, the precision 
score for that question will be zero. The system’s overall score is calculated as the MRR 
across all the 100 questions.  

Since iQA has a particular function to handle questions with abbreviation terms, 
besides using the TREC questions as a general evaluation basis, questions with 



 iQA: An Intelligent Question Answering System 341 

 

abbreviation terms present in the Macao local region are also used to test the 
performance of iQA. The evaluation result is displayed in table 1. 

Table 1. Evaluation result on questions with abbreviation terms 

Questions with 
abbreviation terms 

Answers 
correct? 

Remark – local context for Macao region 

Where is Umac? Yes  Umac – University of Macau 
Where is IFT? Yes IFT – Institute for Tourism Studies 
Where is IIUM? Yes IIUM – Inter-University Institute of Macau  
Where is AIOU? Yes AIOU – Asia International Open University 
Where is UNU-IIST? Yes UNU/IIST – United Nations University 

Where is CPTTM? Yes 
CPTTM – Macau Productivity and 
Technology Transfer Center 
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Abstract.  Collaborative querying seeks to help users formulate queries by 
sharing expert knowledge or other users’ search experiences. In previous work, 
a collaborative query environment (CQE) was developed for a digital library. 
The system operates by clustering and recommending related queries to users 
using a hybrid query similarity identification approach. Users can explore the 
query clusters using a graph-based visualization system known as the Query 
Graph Visualizer (QGV).  The purpose of this paper is to evaluate the CQE 
with goal of informing the usefulness and usability of such a system. Our 
results show that compared with traditional information retrieval systems, 
collaborative querying can lead to faster information seeking when users 
perform unspecified tasks. 

1   Introduction 

The study of information seeking behavior reveals that interaction and collaboration 
with other people is an important part in the process of information seeking and use 
[1, 6]. Given this idea, collaborative querying aims to assist users in formulating 
queries to meet their information needs by harnessing other users’ expert knowledge 
or search experience [2]. A common approach in collaborative querying is to cluster 
similar queries issued by other users. Such queries are typically found in web user 
logs, which are then extracted and clustered to obtain recommended queries to users. 
In this way, there is an opportunity for a user to take advantage of previous queries 
used by previous users and use the appropriate ones to meet his/her information need. 

In our previous work, a set of collaborative querying techniques was developed for 
a digital library [3, 4]. The system operates by clustering and recommending related 
queries to users using a hybrid query similarity identification approach. Users can 
explore the query clusters using a graph-based visualization system known as the 
Query Graph Visualizer (QGV). The QGV is designed as a Java applet and is an 
independent and reusable software component that can be incorporated into existing 
information systems to provide enhanced information retrieval services. 

With the completion of the QGV, there is a need to assess its usefulness and 
usability with the goal of guiding future research in this area. A collaborative 
querying environment (CQE) was therefore developed by incorporating these 
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collaborative querying techniques and the QGV into an existing OPAC system. A 
pilot study was then conducted with participants using the CQE to perform two 
categories of tasks. The remainder of this paper reports on the CQE, QGV, evaluation 
design and the results of this evaluation. 

2   The Collaborative Querying Environment 

Figure 1 shows the CQE that is built upon the OPAC system at Nanyang 
Technological University (NTU), Singapore. The system offers typical functions 
found in current information retrieval systems. Users submit their searches in the 
query area and view retrieved documents in the results list area. The results contain 
information about a document’s title, author, call number and location of the 
information entity of physical format (e.g., the book is located in Library 2, Level 
B4). The details of each result item include this information together with the 
publisher and the subject heading, displayed in a separate popup window when 
selected from the results listing (Figure 2). In addition, the CQE shows recommended 
queries next to the search results list in HTML format. Users can click on the 
recommended queries to carry out further rounds of searches. 

 

 

     Fig. 1. The Collaborative Querying Environment 

Recommended queries Results list 

QGV activation 
buttons 

Search button 
Query area 
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   Fig. 2. Result Item Details 

Further, users can trigger the QGV (Figure 3) to explore the relationship between 
the recommended queries in a graph format by clicking on the button next to the 
recommended queries in Figure 1. Each graph node represents a single query and 
edges between nodes show the relationship between two queries, with the value on 
the edge indicating the strength of the relationship. For example, 0.3 on the edge 
between the nodes “data mining” and “knowledge discovery” indicates that the 
similarity weight between these two nodes is 0.3. Figure 3 shows a network for the 
submitted query “data mining”. This query is directly related to queries such as 
“predictive data mining” and “data warehousing, data mining and OLAP”. The former 
in turn is related to “spss”, a commonly used software tool in the field, indicating that 
“data mining” is also related to “spss”. This approach therefore allows users to 
explore new query formulations that are diverse, sometimes unexpected, and 
potentially useful. More information on the QGV can be found in [6]. 

In a typical scenario of use, we consider a user who is interested in the field of 
data mining. He is a novice in this domain and would like to learn and explore related 
topics. When the user accesses the CQE, he first submits a query “data mining”. A 
moment later, results of the query are displayed together with a list of queries related 
to “data mining” as recommendations (see Figure 1 for an example). After looking 
through the results list, the user feels that the results do not adequately meet his 
information need and he consults the list of recommended queries on the right column 
of the CQE interface. Due to a lack of domain knowledge in data mining, the user 
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decides to peruse the relationships between the recommended queries before making 
use of them and thus decides to generate a query graph using “data mining” as the 
root node.  The user therefore triggers the QGV which launches in a separate pop up 
window (see Figure 3 for an example). 

While browsing the graph, the user becomes interested in the node “knowledge 
discovery”. It is a new phrase to him but seems related to his search topic. Wanting to 
peruse the queries related to “knowledge discovery”, he zooms into this node and 
examines queries related to it by using the graph navigation options of the QGV. 
After examining the graph carefully, the user is prepared to carry out another around 
of information retrieval by using the node “knowledge discovery”. He thus right 
clicks on the node and chooses “Display result in a separate browser”. The query 
“knowledge discovery” will be executed and the results displayed in the search page 
(see Figure 1 for example). The user may repeat this process of query reformulation 
and graph exploration until he finds the desired information. 

 

 

Fig. 3. The Query Graph Visualizer 

A typical mode of interaction with the CQE can thus be summarized as follows: 

• Formulate an initial query. The user will express the information need in a 
format understandable by the information retrieval system.  
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• Evaluate the results list: After the system returns the results from the initial 
query, the user will determine if the results contain the desired information. If 
not, a new query can be issued.  Alternatively, the user can make use of the 
recommended queries generated by the CQE outlined in the next two steps.  

• Examine the recommended queries in HTML format. The user will decide 
whether the recommended queries are appropriate in helping explore the domain 
of interest for query reformulation. If so, the recommended queries are activated 
by directly clicking on them. 

• Explore query graph. The user might want to peruse the entire network 
belonging to a certain recommended query. He can thus trigger the QGV to 
examine the structure of the query graph and manipulate the visualization area 
by using options such as “zoom”, “rotate”, etc. The user can make use of a 
selected query by causing the QGV to post it to the OPAC. The results will then 
be displayed in the CQE.  

3   Evaluation Design and Results 

A pilot study was conducted on the CQE to assess its usefulness and usability for 
information retrieval. A two-by-two experiment design is described in this section 
with 4 users in each cell.  One factor was the complexity of the tasks (clearly 
specified versus unclearly specified). The second factor was the type of information 
retrieval interface used (CQE versus the standard NTU OPAC). Figure 4 shows the 
interface of the NTU OPAC. The system offers standard query functions available in 
most OPAC systems including searching by keyword, subject, author, title, etc. The 
objectives of this study are: 

• To determine for what kind of tasks can users benefit from the CQE. 

• To assess the usability of the CQE. 

3.1   Subjects 

Sixteen students from NTU participated in this evaluation. Among the sixteen, six 
were undergraduate students and ten were graduate students. Six participants had an 
information studies background, five were from various areas in engineering and five 
were from communication studies. All participants confirmed they were experienced 
in using search engines. 

3.2   Tasks 

In line with the first objective of determining the types of tasks users could benefit 
from when using the CQE, two categories of tasks were created: clearly specified 
tasks and unclearly specified tasks [8]. Each category contained two tasks. The clearly 
specified tasks required specific and explicit information, e.g. “Find the book with the 
title ‘Managing data mining technologies in organizations’ and record the 
bibliographic information of this book”. In this case, the information need for clearly 
specified tasks are straightforward and precise which in turn can be expressed by a 
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simple query on a certain field or attribute of the information source. For the previous 
example, the user could obtain the desired information by simply using the title of the 
book as a query. Unclearly specified tasks on the other hand, have requirements that 
cannot be stated precisely [8], e.g. “Find 5 relevant journals related to information 
seeking behavior”. Put differently, the information needs for unclearly specified tasks 
are vague and usually involve iterative query reformulation. Table 1 shows the tasks 
designed for the study. 

 

 
 

Fig. 4. The NTU OPAC System 

Table 1. Tasks Used in the Study 

 Clearly Specified Tasks Unclearly Specified Tasks 
1 
 

Find the proceedings of the Third 
International Semantic Web 
Conference. Record bibliographic 
information of this book. 
 

Determine whether Singapore 
citizens are satisfied with the quality 
of traditional Chinese pharmacy 
available in the market. 
 

2 
 

Find the document with the name 
“Developing a common set of agents 
for E-commerce”. Record 
bibliographic information of this 
document. 
 

Find 10 international journals related 
to information retrieval and record 
the editors’ names of these journals.  
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3.3   Experiment Design 

The 16 participants were randomly divided into four groups of four participants each 
(Table 1). Groups A and B used the CQE to complete the clearly specified and the 
unclearly specified tasks respectively. Participants in Groups C and D used the 
existing OPAC system to complete the clearly specified and the unclearly specified 
tasks respectively. Participants in Group A and B were given a 10 minute introduction 
of the CQE followed by a practice session before carrying out the tasks. Participants 
in Groups C and D were introduced to the CQE after they had completed the tasks 
using the OPAC, and then asked to try the system. The time taken to accomplish the 
tasks successfully was recorded and used to measure the usefulness of the CQE, 
which is similar to that done in [8] 

At the end of the study, all participants were asked to complete a preference 
questionnaire about the CQE. We adopted Nielsen’s heuristic evaluation approach [7] 
to assess the usability of the system. This technique is used to find usability problems 
by getting a small number of evaluators to examine an interface and judge its 
compliance with ten recognized usability principles. The goal is to obtain the most 
useful information for guiding re-design with the least cost. Here, each heuristic is 
reflected by one or more questions concerning the design of the system. Each 
question is rated along a five-point scale – “strongly disagree”, “disagree”, “neutral”, 
“agree” and “strongly agree”. 

3.4   Results and Discussion 

Table 2 shows the average time needed for each group to finish the tasks. Compared 
with Group D, participants in Group B exhibited a major reduction in terms of 
average time to complete the unclearly specified tasks. This suggests that the CQE 
helped participants find the desired information more quickly than using the OPAC 
system alone for unclearly specified tasks. In other words, it appears that 
collaborative querying can help users formulate better queries by harnessing other 
information seekers’ knowledge and reduce the time needed to sift through search 
results documents in search of relevant content when the information needs are vague 
and difficult to express. The reason is that most users cannot formulate a precise 
query to represent their information need in the first round of search.  This leads the 
participants in Group D having to spend more time sifting through the results listings 
and reformulating their queries. However, for the participants in Group B, they were 
able to formulate better queries by either harnessing the recommended queries or 
exploring the QGV which in turn reduced the time in examining the results listings. 

On the other hand, there is no noticeable difference between Groups A and C in the 
time required to complete the clearly specified tasks accurately. This suggests that 
collaborative querying has no time advantage in the process of information seeking 
for clearly specified tasks. The reason here is that all users could formulate an 
accurate query to express their information need and retrieve the target information in 
the first iteration of search. Further, the target information was easily found in the 
search results listings and typically occurred on the first results page returned by both 
the CQE and the NTU OPAC. 
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Table 2. Average Task Completion Time for Each Group 

 Clearly Specified Unclearly 
Specified  

CQE 3 min (Group A) 12.5 min (Group C) 

OPAC 3 min (Group B) 22 min (Group D) 

 
As for usability, the CQE satisfies most of Nielsen’s 10 heuristics according to our 

16 participants (see Table 3). Due to space limitations, we show the results as numeric 
values (1-5) and only report the average value obtained for each heuristic. Here, 
higher values represent a greater level of agreement that the CQE adhered to the 
corresponding heuristic. As shown in Table 3, users agreed that the CQE adhered to 
most of Nielsen’s 10 heuristics, with scores of four (“agree”) or higher. For example, 
in “visibility of system status”, 14 participants rated 4 or 5 (average value of 4.1) 
which indicated that they agreed or strongly agreed that the CQE provided enough 
information to reflect the action status of the system. As far as “consistency and 
standards” was concerned, 12 participants rated 4 or 5 (average of 3.8) which implies 
that they were comfortable with the layout and graphic design of the CQE and agreed 
that the font size, color, buttons, text box and popup menus were consistent with 
existing user interface standards. The results thus indicate that the CQE performs well 
in terms of usability issues. 

In addition, qualitative remarks about the CQE confirmed the usability and 
usefulness of the system. Here, positive features included the recommended query 
lists being able to give users more ideas on what query terms to use, and the 
 

Table 3. Heuristic Evaluation Summary of the CQE 

Heuristic Average value 

Visibility of system status 4.1 

Match between system and real world 3.3 

User control and freedom 4.5 

Consistency and standards 3.8 

Error prevention 4.8 

Recognition rather than recall 4.4 

Flexibility and efficiency of use 4.8 

Aesthetic and minimalist design 4.8 

Help user recognize, diagnose and recover from errors 4 

Help and documentation 2.3 
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usefulness of the graph visualization scheme which specifies the relationships 
between queries with varying weights. For example, one participant commented that:  

“it was a helpful system to better understand the domain I am searching. Based 
on the recommended queries, I know how other people search for documents of 
my interests. The relationships between the recommended queries are clearly 
shown. By using the recommended terms to construct my queries, I get the 
relevant documents quickly”. 

Participants also commented that the system made searching more “fun” due to the 
graph visualization approach and the ability to explore the query nodes. 

Negative comments go to the lack of detailed documentation which was needed to 
support the successful use of the system and was reflected in the low score of the 
“help and documentation” heuristic (average of 2.3). This low score could be 
attributed to the fact that some technical terms were used in the system, such as 
“nodes” and “weights”. Despite this, 13 of the 16 participants expressed a strong 
interest in the system, and indicated that they would use the CQE if it became 
publicly available in the future. 

4   Conclusion 

This paper presents the CQE and reports on its evaluation. The CQE is a collaborative 
querying system and operates by harnessing the collective knowledge embedded in 
query logs to assist users in query formulation. Harvested queries can be used directly 
as recommendations for query reformulation or visualized in a graph format for 
exploration. 

A few systems bear some relevance to the CQE in their support for collaborative 
querying. For example, Glance [5] developed an agent known as the Community 
Search Assistant. However the system does not employ a graph-based visualization 
scheme for users to explore and interact with the recommended queries. Further, the 
CQE adopts an alternative query clustering approach to detect related queries that has 
been demonstrated to be more effective [3]. Eurekster (www.eureskster.com) is 
another system which adopts a community-based approach to collaborative querying 
through search groups of users who share similar interests. However Eureskster 
requires more effort by users in building the search group before the benefits of 
collaborative querying can be realized. In contrast, the CQE is non-intrusive and 
operates by comparing the user’s current query and existing clusters in the query 
repository in the background and sharing the related queries automatically [4]. 

Our study shows that users can benefit from the CQE for unclearly specified tasks 
and that the system does not adversely affect searching performance for clearly 
specified tasks. This therefore suggests the viability of the collaborative querying 
concept. Nevertheless, our evaluation also highlighted several areas for further 
improvement. For example, because the graph-based mode of interaction is unfamiliar 
to many users, online help will need to be incorporated. However, due to the small 
sample size of this initial evaluation, our findings cannot be generalized. Instead, a 
comprehensive evaluation will be conducted to further assess the performance and 
effectiveness of the CQE involving more users and a greater variety of task types. 
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Abstract. Recommendation systems are helping users find the informa-
tion, products, and other people they most want to find, therefore many
on-line stores provide recommending services e.g. Amazon, CDNOW,
etc. Most recommendation systems use collaborative filtering, content-
based filtering, and hybrid techniques to predict user preferences. We
discuss the strengths and weaknesses of the techniques and present a
unique recommendation system that automatically selects opinion lead-
ers by category or genre to improve the performance of recommendation.
Finally, our approach will help to solve the cold-start problem in collab-
orative filtering.

1 Introduction

According as online services become various and grow, recommendation systems
are used by E-commerce sites to suggest products to their users and to provide
users with information to help them decide which products to purchase. Recom-
mendation systems can be broadly categorized into content-based filtering [17],
collaborative filtering [11], and hybrid systems. Content-based systems provide
recommendations by comparing representations of content contained in an item
to representations of content that interests the user. On the other hand, collab-
orative filtering systems work by collecting user feedback in the form of ratings
for items in a given domain and exploit similarities and differences among pro-
files of several users in determining how to recommend an item. Content-based
filtering requires correct user profiles and it is difficult for a computer to analyze
the profiles to matching an item. Also, content-based filtering cannot account
for community endorsements; For example, in the case of movie recommenda-
tion systems using content-based filtering, if a user likes an actor, the system
will always recommend movies in which the actor appears to the user regard-
less of other peoples opinion [9]. Collaborative filtering has been very successful
in both research and practice [14]. However, collaborative filtering also has two
fundamental problems:

Sparsity: In practice, most users do not rate most items and hence the user-
item rating matrix is typically very sparse. Therefore the probability of find-
ing a set of users with significantly similar ratings is usually low and the
accuracy of recommendations may be poor [13], [6].

E.A. Fox et al. (Eds.): ICADL 2005, LNCS 3815, pp. 352–359, 2005.
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Cold-start problem (new-user cold-start problem): Another difficult
problem commonly faced by recommendation systems is the cold-start prob-
lem, where recommendations are required for new users for whom little or
no information has yet been acquired. Therefore, an item cannot be recom-
mended unless a user has rated it before [7]. The focus of this paper is to
solve the cold-start problem in collaborative filtering.

Hybrid systems have tried to overcome shortcomings of the content-based and
collaborative filtering recommendation systems. An example of a hybrid system
is Fab [1], which recommends web pages. Fab still needs a few early ratings
from each user in order to create a training set and mandates that the content-
based techniques to build the user profile be extremely accurate. Claypool et al.
[3] provided an approach to combining content-based and collaborative filtering
by basing a prediction on a weighted average of the content-based prediction,
but it was not easy that the system timely changed weights. Polcicova [8] pro-
posed a method for content-based and collaborative filtering combination, where
content-based filtering estimates were used to fill up some missing ratings for col-
laborative filtering. However, the method also requires early ratings from new
user. To make things worse, incorrectly estimated ratings can cause negative
impact to collaborative filtering.

In this paper, we present a unique approach that the recommendation system
automatically selects opinion leaders by category or genre to solve the cold-start
problem in collaborative filtering and the opinion leaders directly recommend
items to new users or users who changed their preferences.

2 Collaborative Filtering

In this section, we briefly describe the pure collaborative filtering that computes
similarities between users using a Pearson correlation coefficient. Predictions for
an item are then computed as the weighted average of the ratings for the items
from those users that are similar, where the weight is the computed coefficient.
The numerical formula for a prediction for an item for user u is (1):

prediction = ū +
∑n

i=1 (corri) × (ratingi − ī)∑n
i=1 (corri)

(1)

where ū is the mean rating for the user in question, corri is the Pearson’s correla-
tion coefficient of user i with the user for whom the prediction is being computed,
ratingi represents the rating submitted by user i for the article for which the
prediction is being computed, ī is the average rating for user i, and n is the total
number of users in the system that have some correlation with the user and have
rated the item [11].

3 Opinion Leader Based Filtering

We designed a new algorithm for our recommendation system that automatically
selects opinion leaders to solve the cold-start problem in collaborative filtering
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and the opinion leaders directly recommend items to new users or users who
changed their preferences.

3.1 Opinion Leader

An opinion leader [16] is recognized that he has professionalism and knowledge
about specific subject from other people. If an opinion leader adopts a trend,
many members of the same social group are likely to follow. Hence one useful
way to judge the potential impact of a trend is to follow the diffusion path;
if it is adopted by opinion leaders it will likely be widely adopted; if opinion
leaders ignore it, other people probably will, too. The following is opinion leader’s
characteristics [12]:

1. Opinion leaders meet more often than other people with the mass media
connected with the area of the item. For example, women’s clothing fashion
opinion leaders will more often read fashion magazines.

2. Opinion leaders have more interest in information for the item than other
people.

3. Opinion leaders are more social than other people.
4. Opinion leaders are more innovative than other people.

The opinion leadership theory has many implications for advertising and mar-
keting. We applied the opinion leadership theory to our recommendation system
for solving cold-start problem in collaborative filtering. In this paper, the opinion
leader is regarded as a person who has qualifications for a recommender.

3.2 RFM (Recency, Frequency, Monetary)

We propose a method based on RFM to identify opinion leaders in various user
groups. The value of RFM [4] analysis as a method to identify high-response
customers in marketing promotions, and to improve overall response rates is
well known and is widely applied today. The following describes the RFM:

Recency is the time that has elapsed since the customer made his most recent
purchase.

Frequency is the total number of purchases that a customer has made within
a designated period of time.

Monetary is each customer’s average purchase amount.

Customers will be scored on each of the three variables mentioned above, there-
fore high scored customers may be more valuable, confidential than low scored
customers.

RFM = Recency + Frequency + Monetary (2)

Opinion leader based filtering is partly based on RFM and is used to select
opinion leaders in our research.
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3.3 Fuzzy Logic Based RFM (FLRFM+)

Opinion leader should be selected by other opinion leaders and users but original
RFM has some lack of ability to reflect it, therefore we designed the fuzzy logic
based RFM (FLRFM+) that is modified from the original RFM. The following
describes the FLRFM+:

1. The original RFM is redefined.
- ”purchase” is replaced by ”rating”.

2. Accuracy is added to the original RFM to reflect user feedback.
- Accuracy is the total number of cases that the user rating and recom-

mender’s rating are same or almost same.
3. All is converted into fuzzy inference model.

The FLRFM+ is computed by sugeno-type fuzzy inference system [15]. The
input variables are the three variables of RFM (recency, frequency, monetary)
and accuracy. The output variable is the score of FLRFM+. The rule-base is
presented as (3).

�i : if recency is Ai
1 and frequency isAi

2 andmonetary is Ai
3 andaccuracy is Ai

4

then zi = ai
1×recency + ai

2×frequency + ai
3×monetary + ai

4×accuracy (3)

where �i(i = 1, 2, . . . , n) denotes the i-th rule, n is the number of fuzzy rules,
zi is the output from the i-th rule, ai

k(k=1, 2, . . . , l) are consequent parameters,
l is the number of input variables, recency, frequency, monetary and accuracy
are the input variables, and Ai

k are fuzzy sets whose membership functions are
denoted by the same symbols as the fuzzy values. If there are n rules in this
rule-base then the crisp control action is computed as

z0 =
∑n

i=1 αizi∑n
i=1 αi

(4)

where αi(i=1, 2, . . . , n) denotes the firing level of the i-th rule, z0 is the score
of FLRFM+.

FLRFM+ has the following features:

1. FLRFM+ is able to reflect user feedback.
2. FLRFM+ is flexible.

- With any given system, it is easy to handle it or modify it without
starting again.

3. FLRFM+ is able to embed ambiguousness in it.
- Monetary is always not important to selecting the opinion leader.

3.4 Selecting Opinion Leaders

Our approach uses the FLRFM+ to select opinion leaders. Kim et al. [5] used
dynamic expert groups which were automatically formed to recommend domain
specific documents for unspecified users. Their method only tends to recommend
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familiar or popular items because of emphasizing the accuracy of expert, but our
method considers not only the accuracy but also customer loyalty [10]. Opinion
leader based filtering algorithm to select opinion leaders can be summarized in
the following steps:

1. Compute the FLRFM+ to find candidates for the opinion leader.
- If a user has high FLRFM+, he will be candidate for the opinion leader.

2. Find candidates in each category.
- Candidates have rated items in each category are sorted by FLRFM+

in descending order.
3. Select Top-N opinion leaders in each category.

- The size of opinion leaders (N) is determined by our experiments in
section 5.

4. Select Top-M items from opinion leaders.
- The number of recommended items (M) is also determined by our ex-

periments in section 5.
5. Recommend items to new user.

4 Recommendation

The overview of our system is shown in Fig. 1. If a new user selects an interested
category, he is offered a voting list recommended by opinion leaders in the cate-
gory. That is to say, the new user is recommended items provided by the opinion
leader based filtering. In contrast, established users that have enough user rat-
ings are recommended items provided by the collaborative filtering. The new or
established user is determined by the number of ratings (r) which is proposed
by our experiments in section 5.

Fig. 1. Overview of the recommendation system
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5 Performance Evaluation

In order to evaluate the performances of our opinion leader based filtering
(OLBF), we simulated the proposed system using data from MovieLens [13],
[14]. The data set consists of 100,000 ratings (1-5) from 943 users on 1682 movies
and is divided into 80% training set and 20% test set. Also, we used Mean Ab-
solute Error (MAE) as a metric for evaluating our OLBF algorithm and the
traditional CF algorithm because it is most commonly used and easiest to in-
terpret directly. MAE between ratings and predictions evaluate the accuracy of
a system by comparing the numerical recommendation scores against the ac-
tual user ratings for the user-item pairs in the test data set. First, we evaluated
with training set and test set to determine the relevant number of recommended
items (M, see section 3.4) and size of opinion leaders (N, see section 3.4). Fig. 2

Fig. 2. Sensitivity of the opinion leader size on OLBF

shows the MAE according to the number of recommended items (M). In this
each experiment, we varied the size of opinion leaders from 5 to 40 with step 5
for OLBF algorithm. When the number of recommended items is 10, M=10 is
better than other cases on the whole. Especially, when the size of opinion leaders
is between 20 and 30, the related value of MAE is somewhat smaller than others.
We determined the size of opinion leaders as N = 20 and used these values for
the rest of our experiments. Next, we also evaluated the number of user ratings
that is an important factor of the cold-start problem. In this each experiment,
we varied the number of user ratings from 10 to 80 with step 10 for both algo-
rithms. Fig. 3 shows the comparison of CF and OLBF in terms of MAE. The
size of the neighborhood for CF was specified as Neighborhood size = 30 that
had been proposed by Sarwar[14]. When the number of rating is increased, the
MAE of each algorithm is changed. Especially, the MAE of CF goes down the
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Fig. 3. Comparison of prediction quality of CF and OLBF

MAE of OLBF at r = 45 approximately. The results indicate which algorithm
will be used to recommend items in some case. That is to say, OLBF is used for
our recommendation system only when the number of ratings is smaller than r
= 45.

6 Conclusion

In this paper, we proposed and evaluated the opinion leader based recommenda-
tion system. The system automatically selects opinion leaders by category using
the fuzzy logic based RFM. Opinion leaders recommend items to new user. In
summary, the features of this system include:

1. Opinion leader based filtering is a method that can help to solve the cold-
start problem.

- Opinion leader based filtering does not require new user to rate items.
- New user can be recommended for items by rigorously selected opinion

leaders.
2. A user who changed his preference has no need to reset his profile and to

wait for the system to adapt itself to the new preference.
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Abstract. An increasing number of  online information services calculate and 
report the citedness score of the source documents and provide a link to the 
group of records of the citing documents. The citedness score depends on the 
breadth of source coverage, and  the ability of the software to identify  the  cited 
documents correctly. The citedness score may  be a good indicator of  the 
influence of the  documents retrieved. Google Scholar gives the most 
prominence to  the citedness score by using it in ranking the search results. 
Tests have been conducted to compare the individual and aggregate citedness 
scores of items in the results list of various known-item and subject searches in 
Web of Science (WoS) and Google Scholar (GS).  This paper presents the 
findings of the comparison and analysis of the individual and aggregate citation 
scores calculated by  WoS and GS for the papers published in 22 volumes of the 
Asian Pacific Journal of Allergy and Immunology (APJAI). The aggregate 
citedness score was 1,355 for the 675 papers retrieved by WoS, and 595 for 680 
papers found in GS.  The findings of the analysis and comparison of tests, and 
the reasons for the significant limitations of Google Scholar  in calculating and 
reporting  the citedness scores are presented.  

1   Introduction 

The Institute for Scientific Information (ISI) has been the only abstracting/indexing 
(I/A) service for decades which included the name of the authors, journals and the 
chronological and numerical designations of the documents (articles, books, book 
chapters, dissertations) cited by the source articles. ISI has processed more than 8,000 
periodical publications (20) for its three citation databases which form the backbone 
of the WoS database and service (19).  

This value added information has provided a powerful complementary option to 
the traditional searching based on titles, abstracts and descriptors of the records in 
indexing and abstracting databases - as envisioned by Eugene Garfield (5,6,7). Still, 
for 40  years there was no competition because the cost of adding and processing cited 
references has been prohibitive. Various research projects were the first to  
demonstrate the advantages of citation-based searching through open access scholarly 
databases (3,10).  

Apart from the short-lived e-psyche database, the widely used PsycINFO database 
of the American Psychological Association was the first commercial I/A database to 
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add about 1.2 million cited references to more than 300,000 records - selectively from 
1988, and to all the records (where applicable) from 2001. CSA followed suit on a 
smaller scale in some of it’s A/I databases (13).  

Many journal publishers have  made available their full text article archives on the 
web (mostly for print subscribers, although there are hundreds of open access, full-
text journal archives). These -by definition - include the cited references, usually as  a 
clearly identified and distinguished set of data elements.  

The introduction of the multidisciplinary, Scopus database (1) of Elsevier in the 
summer of 2004 represented the first challenge to the Web of Science database of ISI 
(4). Scopus processes 14,000 scholarly and professional journals enhancing by cited 
references  records of articles published from the mid-1990s.  

Google introduced in November, 2004 its free Google Scholar (GS) service (2) 
based primarily on the full-text archives of some of the largest scholarly publishers 
(combined with some of the open access A/I databases, preprint and reprint 
repositories, and pages of presumably academic Web sites). Google has not disclosed 
any quantitative information about the breadth of the database, the  number of partner 
publishers, the scope of journals and other sources, the size and  the time span of the 
database.  

Some of the online services provide not only a link to the cited and citing 
articles, but also calculate and report the citedness score of articles. WoS, Scopus 
and GS also offer to sort the results by citedness score. WoS curremtly limits the set 
to be sorted to 300 records, while GS makes the citedness score the primary ranking 
criteria in presenting the search results. Scopus offers the most flexibility by not 
limiting the set to be sorted by the citedness score or any of the other sort criteria. 
Sorting by citedness score  can be a useful option by bringing to the top the most 
cited (and presumably the most important) documents on a subject, in a journal 
and/or by an author - if the score is based on an appropriate set of scholarly and 
professional publications, and it is calculated correctly. For level playing field it 
would be better to calculate the per year citedness score as an option because  
older articles have more time to accumulate citations and increase their citedness  
scores (14).  

The appropriateness of the source coverage depends on the number and quality of 
the potentially citing sources processed for a database, and the retrospective extent of  
inclusion of cited references in the records. The correct calculation of the citedness 
score assumes that the references are precisely identified by the software in spite of 
their differences in spelling, punctuation and abbreviation. WoS and Scopus also offer 
very good or  adequate tools and options to look up, search for  and collocate the 
variant formats of the cited references.  Google has limited  search capabilities and no 
browsing and consolidating options. Numerous comparison tests by title, author, 
journal names and publication year alone or in combination have shown poor results 
by both the original and the updated versions of GS in comparison with the WoS and 
Scopus (11, 16).  GS has remained in beta status since its release. 

A series of tests using all the papers published in 22 volumes of the Asian Pacific 
Journal of Allergy and Immunology (APJAI) was conducted in order to trace down 
the reasons for the prevalent and obvious underreporting and the occasional and more 
subtle over-reporting of the citedness scores by GS in comparison with WoS.  
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2   Methods  

APJAI is a quarterly journal published by Mahidol University’s Department of 
Microbiology and Immunology  for the Allergy and Immunology Society of Thailand. 
None of its articles is yet available digitally. It has been published since 1983, and is 
covered by many databases - although to different extent, such as CAB Abstracts (137 
items), CSA Life Science Collection (204),  Global Health  (225), HealthStar (308), 
EMBASE (552), BIOSIS Previews (573). Medline has the most comprehensive 
coverage of APJAI, with a total of 698 records (18 of which had an in-process status), 
from the first issue to the last issue (at the time of the testing) of  December, 2004  By 
the time of this writing in June, 2005 WoS has added 10 records in May for articles 
published in  the first 2005 issue of APJAI, in addition to the 675 records found 
during the test period, making it  the second database with the most comprehensive 
coverage of the target journal.  

All the records were downloaded from Medline and imported into a spreadsheet to 
serve as a master list of 698 records. The  records found in WoS for all the articles 
published in APJAI before 2005 were also downloaded and merged into the 
spreadsheet for an item by item comparison of unique items, covered by one but not 
the other database. WoS made it easy to search for records of APJAI articles because 
it has a standard abbreviated format for each journal names, and also allows the 
browsing and searching of the  source journal name index in a flexible way, to see if 
any record with non-standard format may have slipped through authority control.  ISI 
also makes efforts to correct the erroneous citations so prevalent even in the best 
scholarly journals, but this is a Sisyphean task. 

WoS also makes it easy to import records by offering the saving of records in a tab 
delimited format which in turn can be directly imported into a spreadsheet. The 
content of the records to be export may be defined by the users who may include not 
only the bibliographic records, but also the number of references (NR field), and the 
citedness score (the number of times the paper was cited by articles processed for the 
Science, Social Science, and Arts & Humanities Index databases of ISI.  

Downloading the TC (times cited by)  data element is a very important and 
currently unique feature of WoS. Scopus has this feature for its native download 
option, but not for the tab delimited option offered through RefWorks since June 
2005. CSA which is not merely a producer of datafiles but also a host for its own 
databases and those of third parties, as well as the developer of the RefWorks 
software may  reconsider its earlier decision to exclude the downloading of the 
citedness score along with traditional bibliographic data elements. . 

Finding and exporting  the records for articles published in APJAI from Google 
Scholar was a daunting task. GS does not offer browsing the source journal index, and 
its capabilities for searching by journal names are very limited. There is no exact 
phrase searching for the journal name field. This makes it impossible to search for 
journals whose title is part of the longer titles of other journals, such as Immunology 
which appears in the title of many journals, such as Immunology & Cell Biology, 
Immunology Letters, Immunology Today.  Although for this test this problem was not 
an issue, it is a serious limitation in many other cases. So is the lack of truncation  
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option, which would have been needed to find the incorrect variations (Asia Pacific 
Journal instead of Asian Pacific Journal) and the inconsistent and often irrational 
abbreviations of journal title words (Allerg, Aller, even All)  in GS. It was a 
painstakingly long and recursive process to find all the reasonable and many of the 
unreasonable journal name variants in GS. These strange and redundant abbreviations 
are generated by GS even when its source (which happens to be Medline for this and 
many other journals), has already a consistently applied abbreviated journal name: 
Asian Pac J Allergy Immunol. This is  a well-known fact among programmers who 
deal with metadata-enriched bibliographic records not just with unstructured masses 
of Web pages. 

 

 
 

Fig. 1. Strange journal abbreviation variant in GS  

 
GS does not offer any options for exporting, let alone for format alternatives. 

Results were saved as HTML files and manually converted into a tab delimited format 
for importing and merging into the spreadsheet of the master list of records for APJAI 
articles.  

The merged records were sorted by  various sort key combinations (author-title, 
publication-year-author, etc.) to facilitate the determination of unique records which 
occur in WoS but not in GS,  in GS but not in WoS, and in Medline but not in GS. 
This latter was needed because about 10% of the Medline records for APJAI articles 
did not show up in GS when searching for the most common format Asian Pac J 
Allergy Immunol.  Some of the searches for variant and erroneous journal names 
yielded "only" 3-5 matches for each, the search term Asian Pacific J Allergy Immunol 
found  19 hits in addition to the 615 hits by the most commonly used journal name 
variant.  



364 P. Jacso 

 

Merging and pairing of twin records was  not a simple process because the 
transliterated Asian names sometimes use the first name for the last name, and the 
transliteration is not consistent among the sources either. There are also spelling 
variations which scatter two or more records for the same article. For example, the 
title found in WoS as "A 1st Report on Pediatric Sarcoidosis in Thailand" appears as 
"A first report of pediatric sarcoidosis in Thailand" in GS which correctly followed 
the spelling in the article. While the uppercase and lowercase differences do not 
matter, the 1st and First, pediatric and paediatric variations separated  twin records  in 
the spreadsheet of merged records which should have appeared adjacent to each other.  
In GS it adds to the problem of titles (or what GS presents as  titles), that  sometimes 
they are preceded by section titles, such as Original article, or Short communication, 
and/or display only the end of the actual title as illustrated by this extract below. 
These  titles made up by GS confuse the user and give a bad name to automatic 
extraction which can be much better done as demonstrated in some of the open access 
systems using autonomous citation indexing such as CiteSeer and RePEC for 
scholarly papers in computer science and economics.   

Missing records in GS were searched  again using only partial titles and no journal 
name to allow fishing for matches from a larger set. These additional searches found 
additional records from GS including also ones which did not have any journal name 
even though the Medline records used by GS as a source did have the journal names 
in the correct  field accurately. It remains enigmatic how GS could leave behind the 
journal names, why  did it chop off several words from the beginning of the titles and 
how many records are effected in GS by this practice. Records which were retrieved 
from WoS but did not appear in the master list generated from Medline (and thus in 
GS) were added to the master spreadsheet. The final master spreadsheet was sorted by 
year, title, and "times cited by" (TC)  values to facilitate the efforts to locate records 
with variant and even erroneous spelling for the same article, 

 

Fig. 2. "Enhanced" and chopped off titles in GS 
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3   Findings 

Medline had 698 source records, WoS had 675 and GS returned after many recursive 
searches a total of 680 source records. GS includes in its results not only source 
records but also mini records extracted from the bibliographies  of full text articles 
published in journals whose publishers offered unfettered access for Google’s 
crawlers. These are identified with the [CITATION} prefix in the result list. These 
must be consolidated when counting the number of hits reported by GS for a search, 
and also when judging the citedness score of articles. The inability of GS to match 
and consolidate source and citing items is detrimental also for the end-users  In the 
above case the two entries are not close enough when searching about Blomia 
tropicalis without limiting to journal name. The first with 8 citing articles is ranked 
(listed) as item #21 in the result list, and the second with 5 citing articles as item #30. 
With the aggregate citedness score of 13 the article would be listed as item #12. More 
poignantly, with the aggregate citedness score this item turns out to be  the most cited 
article in the entire run of APJAI in GS. Such discrepancies are difficult to identify 
for articles with much higher  citedness scores scattered into several entries. 

WoS did not have records for any of the 35 documents published in 1983 in 
APJAI. Records for 4 additional papers on the master list created from Medline were 
not  found in WoS. On the other hand, Wos had 15 records which were not present in 
Medline (and thus in GS). These are mostly bibliographic citations about collections 
of abstracts of the meetings of the Hong Kong Society for Immunology, and the 
Allergy and Immunology Society of Thailand.   

From WoS and Medline combined a total of 713 records could be retrieved for 
APJAI. Google had no unique source records for APJAI. Beyond the 15 documents 
GS also missed some records from Medline. In addition GS did not have records for 
the articles in the last issue of APJAI, presumably because the crawlers of GS  did not 
visit  the Medline database after records were added to it about those articles. The 
year by year break-down of the number of records for APJAI illustrates these minor 
discrepancies between WoS and GS for the target journal.  

 

 

Fig. 3. Split citedness scores for the same article in two records (juxtaposed for illustration  by 
exact title phrase searching)  
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Fig. 4. Comparable number of records in every year (except for 1983 and 2004) in WoS and GS 

    After consolidating the scattered entries and scores for each item in GS the 
normalized scores were compared with the scores reported by WoS. The differences 
in the aggregate year-by year citedness scores are significant. The total citedness 
score for the 675 articles in WoS was 1,355, and for the 680 articles in GS it was  
595. WoS reported 275 records which were not cited, GS had 422 such records.  
    The item-by item comparison and analysis showed that in 45 records GS had a 
higher citedness score than WoS, mostly by one citation (28 records) or two citations 
only (12 records). In three records GS had three more citations from a Chinese, a 
Kuwaiti and a Turkish journal not covered by WoS. In one record GS had 5 more 
citing documents, most  from some procedural manuals.   

 

Fig. 5. Significant differences in the aggregated citedness scores  
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    WoS had 302 articles for which it had more citing documents than GS. The largest 
difference was for an 1986 article cited by 28 articles in WoS, and by 3 articles in GS. 
The second largest discrepancy of 31 vs 10 citing documents was for the article 
shown below.  

 

 
 

Fig. 6. Article reported as cited by 31 papers in journals processed by WoS 

 
 

Fig. 7. Same article reported as cited by 10 documents processed by GS 

4   Conclusions  

WoS identifies far more citing sources per source documents than GS. WoS sources 
are limited to serial publications, but most of them are among the most prestigious 
journals in their respective disciplines. WoS makes available the list of journals (20) 
processed for its citation indexes (19). ISI’s competence and  experience in the theory 
and practice of citation indexing is apparent from the test.  
    The main virtue of  GS is that currently it is free for anyone. It is certainly an asset 
for those who cannot afford the professional multidisciplinary citation-enhanced 
databases or who need only a few good scholarly articles on a subject.  GS is limited 
to the sources made available for its crawlers by  publishers, and to open access 
sources with widely differing qualities. Thousands of scholarly journals and millions 
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of articles are ignored by GS, or are underreported in terms of citedness. Many of 
them are top ranked ones in their respective categories such as Vaccine and the 
Journal of Allergy and Clinical Immunology in this test where many articles from 
these journals citing papers in APJAI were ignored by GS and thus not counted for 
the citedness score. For the scholarly users it can be detrimental as many of the most 
cited articles are ranked much lower on the result lists of GS than the average or 
mediocre articles. The poor capabilities of GS to consolidate the matching records 
inflates both the number of hits and the citedness score. This in turn further distorts 
the ranking of the results.     

References 

1. About SCOPUS. http://www.info.scopus.com/  
2. About Google Scholar.  http://scholar.google.com/scholar/about.html 
3. Bollacker, K. D., Lawrence, S. and Lee, C., CiteSeer: An Autonomous Web Agent for 

Automatic Retrieval and Identification of Interesting Publications. in: Proceedings of 2nd 
International ACM Conference on Autonomous Agents, ACM Press, 1998, pp. 116-123. 
http://citeseer.csail.mit.edu/cache/papers/cs/209/http:zSzzSzwww.neci.nj.nec.comzSzhome
pageszSzgileszSzpaperszSzACM98.Digital.Libraries.CiteSeer.pdf/giles98citeseer.pdf 

4. Deis, L. and Goodman, D., Web of Science (2004 version) and Scopus. Charleston 
Advisor [online], 2005, 6. http://www.charlestonco.com/comp.cfm?id=43 

5. Garfield, E., Citation Indexes for Science. Science, 1955, 122, 108-111. 
http://www.garfield.library.upenn.edu/essays/v6p468y1983.pdf 

6. Garfield, E., “Science Citation Index” – A New Dimension in Indexing. Science, 1964, 
144, 649-654. http://www.garfield.library.upenn.edu/essays/v7p525y1984.pdf 

7. Garfield, E., The Concept of Citation Indexing: A Unique and Innovative Tool for  
Navigating the Research Literature. [online]  

   http://scientific.thomson.com/knowtrend/essays/citationindexing/concept/ 
8. Google Scholar Help. http://scholar.google.com/scholar/help.html 
9. Henderson, J. Google Scholar: A source for clinicians? CMAJ June 7, 2005; 172 (12). 

http://www.cmaj.ca/cgi/reprint/172/12/1549 . 
10. Hitchcock, S., Woukeu, A., Brody, T., Carr, L., Hall, W. and Harnad, S., Evaluating 

Citebase, an Open Access Web-based Citation-ranked Search and Impact Discovery 
Service. [online], 2003. http://opcit.eprints.org/evaluation/Citebase-evaluation/evaluation-
report.html 

11. Jacsó, P., Google Scholar Redux. Gale — Reference Reviews [online] (June 2005). 
http://googlescholar2.notlong.com  

12. Jacsó, P., Google Scholar: the Pros and the Cons. Online Information Review, 2005, 29, 
208-214. http://dx.doi.org/10.1108/14684520510598066  

13. Jacsó, P., Citation Enhanced Indexing/Abstracting Databases. Online Information Review, 
2004, 28, 235 238. http://dx.doi.org/10.1108/14684520410543689   

14. Jacsó, P., Citedness Scores for Filtering Information and Ranking Search Results. Online 
Information Review, 2004, 28, 371-376. http://dx.doi.org/10.1108/14684520410564307   

15. Jacsó, P., Browsing Indexes of Cited References. Online Information Review, 2005, 29, 
107-112.  http://dx.doi.org/10.1108/14684520510583972 

16. Jacsó, P., As We May Search: Comparison of Major Features of Citation-based and 
Citation-enhanced Databases (Web of Science, Scopus, and Google Scholar). Current 
Science, 2005, 88 [in press] 



Comparison and Analysis of the Citedness Scores in Web of Science and Google Scholar 369 

 

17. Kennedy, S. and  Price, G. Big News: "Google Scholar" is Born. Resourceshelf, 2004 
http://www.resourceshelf.com/2004/11/wow-its-google-scholar.html  

18. Myhill, M., Google Scholar review. Charleston Advisor [online], 2005, 6.  
http://www.charlestonco.com/review.cfm?id=225 

19. Thomson — ISI Citation Products. http://www.isinet.com/cit/ 
20. Thomson — ISI Journal List. http://www.isinet.com/journals/ 



 

E.A. Fox et al. (Eds.): ICADL 2005, LNCS 3815, pp. 370 – 374, 2005. 
© Springer-Verlag Berlin Heidelberg 2005 

Enhancing Services in a Digital Age – 10 Years of 
Experience from the Systems Librarians' Perspective 

Edward F. Spodick and Ki-Tat Lam 

The Hong Kong University of Science and Technology Library, 
Clear Water Bay, Kowloon, Hong Kong 
{lbspodic, lblkt}@ust.hk 

Abstract.  This paper is an attempt by the authors to share their experiences in 
equipping a young academic library with the information technologies needed 
to enhance services in a digital environment.  After discussing the advent of 
digital libraries, the paper explores a progression of projects which make use of 
advancing technologies, from Web interfaces to XML metadata, and their effec-
tiveness in a non-English (CJK) environment.  These digital initiatives have be-
come a core component of the Hong Kong University of Science and Technol-
ogy (HKUST) Library’s service infrastructure, in addition to enhancing its tra-
ditional roles.  The past ten years’ accelerating pace of technological change has 
had a tremendous impact on the provision of library services.  Through this pa-
per, the authors have provided one institution’s experiences both in benefiting 
from and contributing to these changes. 

1   Introduction 

The Hong Kong University of Science and Technology is a very young institution, 
having its first student intake in 1991.  The early years of the University coincided 
with several streams of radical change and optimism – from an incredibly accelerated 
expansion of information technology to the economic and political progression of 
Asia, including a peaceful and mostly welcomed change of sovereignty for Hong 
Kong.  Locally, the University was established and funded to serve as a leader in 
research and development, and was positioned as the leading edge of an expansion in 
tertiary education for Hong Kong.  In a few short years the University has become 
ranked in the top tier in Hong Kong, and in many fields it holds such a place globally. 

All of this was a major factor in the Library’s ability to innovate and to embrace new 
techniques and technologies during what has been perhaps the most tumultuous up-
heaval in librarianship and the provision of library services in the history of our profes-
sion.  From the Library’s founding, it embraced new technologies in an effort to en-
hance information access and services.  In 1991, the Library rolled out one of the first 
fully Chinese-capable multilingual integrated library systems in the world and the first 
large-scale campus-wide CD-ROM network in Asian academic libraries; 1992 saw the 
installation of the largest networked full text database system in Asia, followed in 1993 
by an early Course Reserve Image System.  And 1995 saw the first academic library 
Web server in Hong Kong.  In subsequent years the Library established a mirror site for 
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some subscription databases, a wide-scale implementation of native XML-based da-
tabase development projects, and a host of other innovations [1].   

Upheaval, change and challenge have been our constant companions, and we be-
lieve they have been a significant factor driving the Library and University’s achieve-
ments. 

2   From Traditional to Digital 

The past few decades have seen a remarkable alteration in the technology available 
for information processing.  Coupled with the ability to obtain ever more powerful 
equipment and more capable software for an ever-decreasing investment, this has 
allowed more smaller or less well funded libraries to participate in the exploration and 
integration of technology for the improvement of operations, collections and services. 

Initially the advances promised since the development of a standard for MAchine 
Readable Catalog records were available only to the largest institutions.  Even the 
smallest school library has the option to do far more than merely replace their card 
catalog with an electronic version.  And thus the concept of a “Digital Library” began 
to be more than just a theoretical exercise – it became a topic of increasingly common 
discussion and experimentation.  This was especially relevant to a small library in a 
brand new university – one that had the option of “going digital” from its creation. 

While there may continue to be discussion of the differences between definitions 
used for “digital”, “electronic” and “virtual” libraries, the authors agree with Roy 
Tennant when he states that while the term “electronic library” may be more inclusive 
it is “digital library” which has become the accepted terminology [2]. 

There are three basic ways of defining what is meant by the term “digital library”: 

1. Libraries providing a) access to digital information using a variety of net-
works, including the Internet, and b) services in an automated environment 

2. The result of projects to digitize library materials for network access 
3. A discipline which refers to research on the theories and technologies for the 

building of digital libraries 

The first definition most fits the ongoing efforts of the authors and their colleagues.  
As part of these efforts, the second definition is representative of attempts to provide 
access and improve services in relation to materials that exist in the print collection. 

The third definition comes into play as part of the ongoing efforts of the authors 
and others to learn how to incorporate new technologies and methodologies into the 
services and collections, as well as in their work to enhance collaborative efforts and 
to contribute new ideas to the profession as a whole. 

One of the most important points the authors wish to stress is that the term “digital 
library” simply reflects a fundamental shift in how libraries do what they do, rather 
than in what they do.  Since their initial establishment, libraries have provided access 
to information and services to assist their patrons in obtaining this access and utilizing 
the information acquired through it.  None of this is new.  Improvements in informa-
tion technology have allowed a much greater degree of flexibility in all stages of these 
processes.  But the basic mission of a library to support its user community through 
enhanced access and services remains the same. 
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3   Digital Libraries in Practice 

The HKUST Library began testing the Lynx and NCSA Mosaic Web browsers, for 
connection to Gopher, WAIS and Web sites, in 1994.  In view of its potential capabil-
ity for becoming the library’s gateway to information, serving not just plain-text but 
multi-media documents, approval was obtained to set up a Library Web Server.  Offi-
cially released in May 1995, it was the first such server in Hong Kong and the region. 

Once the web infrastructure and technology were in place, a progression of digital 
library projects began to take place.  The following sections discuss a selected number 
of issues and lessons learned during the implementation of these projects. 

3.1   Content Digitization and Web-Based Document Management System 

In 1998, after more than four years of experience in digitizing course reserve materi-
als in TIFF format for access from dedicated workstations, the authors began to base 
future digitization projects on Adobe’s PDF document format with a Web interface.  
Although PDF is now a popular format for content delivery, it was not an easy deci-
sion seven years ago.  PDF was selected because it was more portable and smaller 
than TIFF, with a free viewer which seamlessly launched as a web browser plug-in.  
The documents were digitized into PDF and hyperlinked to the bibliographic meta-
data.  Text was extracted using Acrobat Capture and some Chinese OCR software. 

Three digital library databases were created during that time, serving up HKUST 
Theses, the Digital University Archives and HKUST-related News Clippings. 

It was also not an easy task at that time to identify a web-based document man-
agement system that could handle full-text searching and display of text in both Eng-
lish and Chinese.  With much localization, the databases were created on a commer-
cial document management system called BASIS, which was later replaced by native 
XML database systems, although the basic design concepts remained unchanged. 

3.2   Interchange of XML Metadata with the Library Catalog 

The HKUST Library uses INNOPAC, an integrated library system, to host the Li-
brary Catalog and to provide automated library functions such as circulation, catalog-
ing and acquisitions.  The Library Catalog contains bibliographic metadata for all 
print, multimedia and electronic resources. 

When building digital library databases, the authors frequently must export meta-
data from the Library Catalog to the database for indexing and displaying purposes.  
A pioneering attempt at HKUST to deploy XML technologies to extract the metadata 
from the Catalog in real-time began in 2000, using the INNOPAC's built-in xrecord 
command and XSL style sheets.  These technologies were then adopted for most of 
HKUST’s digital library projects, including an Electronic Journals database system 
rolled out in 2001.  

XML is a very flexible format – being able to extract data in XML is critical to a 
Digital Library project’s success.  If your catalog or database does not have this capa-
bility yet, push the vendor hard or switch to something else. 
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3.3   CJK and Unicode 

The HKUST Library has been working very actively with the INNOPAC vendor to 
enhance support for CJK (Chinese, Japanese, Korean) characters in the Library Cata-
log, which ensured that CJK bibliographic metadata can be seamlessly stored, in-
dexed, searched, sorted and displayed. 

With advances in computer hardware and operating system software, the past dec-
ade saw many critical CJK issues resolved [3].  However, Web technology, together 
with its increasing adoption of Unicode, has brought another layer of problems. 

The CJK-using library communities have traditionally used a legacy character set 
known as EACC (East Asian Character Code).  It is used in MARC 21, an interna-
tional bibliographic metadata content description standard, for cataloging CJK mate-
rials.  Both MARC 21 and EACC are maintained by the Library of Congress (LC) and 
are widely adopted by bibliographic metadata suppliers and systems vendors.  The 
cross-walk problem of mapping between EACC and Unicode began to emerge when 
suppliers and vendors began to develop Web- and Unicode-based applications.  A 
failure in mapping usually results in various types of display and searching problems. 

In early 2003, Library staff conducted an analysis of the EACC-Unicode mapping 
of CJK characters in the HKUST Catalog and concluded that Hong Kong users of the 
INNOPAC system should work more closely with the vendor to clean up the map-
pings.  A Hong Kong Innovative Users Group (HKIUG) working group made up of 
members from the HKUST, City University of Hong Kong, Chinese University of 
Hong Kong and University of Hong Kong libraries was then established to develop an 
HKIUG version of the EACC-Unicode mapping table.  The table was subsequently 
adopted by the vendor for implementation at its customer sites, with the first imple-
mentation being at HKUST in late 2003. 

3.4   Global Name Access Control  

In 2002, the HKUST Library began the development of an XML Name Access Con-
trol Repository [4] to address the problems experienced by catalogers and catalog 
users in identifying personal authors whose names are in non-Latin scripts [5]. 

In cataloging, the use of names in bibliographic records is controlled by authority 
records, and the process involved is called Authority Control.  The main purpose of 
name authority control is to authorize a form of a name (known as the established 
form) to be used in bibliographic records as an access point.  The concept of Access 
Control as proposed by Barnhart [6] expands on the role of an authority record by 
enriching into a central place for looking up various forms of a name, allowing the 
linking of variant forms without declaring any of them to be the authorized form. 

It was concluded from this research project that distributed repositories of metadata 
for describing various forms of an author’s name, with encoding in original scripts 
and their Latin forms, can be built globally by various bibliographic utilities, national 
libraries and library consortia to form a virtual name access control platform.  To 
achieve this, there must be a mutually agreed-upon metadata schema for data inter-
change between repositories.  The XML Name Access Control Repository is an initia-
tive to promote the establishment of such a standard. 
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3.5   Open Source Software and Open Access 

Thanks to the open source software movement the authors have been extensively 
using such tools for library applications.  Two of our projects were based on the open 
source software DSpace.  EPrints and DSpace were then the only options, and 
EPrints did not support Unicode, making it useless when CJK characters are required. 

The HKUST Institutional Repository was established in early 2003 [7] to create a 
permanent record of the University’s research and scholarly output.  It was the first 
such initiative in Asia.  By allowing the content of the Repository to be globally and 
openly accessible, we are contributing to the international open access effort that 
campaigns for free and unrestricted online access to research literature. 

The Digital University Archives on DSpace was released in late 2004.  In contrast 
to open access, the Archives requires authorization. The DSpace source code was 
modified to search and display only authorized documents based on LDAP authenti-
cation, so different user groups would access different document sets.  This kind of 
localization would not have been feasible if DSpace were not open source. 

4   Conclusion 

These are exciting times to be a Librarian.  The expansions in information technology 
discussed in this paper have opened up many new vistas of information and service 
provision.  The possibilities continue to be enormous, limited more by the inability to 
find time to explore them than by fiscal constraints.  The authors urge all Librarians to 
set aside some time on a periodic basis to simply think about new options and tech-
nologies they see in their readings and explorations, and ponder how to relate them to 
solving identified local needs for the traditional library roles of providing access to 
needed information and services both to support that access and to improve users’ 
ability to utilize the information obtained. 
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Abstract. Conventional digital libraries utilize access control and digital wa-
termarking techniques to protect their digital content.  These methods, however, 
have drawbacks.  First, after passing the identity authentication process, author-
ized users can easily redistribute the digital assets.  Second, it is impractical to 
expect a digital watermarking scheme to prevent all kinds of attack.  Thus, how 
to enforce property rights after digital content has been released to authorized 
users is a crucial and challenging issue.  In this paper, we propose a wrapper-
based approach to digital content protection that integrates digital watermark-
ing, cryptography, information protection technology, and a rights model.  In 
this rights enforcement environment, the behavior of all content players is 
monitored and digital content can only be accessed after certain usage rules 
have been satisfied.  Furthermore, the proposed architecture can be easily inte-
grated into any digital content player, or even existing DRM systems in digital 
libraries.  With the protection of the proposed DRM system, the abuse of digital 
content can be drastically reduced. 

Keywords: Digital rights management, digital watermark, content protection, 
intellectual property, access control. 

1   Introduction 

With rapid development of the Internet and computer technology, digital content, 
including digital images, video, and music, can be distributed instantaneously across 
the Internet.  However, digital content in digital world differs from objects in real 
world, since it can be easily copied, altered, and distributed to a large number of re-
cipients. This almost certainly causes copyright infringement and revenue losses to 
content owners.  The National Digital Archives Program (NDAP) in Taiwan has 
amassed a rich collection of cultural and historical artifacts.  These assets have been 
digitized to enhance their preservation, and make them more accessible to users.  The 
metadata and digital content storage systems are called archival systems, and – like 
other types of digital content – they too face the problem of piracy.  Thus, content 
holders are sometimes unwilling to release digital content, because their intellectual 
property rights could be infringed.  To protect high-value digital content and avoid 
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digital piracy, we need a system that prevents unauthorized access and manages con-
tent usage rights. 

In this paper, we propose a wrapper-based DRM system that enhances the protec-
tion of digital content and drastically reduces piracy.  The remainder of the paper is 
organized as follows.  In the next section, some previous works are discussed.  The 
architecture of proposed DRM system is described in Section 3.  We then present a 
brief discussion in Section 4, followed by our conclusions in Section 5. 

2   Related Work 

To prevent the abuse of digital content, most digital libraries and museums adopt 
digital watermarking [8] techniques to guard their digital images.  Though useful, 
watermark-based image protection systems are still not robust enough to resist a vari-
ety of image attacks.  Digital Rights Management (DRM) is a protocol of hardware 
and software services and technologies governing the authorized use of digital content 
and managing any consequences of that use throughout the entire life-cycle of the 
content (as defined by IDC).  DRM is a new concept that can be used to protect high-
value digital assets and control their distribution and usage.  The design of a DRM 
system must address the following key issues: (1) a digital rights enforcement (DRE) 
environment, (2) digital rights, and (3) standardization for interoperability.  In [9], the 
author proposed a typical DRM system architecture, including several essential com-
ponents.  Then, in 2004, Pramod et al. [7] proposed that DRM should be adopted as a 
layered framework, whereby various services are offered to users of the digital con-
tent at each layer.  In addition, Bogdan et al.[1] proposed a security architecture that 
enables digital rights management of home networks. The concept of an “authorized 
domain” is used to authenticate compliant devices, instead of relying on expensive 
public key cryptographic operations.  Although the above works suggest novel archi-
tectures for a DRM system, they do not fully address the three issues mentioned ear-
lier. For example, in the area of rights enforcement, authorized users could still dis-
tribute digital assets easily after they pass the identity authentication process. To 
overcome this problem, Nicolakis et al. [6] developed a DRM system called Medi-
aRights that protects digital images.  However, although this kind of architecture 
solves the rights management problem, a customized image viewer is not convenient 
for users. Furthermore, the circulation of digital assets is seriously impaired.  Hence, 
how to enforce the usage rules and protect content owners’ property rights after im-
ages have been released are the major challenges in DRM research. Several commer-
cial DRM solutions, such as InterTrust, Alpha-Tec, Digimarc, and LTU, are available. 
But the requirements of digital libraries vary enormously and differ from those of 
industry.  It is very unlikely that existing commercial systems can meet the demands 
of digital libraries.  Building a DRM system for digital libraries based on existing 
commercial solutions without any modification is therefore impractical. 

3   A Wrapper-Based DRM System 

Multimedia Center (MMC) [2], the core of the archival systems in NDAP, provides 
an integrated tool that helps content managers store and manage multimedia files 
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efficiently. It also enables users to access digital content in a convenient manner.  To 
protect digital images in MMC, we use the proposed DRM techniques to attach spe-
cific restriction on the use of digital content, which effectively reduces illegal copy-
ing.  The security in MMC could be improved substantially to protect precious digital 
assets from illegal use. 

3.1   System Architecture 

The majority of multimedia files in MMC are digital images, classified as low, mid-
dle, and high-resolution images.  Fig. 1 gives an overview of the wrapper-based DRM 
system, which consists of two building blocks: the server side preprocessing module 
and the client side protection module.  To facilitate player-independent encapsulation 
of rights and encryption information, we propose the following wrapper-based ap-
proach. 

Digital Content DC Packager Player
(Browser)

Authorization

Network

Server

Client

User

Content Provider

Multimedia 
Center

Rights Server

DC Decoder

 

Fig. 1. Overview of the Wrapper-based DRM System 

3.2   Rights Model 

There are several existing rights models and rights expression languages (RELs), such 
as XrML and ODRL.  XrML is a general purpose REL with good expressive power.  
For content protection in digital libraries, it is only necessary to consider the follow-
ing restrictions: play/view, print, save, valid date, and compliant player.  A user can 
only play, print, or save digital images when he authorized to do so.  The valid date 
limits the time that digital images are accessible, while the compliant player ensures 
that digital images can only be accessed by specific machines. 

3.3   DC Packager 

The DC Packager envelops digital images in a protected file.  An invisible digital 
watermark representing the copyright of NDAP is then embedded into images prior to 
release.  The usage rules derived from the rights server are then combined with the 
watermarked image to form a new content package, which is then encrypted for secu-
rity.  The resulting file is called a “protected digital content” file, meaning that the 
digital image is ready for distribution, and that the usage rules can be enforced with 
certainty. 
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3.4   DC Wrapper 

DC Wrapper enforces the rules related to the use of digital images.  As shown in Fig. 2, 
after a user downloads a protected file from the network and views it on a player (e.g., a 
browser), DC Wrapper launches automatically and monitors the user’s behavior.  Fur-
thermore, the digital images are released with specific restrictions on their usage.  If 
these rules are violated, or a user refuses to view images under monitoring by DC 
Wrapper, the content is rendered unavailable. DC Wrapper is implemented with a bi-
nary instrumentation technique called a Detours tool [3][4], which intercepts OS func-
tions by re-writing target function images.  Note that the wrapper-based design allows 
more flexibility in the choice of an underlying content player that is independent of the 
DRM modules.  DC Wrapper’s mechanisms decode encrypted digital content based on 
predefined rules, and transform the content into a readable format for the content player.  
Note that DC Wrapper monitors the behavior of the player rather than acting as a mul-
timedia player itself.  Hence, there is no need to use a customized player to play digital 
content.  The rights information provided by the rights server is employed by DC 
Wrapper to determine the kind of access a user is allowed to have. 

 

Fig. 2. An operational view of the DC Wrapper 

4   Discussions 

Our proposed architecture has three major advantages. First, the wrapper-based ap-
proach can be a stand-alone system, or it can be integrated into existing content play-
ers, even commercial DRM systems.  Second, the difficult problem of enforcing us-
age rules when digital content is playing is addressed by DC Wrapper. It monitors the 
behavior of the content player, and prevents illegal access to digital content.  Third, 
the proposed architecture enables two or more intellectual property rights protection 
systems to cooperate and complement each other.   

Since the DC Wrapper is implemented using a binary interceptor approach, it is 
kind of OS dependent.  This is a trade-off between better control and platform inde-
pendence when considering the integration with various existing DRM systems.  
After all, intercepting the message in the OS level is more robust and compatible than 
in the un-standardized application level.  Just like any other system security tools, 
there is no 100% secure DRM system which can always survive all kinds of attacks.  
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For example, a malicious media player could possibly bypass all the usage rules.  
However, the development of such a malicious player is so complicated and time-
consuming that is not technically feasible for an average user.  It is also what we try 
to do to raise the barrier for the abuse of digital content. 

5   Conclusions 

The distribution of digital content requires content protection and rights management 
in order to engender trust between the parties involved.  Trusted computing platforms 
and the integration of DRM components into the digital libraries would probably 
encourage content providers to release precious digital assets.  In this paper, we have 
proposed a novel rights enforcement environment that provides stronger protection 
for digital images, and thereby drastically reduces the piracy of digital content. 
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Abstract. Increasingly, intellectual content is “born digital.” In order to make it 
as easy as possible for content creators to preserve their content for the long-
term, preservation processes should be integrated into the content production 
lifecycle. Our project takes an existing video production workflow and 
integrates it with a digital preservation life-cycle management process that will 
enable the digital content to be archived for long-term preservation. The 
collection, “Conversations with History,” is produced at the University of 
California, Berkeley, edited by University of California, San Diego–TV 
(UCSD-TV), and broadcast and Web-cast through UCTV. The proposed system 
will demonstrate an effective preservation methodology by demonstrating a 
standard reference model for digital preservation lifecycle management that can 
be integrated into active production workflows. 

1   Introduction 

In August 2003, the National Science Foundation and the Library of Congress 
sponsored a compelling report [3] that described the gap between the growing body of 
digital collections and the ability to capture, manage and preserve them: “… from a 
long-term preservation perspective, there is a dark side to the rapid growth in digital 
information.  The technologies, strategies, methodologies, and resources needed to 
manage digital information for the long term have not kept pace with innovations in 
the creation and capture of digital information.”  The report described the importance 
of working now to preserve the digital assets that represent the cultural history and 
intellectual capital of education, science and government institutions.  These assets 
are threatened by lack of adequate infrastructure, lack of adequate resources, and 
technology evolution within access mechanisms, encoding formats, and storage 
systems. Over the last 10 years, a considerable body of literature has been generated 
by scientific and library communities enumerating the complex issues in digital 
preservation that need to be solved. [1,2,10]. 

In this paper, we outline a life-cycle management methodology for multi-media 
film/video digital collections that we are currently developing.  We describe the 
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design, and automation of preservation processes that comprehend the accession, 
description, organization, and preservation of film/video collections and associated 
digital content.  The automation of these processes requires the integration of 
workflow systems that are used in active production with preservation systems, and 
the tracking of the execution of the preservation processes for completion and error 
recovery.  The inherent challenges include the extraction of relevant metadata to 
support long-term preservation and access, and retention and preservation of the video 
file itself and the derived products that are used to augment the video, together with 
the associated resource material all with minimal impact on the production workflow 
process.  We plan to explore how the process can be abstracted into a set of generic 
procedures for preserving other multi-media collections as well.  

1.1   Exemplar Collection: “Conversations with History” 

The exemplar video collection in our project is the video-taped interviews collection 
called the  “Conversations with History” [16], conducted by Harry Kreisler, a 
broadcast series taped at the University of California at Berkeley. The “Conversations 
with History” collection is produced in a distributed workflow environment, with a) 
the original presentation filmed at UCB, b) the video edited at the University of 
California, San Diego by the UCSD-TV [17] facility, c) the final broadcast and 
webcast performed by UCTV [18] and then d) the presentation published in a Web 
portal.  The multi-media assets for this collection includes video, audio, text 
transcripts, Web-based material, databases of administrative and descriptive metadata, 
derived video segments, copyrights, attributions, credits, and contains diverse types of 
data, created at multiple stages within the content production. The ability to 
incorporate and integrate preservation procedures within such a complex generation 
environments while minimizing the impact on production, represents a substantial 
challenge that we address in our project. 

2   Preservation Dataflow 

The application of archival processes requires the use of software automation 
technology to minimize the impact on the production processes.    In particular, the 
level of granularity for interaction with the production workflow needs to be 
quantified and optimized. As part of our integration process we have identified 
several processing steps that are part of this preservation lifecycle management. The 
multiple sources of the material, along with the processes that support capture of the 
material, the processes that organize the material into Archival Information Packages 
(AIPs), and the preservation processes that manage the AIPs within an archive are 
shown in Figure 1 that presents a workflow diagram of the preservation lifecycle 
management system using the Kepler workflow management system [13]. 

The preservation of the collection requires the application of traditional 
preservation processes of appraisal, accession, arrangement, description, preservation, 
and access.  For each process, workflow modules are constructed to extract associated 
metadata, generate the AIPs, and register the material into the preservation 
environment. 
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Appraisal – the determination of which presentations within the “Conversations with 
History” collection are appropriate for preservation;  
Accession – the controlled process by which the videos are imported and evaluated 
for completeness and correspondence to a preservation agreement;    
Description– the process of assembling the context that will be used to describe 
provenance, integrity, and structural and behavioral characteristics of the video;  
Arrangement – the process of structuring the metadata into a collection hierarchy, 
and aggregating digital entities into containers for storage management;  
Storage – the storage of the material within a data grid to facilitate creation of 
replicas for disaster recovery, access controls to minimize risk of corruptions, and 
audit trails. 
Preservation – the process of managing technology evolution and maintaining 
integrity by migrating to new media, new encoding formats, new information syntax, 
and new storage technologies as more cost effective systems become available; and  
Access – the process of supporting discovery, manipulation, individual and bulk 
retrieval, and display of the videos. 

 
 

Fig. 1. Preservation Lifecycle Workflow in Kepler 
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3   Integration of Video Collection Workflow with Preservation 
     Lifecycle 

Our design of the integration environment is based on generic modules that can be 
used in a plug-and-play manner with other production workflows and hence will be 
applicable to other collections with similar characteristics. To achieve this level of 
abstraction, we use the following methodologies: 

XML Interfaces for Inter-Module Communication: Our design modules are based 
on strong input-output characteristic definitions. We use XML to define the interfaces 
or ‘ports’ between the modules..   
Push and Pull Interactions: Since our goal is to have minimal impact on the 
production workflow, the preservation dataflow should not impose any requirements 
on changes to the workflow. Using the strongly typed ports, one can custom-design 
push and pull versions of the modules, so that one can have them interact with the 
production workflow in an active (push) or passive (pull) modes of access. 
Workflow Systems: Our design uses Kepler [13], a open source workflow system, to 
interconnect the modules into a customizable data flow architecture.  
Data Grid Systems for Preservation:  The Storage Resource Broker (SRB) 
[6,11,12] based data grid technology [5] is used to provide the preservation 
mechanisms needed to control and track the integrity of the archived collections [7,9].  
The SRB supports organization of digital entities into collection hierarchies, making it 
possible to manage independently each preserved collection. The SRB toolkit also has 
provisions for crawling Web sites and registering the retrieved material into an SRB 
collection after re-linking URLs into SRB logical names. SRB is currently being used 
as a preservation environment for multiple federally funded projects, including the 
NARA [15] prototype persistent archive, the NHPRC Persistent Archive Testbed  [8], 
and others [14].  In addition, the NSF National Science Digital Library persistent 
archive [4] is built on the SRB framework.   

4   Conclusion 

Independence between the production workflow and the preservation life-cycle 
management is a corner stone of our design. This requirement is mandated not only 
because preservation should not intrude on the production process but also to make 
the preservation life-cycle management to be easily portable and applicable to a wide 
range of production frameworks. The merits of our system will be seen in not only 
preserving the chosen exemplar collection, but also in its usage in preserving other 
video production pipelines. The project is currently underway and we plan to make a 
first release of the framework in the next few months.  
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Abstract. We discuss challenging issues and technologies in managing massive 
digital resources, and review the related works. We design a massive digital 
resource management system(DRMS) based on an open source system (OSS) 
and Web service, and implement the key components and core services. The 
virtual collection of DRMS is built for configuring and managing related 
service components. The DRMS has shown three important characteristics -- 
universality, extensibility, and interoperability. 

1   Introduction 

The explosive growth of information in digital forms has posed challenges not only to 
traditional archives and their information providers, but also to organizations in the 
government, commercial and non-profit sectors. The latest report by Peter Lyman and 
Hal Varian, Berkeley [1], the world’s total yearly production of print, film, optical, 
and magnetic content would require roughly 1.5 billion gigabytes of storage which is 
roughly 250 megabytes for every man, woman, and child on the earth. Printed 
documents of all kinds comprise only .003% of the total. They include digital texts, 
documents, scientific data, images, animation, video, audio etc. The applications of 
the digital resources are quite broad, including Digital Library, Movie/Video center, 
other public media (television, broadcast, newspaper, etc.), museum, and national or 
cooperative information center.  

These massive digital resources present many challenging issues in data 
management technology area: data model, system architecture, massive information 
storage, organization and interoperation, and query processing. The problems 
mentioned above will remain as a major goal to researchers in next few years. To 
fulfill this end, we present a universal digital library management system (DRMS) in 
this paper. The DRMS is intended to meet the requirements of managing digital 
resources characterized by universality, extensibility, and interoperability.  

The other parts of this paper are organized as follows: In Section 2 we review 
related works on open source system for digital library. In Section 3, we design a 
universal architecture of DRMS for digital resource management, and describe its key 
functional components, service components, and implemental environment of DRMS 
briefly. The conclusion and the future work are given in Section 4. 
                                                           
* Supported by the National Natural Science Foundation of China under Grant No. 60473078. 
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2   The Related Works 

DSpace [3] provides a sustainable solution for institutional research materials and 
publications in a professionally maintained repository that captures, stores, indexes, 
preserves, and redistributes the intellectual output of a university’s research faculty in 
digital formats. Developed jointly by MIT Libraries and Hewlett-Packard (HP), 
DSpace is freely available to research institutions worldwide as an open source 
system that can be customized and extended. DSpace is designed for ease-of-use, with 
a web-based user interface that can be customized for institutions and individual 
departments. DSpace runs on any UNIX or LINUX operating system. DSpace is an 
open source software system that enables institutions to: 1)Capture and describe 
digital works using a custom workflow process; 2) Distribute an institution's digital 
works over the web, so users can search and retrieve items in the collection; 3) 
Preserve digital works over the long term.  

The OCLC SiteSearch [4] provides a comprehensive solution for managing 
distributed library information resources in a World Wide Web environment, and 
consists of two software programs -- Database Builder and WebZ. Database Builder 
software 1) provides a complete set of software tools to build and maintain local 
databases; 2) facilitates Web-based record creation for easy information capture; 3) 
provides specialized templates that take advantage of multiple metadata standards and 
formats; 4) permits online record updates, so databases are always available; 5) makes 
local resources such as archives, special collections and reserve room materials Web 
accessible; 6) supports load a full range of databases, regardless of size or complexity; 
7) offers flexible indexing options so users can find information quickly. WebZ 
software includes three basic starter interfaces (above, from left to right): a virtual 
catalog that supports resource sharing, an integrated reference solution with a frame 
version for high-level access, and a non-frame version that meets the requirements of 
the Americans with Disabilities Act. 

Fedora (Flexible Extensible Digital Object and Repository Architecture) [5] system 
is sponsored by Andrew W. Mellon funding, which is an open-source system 
developed by Virginia and Cornell University. It implements the digital object 
architecture and is a universal digital object management system. Fedora can be used 
in many fields, such as digital library, content management, digital asset management 
and resource preservation. The Fedora System consists of two fundamental entities: 
the underlying Fedora digital object architecture and the Fedora repository.  

Until recently, there has been no common approach and system architecture for 
large-scale digital libraries construction. All kinds of libraries, research institutions 
and universities traditionally developed their digital library system using techniques, 
vocabularies, and presentation schemes that suited their unique needs and purposes.  

3   DRMS: Digital Resource Management System 

In this section, we propose a universal architecture of DRMS based on analyzing and 
researching the related works. We design and implement the DRMS by complying 
with related standards and making use of enabling technologies and OSS [7,8]. The  
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Fig. 1. The Architecture of DRMS 

motivation is providing a common framework and software platform for constructing 
the large-scale digital library. 

3.1   System Architecture of DRMS  

The architecture is more OSI-like reference model, but it focus on the massive 
information service, management, and archival. All kinds of functional components 
lie in the different layers (as shown in Fig. 1). Meanwhile interoperability protocols 
will provide the way to bridge other remote digital libraries and legacy systems. 
Security, Test and maintenance will ensure that the architecture is robust and reliable 
framework. All layers will comply with related standards and specifications for 
making the architecture reusable, open, and interoperable. 

Network Infrastructure provides the fundamental interconnecting and 
communicating services and functions. 
Storage layer consists of Data Ingest, Data Management, Knowledge 
Management, and Data Archival. The component provides the services and 
functions for storing, maintaining, and accessing both metadata repositories and 
virtual collections. It includes administering the metadata database, multimedia 
databases and file systems. It will maintain schema and view definitions, and 
referential integrity, and perform database updates (loading new descriptive 
information or administrative data).  
System Administration layer provides the services and functions for the overall 
operation of the digital library system. Administration functions include Naming 
service, Load Balance, Schedule policy, and Configuration management of 
system hardware and software. It also provides system engineering functions to 
monitor and improve system operations and performance. It is also responsible 
for establishing and maintaining each layer’s standards and policies. 
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Service layer provides major service-based components including Discovery, 
Search, Content-based Retrieval, Personalized Service, Notification, Access 
Control, Right Management, VOD and Payment.  
Application Layer uses Web-based user interface to provide that all kinds of 
related services to users friendly and personalized by using E-book, Image 
Viewer, VOD Plug-in, and Music Player. The Web-based Portals provides 
access to the digital library’s collections and optimized for different users and 
different purposes effectively. 
Interoperability Protocols: The vertical Interoperability Protocols is not only 
responsible for the internal information communication of digital library, but 
also the remote digital libraries and legacy system. The technologies of 
middleware, agent, and distributed object will be used to establish all kinds of 
interoperable protocols. Nowadays, metadata-based interoperable protocol have 
be designed and used such as Z39.50, Dienst, SDLIP, and OAI. We are trying to 
reach a compromise between a full-scale, all encompassing search middleware 
design such as Z39.50, OAI, and web-based search engine for design a 
lightweight efficient digital library interoperability protocol by analyzed 
previous search middleware designs and enabling technologies. 
Security, Test, and Maintenance: ensure that the architecture is open, robust, 
maintainable and testable. It will reduce overall software costs; improve system 
performance and quality. 
Standards and Specifications: In order to ensure system openness, scalability, 
and interoperability, we will comply with all kinds of related standards and 
specifications to design the system architecture.  

3.2   Implementation of DRMS 

We have implemented the function modules of DRMS. We use the DOA as the basis 
of digital object management and implement the digital object management 
architecture by reference to the SiteSearch and Fedora system. In our system, each 
digital resource is encapsulated into a digital object, stored in a fedora repository, 
identified by a unique persistent identifier (PID). A repository is a physical concept 
which is a storage unit with different access interface in Fedora. We extend the 
original definition of virtual collection. DRMS is composed of a set of collections. 
Each collection might consist of one or many repositories, or parts of repository. 
Virtual collection just likes the “view” concept in DBMS. As the key component, the 
virtual collection of DRMS provides an efficient and effective way to integrate digital 
objects across repositories. The Digital objects stored in Fedora repository physically 
can belong to one or more virtual collection logically. When these digital objects are 
collected in a collection, some special services can be provided, such as full-text or 
content-based image retrieval across repositories or digital libraries, we can create 
various virtual collections according to different types of digital objects. The virtual 
collection provides flexible integration of all kinds of digital resource across 
repositories or digital libraries. In DRMS, each digital resource is encapsulated into a 
digital object, encoded by extended METS. The digital object includes DataStream 
and Disseminator and is identified by a unique digital object identifier (DOI). The 
digital objects with the same attributes are stored into a repository, which is a physical 
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management unit. There is an important data structure---External Index, designed for 
improving the search services for DRMS resources. We build the external index to 
support different metadata formats search and provide corresponding retrieval service.  

 Based on prior works on Tsinghua University Architecture Digital Library 
(THADL) project [2], we implement DRMS system based on OSS in following 
environment: OS: Linux Redhat 9.2 or Window 2000 Server; Web Server: Tomcat 
4.1.27; Java Runtime Environment: J2SDK 1.4.2; Web-based MVC framework: 
Struts 1.1; Digital object Manager:  based on Fedora 1.2; DBMS: MySQL 4.0; Open 
source SAN (Storage Area Networking): 10 TB; Digital Objects types: text, XML 
document, e-Book, image page, image, audio, and video. 

4   Conclusion 

In this paper, firstly we discuss challenging issues and technologies in managing very 
large digital contents and collections, and give some related works based on OSS. We 
design a universal architecture of DRMS, and describe the key components and 
services. In the future, we will study and develop software middleware for massive 
storage management, XML based search engine, and multilingual full-text search. We 
will apply the DRMS to more practical digital library projects. 
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Abstract. As part of its many functions, the reference library is charged with 
developing both its collection and its user community. These two functions are 
sometimes pursued as separate initiatives (with separate funding) by library 
managers. In Australia, the State Library of Queensland (SLQ) is committed to 
an exciting policy of simultaneous collection development and community 
engagement by integrating new media technologies with public programs. 
SLQ’s Mobile Multimedia Laboratory is a purpose-designed portable digital 
creativity workshop which is made available to communities as a powerful 
platform to capture and disseminate local digital culture, and also to promote 
and train community members in information literacy. The Mobile Multimedia 
Laboratory facility operates in conjunction with SLQ’s Queensland Stories 
project, an innovative portal for the display and promotion of community co-
created multimedia. Together, the Mobile Multimedia Laboratory and the 
Queensland Stories initiatives allow SLQ to directly engage with existing and 
new communities, and also to increase its digital collection with community 
created content. Not only are both initiatives relatively cost-effective, they have 
a positive impact upon information literacy within the state. 

1   Information Literacy and the Role of the Library 

The skills required to engage in digital consumption have been termed the 
information literacies. Literacy has historically been a field of study most notably 
discussed in education, but media and cultural studies have recently focused on the 
information - or “new” - literacies and what skills are demanded of audiences as they 
negotiate the potential of expanding digital services. For example, Nixon proposes 
that forces such as the global cultural economy and public policies regarding 
information and communication technologies (ICTs) are now so deeply embedded in 
daily life - at home, work and school - that in many places they are shaping a ‘new 
landscape of communication’ and ‘new learning environments’ [1]. Leu et al suggest 
that “The new literacies of the Internet and other ICTs include the skills, strategies, 
and dispositions necessary to successfully use and adapt to the rapidly changing 
information and communication technologies and contexts that continuously emerge 
in our world and influence all areas of our personal and professional lives” [2]. 
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Through ICT the types and quantities of information in which an individual 
requires literacy are changing.  No longer is it adequate to think of textual and visual 
modes of literacy separately, nor envision the internet as only a vast catalogue and 
receptacle of information. Through their pervasiveness and global nature the internet 
and ICT challenge traditional roles of producers and consumers in culture, narrowing 
the distance between them. Shedroff suggests that “the most important skills for 
almost everyone to have in the next decade and beyond will be those that allow us to 
create valuable, compelling, and empowering information and experiences for others. 
To do this, we must learn existing ways of organizing and presenting data and 
information and develop new ones” [3]. 

The information literacies are a readily recognizable phenomenon: the impact of 
technology on cultural communication should be well-known to anyone familiar with 
the history of the printing press, radio, telephone and television. Indeed, interaction 
design research and practice have dealt quite successfully with some of the usability 
design issues raised by the information literacies. Furthermore, ICTs offer an 
opportunity for regional and remote communities to partner with cultural institutions 
in the representation of cultural identity. This research is formed around interaction 
design principles which foreground ‘human’ rather than ‘technical’ determinants of 
ICT usage. While this is not a new approach, the focus is on audience-centered 
outcomes which are facilitated by design and curation: audience experience drives 
technology and not vice versa.  

The historic position of the library as a repository of community knowledge 
positions it well as a candidate for the focus of information literacy within the 
community. Indeed, the role of new media provider may provide an answer to 
Darke’s plea for a more user-focused library: “We must find ways of bringing the 
public back to the library. Tomorrow's libraries must become the movie-theatres of 
today. What does the public want? How can we help them? Do we know? If not, we 
had better get out there and find out. We have to make libraries fun places to visit, an 
entertainment experience where people can get answers for their questions, and have a 
good time while they are doing it” [4]. 

As ICTs become further embedded in our daily lives, they have the potential to 
create new platforms for community engagement. This paper argues that the 
discussions ranging around literacy can be considered integral to the further 
development of meaningful services for communities. As theories and practices in 
media/ cultural studies, education and Information Technology converge to contend 
with institutional access and community participation in production, all find 
themselves in relatively new territory. What seems to be consistent in each of these 
arguments is that literacy will be the key to the making of meaning. Literacy which 
enables cultural production can be developed by drawing together the discrete 
practices of a number of fields towards the empowerment of audiences and the 
development of the cultural consumer/ producer. In doing so, not only are the 
processes of cultural production demystified, but the audience’s ability to 
effectively engage in the civic opportunities afforded by new media can also be 
realized.  
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2   Developing User Communities Via Co-creation 

Community content creation is not a new field of study. Since the 1960s, cultural 
institutions in the USA and UK have broadened their public programs to include 
audience interaction with content through education [5]. However, whilst audiences 
have come to interact with the institution, the artefacts they create are not usually 
collected, registered and archived within an institution’s collection. Therefore 
audience interaction has been restricted to entertaining ways of “making meaning” 
from existing content without providing an avenue for the collection and distribution 
of artefacts created through this interaction - thus limiting the long-term value of 
community interaction with content. Only recently have the ICTs familiar to higher-
end metropolitan users started to become available to regional communities. When 
such technologies are married to traditional forms such as community narratives, they 
present an opportunity for individuals and communities to preserve their stories and 
distribute this knowledge to a wider audience.  

Schuler argued that communities were distinguished by lively interaction and 
engagement on issues of mutual concern and that their well-being contributes to the 
well-being of the state as a whole. He proposed that ICT could play a role in 
community life by improving communication, economic opportunity, civic 
participation and education. His position extended to community-oriented electronic 
communication where community networks have a local focus. Schuler fails to 
provide a credible economic blueprint of how to deliver universal online access for 
communities, although he does make a case for how institutions can provide greater 
community access to ICT by providing no-/low-cost public access points [6]. But the 
relationship between institution and community has a far greater potential than the 
one-way provision of access and facilities. The newly literate community not only has 
the tools to consume digital culture, it can also work with the institution to create its 
own digital cultural artefacts. This relationship underpins the process of community 
co-creation. 

3   Community Co-creation and Collection Development 

Livingstone suggests that information literacy has limited value to communities if 
they cannot access technologies, nor have reason to [7]. The State Library of 
Queensland’s Mobile Multimedia Laboratory (MML) project is designed to widen 
and deepen the sharing of cultural knowledge by creating a channel for cultural 
knowledge distribution from community to audience via the State Library. The MML 
is a fully portable media workshop designed and specified by the authors which 
allows SLQ trainers to travel anywhere within the enormous state of Queensland in 
order to provide communities with the skills and equipment to create their own digital 
media. The MML will be used to continue the Library’s existing program of 
information literacy workshops. These regional sessions include community training 
in use of internet, and skills upgrade workshops for regional library staff in scanning 
etc. Importantly, the MML also provides the creative technical platform for SLQ’s 
flagship community co-creation and collection development project, Queensland 
Stories. This is an ambitious new program whereby the State Library empowers 
communities to tell their own stories about life in Queensland. These stories will 
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become part of SLQ’s collection, accessible by a wider online audience. SLQ 
provides the Mobile Multimedia Laboratory and its own trainers to communities who 
have particular events or histories to record. During a three- to four -day workshop, 
SLQ’s trainers introduce community participants to the techniques required to prepare 
a short multimedia narrative, including scanning, digital imaging, storyboarding and 
scriptwriting.  Participants are encouraged to follow a loose format established by The 
Center for Digital Storytelling [8], which consists of approximately 10 stills images 
accompanied by a 3 minute scripted voiceover of about 250 words, narrated by the 
creator. By using this consistent format, the State Library is able to use its growing 
digital story collection to build its own valuable community snapshot of people, 
places and attitudes in Queensland – a snapshot taken by the community itself, rather 
than interpreted by a curator. The finished stories are reviewed for inclusion on SLQ’s 
Queensland Stories website [9].  

4   Application and Lessons Learned 

The first application of the Mobile Multimedia Laboratory in April 2005 was to 
facilitate training of the State Library of Queensland’s core group of digital 
storytelling facilitators for the Queensland Stories project. This training program was 
designed and delivered by the authors to be compatible with the Australian National 
Training Authority’s framework for nationally transferable vocational qualifications 
so that successful completion of the training program would lead to basic multimedia 
qualifications for the participant.  

The eight participants were all SLQ staff members or associates, many of whom 
had been involved in the Library’s ongoing regional information literacy outreach 
training program. Technical competence ranged from advanced through to basic PC 
familiarity. Each workshop was designed to be delivered over an intensive four-day 
period, but lack of participant availability meant that each workshop was delivered in 
three days. This unavoidable compression meant that the time available for 
participants to experiment with the first person narrative form that distinguishes 
digital storytelling was very restricted. Nonetheless, a good compilation of stories was 
produced by the group, and can be seen on the Queensland Stories website. 

Perhaps the most interesting findings of the workshops were related to policy 
issues, rather than storytelling. For example, SLQ must observe all due copyright, 
privacy and intellectual property issues and has therefore decided not to allow the use 
of any commercial music as part of any digital stories hosted on its website. Another 
interesting issue to arise from the workshops was that of identity privacy. Due to the 
risk of web-based invasion of privacy or pedophilia, published stories are only labeled 
with the creator’s first name or nick name so that they cannot be identified.  

5   Conclusion 

The State Library of Queensland’s community-focused digital initiatives aim to give 
more Queenslanders the opportunity of further realizing their own creative potential, 
and the excitement of publishing this work on the Internet for a wider audience to 
enjoy. SLQ hopes to use the Mobile Multimedia Laboratory to reach regional, rural 
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and remote communities with information literacy and community co-creation 
programs in order to include wider audiences in its public programs and collections. 
Unlike print-based literacy, information literacies draw together texts, contexts and 
social practices across a number of media and create artifacts which afford 
communities the ability to both create and to broadcast community narratives, 
histories and content within an online environment. This greater online presence of 
community knowledge can be ably supported and enabled by cultural institutions such 
as libraries, which can provide training and technologies for information literacy. In 
this way, the library can position itself at the centre of a cost-effective community co-
creative hub. 
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Abstract. We propose a framework for constructing semantic features
for textual documents from tackling the problem of abstracting infor-
mation in document representation. Semantic patterns are discovered
from ontology-derived texts which provide rich contextual information
regarding the concepts. The patterns represent the syntactic and seman-
tic relationships implied in the textual documents which can help in
extracting and representing the underlying concepts in texts. We also
investigate the significance of using the patterns in automatic summa-
rization of biomedical articles.

Keywords: semantic feature extraction, pattern discovery, text mining,
information mining.

1 Introduction

Currently, extracting the syntactic or semantic relations requires huge amount
of manual and domain specific preprocessing works, such as tagging the relations
within the texts, and constructing extracting rules. We propose using domain-
ontology related texts for automatic discovery of semantic features. It can be
achieved by using world knowledge, which exists around us, that is ontology.
about terms or concepts. Many ontologies also provide definitional texts associ-
ated with each concept. Rich contextual information can be derived from such
kind of texts in the ontology. These ontology-derived texts have the advantage
of being more readily available than the tagged corpus. For example, the Gene
Ontology, a controlled vocabulary provided by the Gene Ontology Consortium,
contains the definitions of each gene ontology term which can be openly accessed.

Research on automatic pattern acquisition from natural language text have
been carried out in different domains and using different techniques. Pattern ex-
traction is particularly useful for natural language understanding [1]. To reduce
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the human effort in preparing the training data or extraction patterns, unsu-
pervised methods for identifying extraction patterns have been proposed [2, 3].
For the biomedical domains, many researchers have investigated automatic an-
notation [4] and extracting information such as protein-protein interactions and
relations using different kinds of extraction patterns or rules [5, 6].

Our approach differs from the above existing works in that we not only reduce
the amount of manual efforts but also the amount of manually reviewing and
tagging the sentences and preparing the extraction rules. Unsupervised learn-
ing method is adopted for extracting relations within documents using a set of
domain ontology related text fragments or sentences. We also investigate the
significance of using the extracted pattern in automatic text summarization.

2 Our Approach

Our approach proposes the use of ontology-derived texts for assisting the text
information processing. Informative texts can be derived from ontologies of a
particular domain, for example, from the definitions of terms or concepts in the
domain. By discovering and constructing linguistic patterns from these ontology-
derived text, automatically, we can study the semantic relations conveyed in
the domain concerned. No additional human efforts are required for filtering or
tagging the relations. The system can automatically construct domain-specific
linguistic-oriented patterns with much less effort.

To capture the characteristics in ontologically-derived unstructured format
texts, pattern extraction is adopted. Meant for discovering semantic relations in
text, we utilize semantic patterns for acquiring and representing the semantic
information. The semantic pattern generation process aims at capturing the
similarities between similar concepts with different variations of expressing a
concept in sentence.

In our approach, patterns are discovered by parsing every sentence to gener-
ate all interactions within and identify the similarities between the interactions
within sentences through a generalization process. A clustering-based pattern
generalization approach with heterogeneous distance evaluation is presented.

Link Path Generation. Domain-related sentences are collected from textual
information regarding an ontology, as an example, the definitions of the onto-
logical terms. These ontology-derived sentences or sentence fragments contain
rich information. It can be observed that complex semantic structures are also
present in phrase fragments.

Since words presented in a sentence can have different roles and interact dif-
ferently between words in a sentence, the study of the interactions helps the
identification of semantic features. To facilitate the study of interactions be-
tween words, we employ the Link Grammar Parser [7], which can provide not
only the roles of the words but also the interactions of the words. It takes into
consideration the relationship between words in a sentence. Example of a parsed
sentence by the Link Grammar parser is shown in Fig. 1. The definitions of
major concepts in link grammar are given below:



Discovering Patterns from Ontology-Derived Texts 397

– Connectors: Connectors connect the words together, they represent the
relation types. It describes how the words are used. For example, an “S” and
“PP” represent “subject” and past-participle relationship respectively.

– Links: For each sentence, words are inter-connected by some kinds of con-
nectors, which are referred as links. The “Os” link connects between the
left connected word “enables” and the right connected word “movement”. It
represents an object relation, which connects “enables” to its object, “move-
ment”.

– Linkage: A linkage of the sentences includes all the possible links between
the words. A complete linkage represents one of the means for connecting all
the words together.

It     enables     the     directed     movement     between     cells.

Ss
Ds

Os

A

MVp

Jp

Fig. 1. Example of a linkage generated for the sentence “It enables the directed move-
ment between cells”

For each sentence, we parse it using the Link Grammar Parser. We identify
the possible sequence of links with the capability matching over sentence frag-
ments. Hence, instead of processing the whole linkage for pattern generations,
we identify each and every path of links, which we referred as link paths. The
complete definitions of link path and link level are given below:

– Link Path: A link path represent an ordered sequence of links between two
words in a sentence. It can be obtained by tracing through the links from a
word to another. It describes the relations necessarily existed between two
concepts.

– Link Level: A word can be connected to or from more than one link. To
differentiate the links connected to the same word, the links are associated
with a number called link level.

Pattern Generation. We design a clustering-based generalization process be-
tween link paths or patterns to form a set of candidate patterns. We search for
similar link paths to discover the semantic patterns. Our approach measures the
similarity between two link paths from four aspects, namely, the word contents,
the link types, the level of the links, and the proximity of the links. We are able
to identify link paths with similar complexity even without processing the whole
linkage, or complete structure of the sentence. For the link types and word con-
tents, they are treated as nominal, whereas the proximity and level of the links
are treated as continuous. Equation 1 depicts how the similarity between two
links is computed. l1, l2 are two links in the link paths while lw(l1) is the left
connected word of the link, and rw(l1) is the right connected word of the link
k. v1 = (p11, p12, p13) represent the proximity and level information of a link,
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where p11 and p12 represent the position of the left and right connected word of
the link l1, and p13 is the level of the link l1. t(l1) is the link type of the link,
such as “Os”, “Ds”, etc. α is the controlling factor on the relative importance of
the words and the link types in a link.

Equation 1 considers the extent of how similar the two links are, where
word overlap(w1, w2) and link overlap(w1, w2) equals to 1 if their connected
words and link types are identical respectively. Equation 2 considers the Eu-
clidean distance between two links by using their proximity and level informa-
tion.

s(l1, k2) = {α ∗ [word overlap(lw(l1), lw(l2)) + word overlap(rw(l1), lw(l2))]
+(1 − α) ∗ link overlap(t(l1), t(l2))} ∗ 1

d(l1,l2)+1
(1)

d(l1, l2) = d(v1, v2)
=

√
(p11 − p21)2 + (p12 − p22)2 + (p13 − p23)2

(2)

The total similarity of two link paths or patterns are computed using a longest
common subsequence based approach. A dynamic programming approach de-
picted in Equation 3 is used for calculating the score, where L1 and L2 represent
two link paths, and each link path is a sequence of links l, L1 = (l10, l11, l12, ...l1i)
S(l1i, l2j) represents the similarity score obtained for the best alignment up to
position i of link path 1 and position j of link path 2. δ(i, j) represents the
replacement score for link i by link j. δ(i, −) is the replacement score of link i
with a null link. The total similarity score of positions i and j depends on the
score of the previous alignments. It compares the score of aligning the links l1i

and l2j , or skipping the link i, or skipping the link j.

S(l1i, l1j) = max

⎧⎨
⎩

S(l1i−1, l2j−1) + s(l1i, l2j)
S(l1i−1, l2j) + δ(i, −)
S(l1i, l2j−1) + δ(−, j)

where S(l1i, 0) = i ∗ δ(i, −) and S(0, l1j) = j ∗ δ(−, j)
and S(l2i, 0) = i ∗ δ(i, −) and S(0, l2j) = j ∗ δ(−, j)

(3)

A clustering based generalization approach is adopted. The generalization of
patterns is considered as identifying clusters of similar links. Hence, an agglom-
erative algorithm is designed for identifying similar links and generalizing pairs
of links. The patterns retain the link path format. By iteratively generalizing
the link paths and patterns, we obtain a list of candidate patterns, which can
then be applied for feature engineering.

3 Experiments and Discussion

In our experiments, we applied the patterns discovered on summarizing textual
documents. We employed the patterns discovered from the ontology-derived texts
for identifying relevant sentences from biomedical documents. We made use of
the Gene Ontology definitions as the ontology-derived texts for pattern discovery.
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For using scientific ontology definitions, expressions which are not in phrasal
or sentence forms are filtered out. Patterns are discovered through our pattern
generation approach. The parameter α mentioned in Section 2 controlling the
importance of link types towards the associated words is set to 0.5 and the
threshold on pattern generalization is 0.8. The significance of patterns are then
investigated through an summarization application of the patterns on biomedical
documents.

The identified sentences for each of the randomly selected documents from
MGI databse are evaluated for their correctness. The sentences are judged man-
ually for their relevancy. The accuracy of the sentences identified by the patterns
are shown in Table 1.

Table 1. Accuracy on sentences identified by patterns generated

Number of sentences for processing 5,283
Number of sentences identified 761
Number of sentences correctly identified 535
Accuracy 70.30%

The results show that the generated patterns contain rich contextual informa-
tion regarding the biological process, cellular component, and molecular function
concepts. Their abilities for identifying the relevant sentences imply that they
can be precious semantic features for text processing.
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Abstract. Multimedia data is ubiquitous and is involved in almost every aspect 
of our lives.  Likewise, much of the world’s data is in the form of time series, 
and as will be shown, many other types of data, such as video, image, and 
handwriting, can be transformed into time series. This fact has fueled enormous 
interest in time series retrieval in the database and data mining community. 
However, much of this work’s narrow focus on efficiency and scalability has 
come at the cost of usability and effectiveness. In this work, we explore the util-
ity of the multimedia data transformation into a much simpler one-dimensional 
time series representation.  With this time series data, we can exploit the capa-
bility of Dynamic Time Warping, which results in a more accurate retrieval.   
We can also use a general framework that learns a distance measure with arbi-
trary constraints on the warping path of the Dynamic Time Warping calculation 
for both classification and query retrieval tasks.  In addition, incorporating a 
relevance feedback system and query refinement into the retrieval task can fur-
ther improve the precision/recall to a great extent.  

1   Introduction 

A time series database can be defined as any database that consists of sequences of 
ordered events, with or without concrete notions of time.  With this definition, some 
of the multimedia data or the less-intuitive domains can be transformed into one or 
two dimensional time series data. Most of previous work on time series retrieval has 
utilized the Euclidean distance as the similarity metric because it is very amenable to 
indexing [1], [2]. However, there is increasing evidence that the Euclidean metric’s 
sensitivity to discrepancies in the time axis makes it unsuitable for most real world 
problems. In this work, we introduce a distance measure based on the well-known 
Dynamic Time Warping (DTW), and show its utility with comprehensive experi-
ments. Despite its potential weakness that it requires some training to achieve its 
superior results, we can use the relevance feedback technique to reach this end. 

2   Time Series Representation of Multimedia Data 

We wish to expand the readers’ appreciation for the ubiquity of time series data. We 
will consider some less obvious applications that can benefit from efficient and effec-
tive retrieval; sometimes, multimedia data may also best be thought of as time series.   
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Video Retrieval. Video retrieval is one of the most important areas in multimedia 
database management systems. Generally, research on content-based video retrieval 
represents the content of the video as a set of frames, leaving out the temporal fea-
tures of frames in the shot.  However, for some domains, including motion capture 
editing, gait analysis, and video surveillance, it may be fruitful to extract time series 
from the video, and index just the time series (with pointers back to the original 
video). Fig. 1 shows an example of a video sequence transformed into a time series by 
tracking the centroid of the right hand (our object of interest) in both the X- and Y-
axes.  
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Fig. 1. Stills from a 
video sequence; the right 
hand is tracked, and 
converted into a time 
series (only X-axis values 
are shown here) 
 

There are several reasons why using the time series representation may be better 
than working with the original video sequence data. One obvious point is the massive 
reduction in dimensionality, which enhances the ease of storage, transmission, analy-
sis, and indexing. In addition, it is much easier to make the time series representation 
invariant to distortions in the data, such as time scaling and time warping.  

Image Retrieval. Image Retrieval has become increasingly crucial in the information-
based community. Large and distributed collections of scientific, artistic, technical, 
and commercial images have become more prevalent, thus requiring more sophisti-
cated and precise methods to perform similarity or semantic based queries. For some 
specialized domains, it can be useful to convert images into “pseudo time series.” For 
example, consider Fig. 2; an image of a maple leaf is converted into a time series by 
measuring local angles of a trace of its perimeter (edge). The utility of such a trans-
form is similar to that for video retrieval; working in the time domain also makes 
scale, offset, and rotation invariance trivial to handle. A different image size (zooming 
in/out) is also trivial to handle by interpolating time series to the same length. 

 

Fig. 2. Many image indexing/classification 
tasks can be solved more effectively and efficiently 
after converting the image into a "pseudo time se-
ries" 

 

Handwriting Retrieval. While the recognition of online handwriting [4] may be 
largely regarded as a solved problem, the problem of transcribing and indexing exist-
ing historical archives remains a challenge. The problem of indexing historical  
archives is difficult, because unlike the online handwriting problem, there is no pen-
acceleration information, and the handwriting typically has to be treated as an image.  
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In addition, the archives may be degraded or stained, and while humans learn to adapt 
their handwriting to make online handwriting recognition easier, archival handwriting 
is often highly stylized and written only with the intent of being legible to the writer. 
Many off-line handwritten document image-processing algorithms have recently been 
proposed in the interest of word recognition and indexing [5].  While handwriting is 
not a time series, there exist several techniques to convert handwriting to time series; 
many of these transformations were pioneered by Manmatha and students [6], as 
shown in Figure 3. Recent work suggests this representation may still allow the high 
precision in indexing historical archives while simplifying the problem from 2- to 1-
dimensional domain [6]. 
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Fig. 3. A)George Wash-
ington’s handwritten 
text. B) A zoom-in on 
the word "Alexandria." 
C) A projection profile. 
D) Upper and Lower 
profiles. 
 

3   The Ratanamahatana-Keogh Band (R-K Band) 

Despite the explosion of interest in time series indexing in the last decade, the ma-
jority of the work has focused on the Euclidean distance, which assumes linear 
mappings between the query and the candidate time series.  However, recent work 
has demonstrated that this similarity model generally does not work well for many 
real-world problems, where variability in the time axis is always present. This prob-
lem of distortion in the time axis can be addressed by Dynamic Time Warping 
(DTW) [7]. This method allows non-linear alignments between the two time series 
to accommodate sequences that are similar but out of phase. Our approach takes 
this recent work on DTW as its starting point, then fine-tune the algorithm, for a 
particular domain, and even a particular query, by selectively limiting the amount of 
warping we allow along various parts of the query, using a new representation, the 
Ratanamahatana-Keogh Band (R-K Band). As will be shown, by selectively limit-
ing the amount of warping allowed, we can actually improve the accuracy of DTW 
and its indexing performance. The ‘global constraint’ of DTW has been almost 
universally applied to DTW, primarily to prevent unreasonable warping and to 
speed up its computation. We recently proposed a new representation, the Ratana-
mahatana-Keogh Band (R-K Band) [8], which can represent arbitrary shaped con-
straints, and proven to improve accuracy and precision/recall. Due to space limita-
tions, please refer to [9] for more details on DTW. 

We can exploit the R-K Bands for both classification and indexing/query retrieval 
problems, depending on the task at hand, by using a heuristic search. Due to space 
limitations, only learning an R-K Band for indexing or query retrieval is included 
here.  The full details of R-K Bands have been extensively shown in [9].   
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Fig. 4. With R-K Band, we 
can create arbitrary global 
constraints.  A) We can 
specify all existing global 
constraints, including the 
Sakoe-Chiba Band B) and 
the Itakura Parallelogram C). 
 

3.1   Learning an R-K Band for Indexing (Query by Content) 

In addition to creating R-Kc Bands for classification, we can learn one single R-K 
Band for indexing or query retrieval using generic heuristic hill-climbing search tech-
niques, except that we only maintain one single band representing the whole problem 
and that we measure the precision/recall instead of the accuracy. This approach is re-
illustrated by the following experiment, measuring precision and recall for indexing.  
Ten examples are taken from Gun dataset and placed in a database containing another 
10,000 sequences that are similar in shape but do not belong in the class.  Another 
thirty (disjoint) examples from Gun dataset with other 970 other sequences are used in 
the R-K Band training process. Then, another ten different (disjoint) examples from 
the Gun dataset are used to make ten iterations of k-nearest neighbor queries, using 
various distance measures   The precision from 1-object to 10-object recall levels and 
the time taken are measured.  The results are shown in Fig. 5.  The resultant precision 
improves to 0.46 using only 3.24 seconds. 

 

Fig. 5. (left) Some ex-
amples from the Gun 
dataset. (mid) The result-
ing single R-K Band 
learned and  
the precision/recall plots 
comparing among various 
distance measure (right) 
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Fig. 6. The Precision/Recall curves from 10% to 100% 
recall levels for various distance measures: Euclidean, 
DTW with 10% window size, and the proposed method – 
R-K Band that gives perfect precision for all recall levels 

 

 
Fig. 6 shows another experiment result, querying the Cylinder data [10] from a col-

lection 10,000 random-walk sequences. 
It is apparent that utilizing an R-K Band in this problem significantly improves 

both precision and recall, compared to Euclidean and DTW with 10% warping.   
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However, an R-K Band needs to be learned from a training data, which may not be 
practical or available in many circumstances.  To resolve this problem, we can build a 
training data through relevance feedback system to improve the query performance, 
with some help from a user in identifying the positive and negative examples to the 
system.   

4   Relevance Feedback with R-K Band 

Relevance feedback methods attempt to improve performance for a particular in-
formational need by refining the query, based on the user’s reaction to the initial 
retrieved documents/objects. In this time series retrieval system, a user will provide 
a sample image or video as an initial query.  The system then converts the query 
image/video into time series, using the method discussed earlier.  The converted 
time series is then used for querying the 10 nearest neighbor from the multimedia 
time series database.  The user is then asked to rank each image result in a 4-point 
scale, which will then be converted into appropriate weights in query refinement 
processes (averaging the positive results with current query). Once the user ranks 
each of the results, a query refinement is performed such that a better-quality query 
is produced for the next retrieval round. However, averaging a collection of time 
series that are not perfectly time-aligned is non-trivial and DTW is needed [11]. In 
our experiments, we consider 3 multimedia datasets using our relevance feedback 
technique (complete datasets details are available in [9]).  To evaluate our frame-
work, we measure the precision and recall for each round of the relevance feedback 
retrieval. We then measure the performance of our relevance feedback system with 
the precision-recall plot from each round of iteration.  Fig. 7 shows the precision-
recall curves of the three datasets for the first five iterations of relevance feedback.  
Our experiments illustrates that each iteration results in significant improvement in 
both precision and recall.  
 
 

 

Fig. 7. The preci-
sion-recall plot for 
the 3 datasets with 5 
iterations of rele-
vance feedback 
 

5   Conclusion 

We have shown an alternative way of representing the multimedia data as time series.  
We then introduced a framework for both classification and time series retrieval.  The 
R-K Band allows for any arbitrary shape of the warping window in DTW calculation.  
With our extensive evaluation, we have shown that our framework incorporated into 
relevance feedback can reduce the error rate in classification, and improve the preci-
sion at all recall levels in video and image retrieval. 
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Abstract. Website archival refers to the task of monitoring and stor-
ing snapshots of website(s) for future retrieval and analysis. This task
is particularly important for websites that have content changing over
time with older information constantly overwritten by newer one. In this
paper, we propose WebArc as a set of software tools to allow users
to construct a logical structure for a website to be archived. Classifiers
are trained to determine relevant web pages and their categories, and
subsequently used in website downloading. The archival schedule can be
specified and executed by a scheduler. A website viewer is also developed
to browse one or more versions of archived web pages.

1 Introduction

Websites are often archived for various reasons ranging from backups, website
design, content analysis, web data extraction, etc.. For websites that have content
changing over time (e.g., online news, product sales, etc.)[2], their archival will
have to be performed at intervals in order to capture the dynamic changing web
content. To reduce the manual efforts and time in website archival, a number of
of web archival software tools have been developed and commercialized. With
these tools, the web archival task is very much simplified. Nevertheless, there
are still a few issues that remain to be addressed:

– Most archival tools do not distinguish the semantic types of web objects.
They are designed to simply download all web pages and other objects from
the specified websites and store them for further processing.

– As the existing archival tools assume that the normal web browsers will
be used to the archived web content, they normally do not provide special
browsing or visualization capabilities.

In this paper, we present a structured approach to model a website to be
archived. We believe that by identifying the website structure, one can then
specify the relevant website content by identifying the corresponding website
sub-structures. The archival task can therefore be defined to download a subset
of website content instead of the entire website. This is especially important as
there can often be many objects that are not really required by the archival

E.A. Fox et al. (Eds.): ICADL 2005, LNCS 3815, pp. 406–410, 2005.
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task, e.g., advertisement web pages, mirror web pages, etc.. With this focused
and structured archival, the archival overheads can be reduced and the archived
information can be more relevant.

2 Construction of Logical Website Structure

In WebArc, we model a website by a logical website structure defined as a tree.
Each logical node in the tree represents a class of web pages sharing the same
type of content, and the edge between a parent node and a child node represents
the set of links from the web pages of parent class to the web pages of the child
class. The root class of the logical website structure usually has only one web
page belonging to it, i.e., the home page of the website. On the other hand, a
logical website structure does not necessary include node classes to cover all web
pages of a website.

It is noted that more than one logical website structure can be constructed
for a website due to different archival needs. Each leaf node in the logical website
structure represents a class of web pages that are the targets for future viewing
and processing. The root and internal nodes represent classes of web pages that
link the the website’s home page to the target pages.

For example, suppose we would like to define a logical website structure for
archiving the campus announcements, conferences, seminars, and talks of our
university’s website. A logical website structure can be constructed as shown in
Figure 1. The structure consists of a root node, under which there is the “Event
and Notification” class. There are two logical nodes in the next level, “Campus
Announcement Directory” and “Conferences, Seminars, and Talks Directory”.
Each node contains a set of of web pages related to announcements on campus
and conferences/seminars/talks respectively. The leaf nodes represent the sets
of web pages of interest.

Fig. 1. Example of logical website structure for NTU website

Once defined, the same logical website structure can be reused multiple times
in the future. However, the structure itself does not provide the rules to extract
the members of each page class.

Given a logical website structure node, there may be only a single web page
belonging to it. The URL of the single web page will then be associated with



408 E.-P. Lim and M. Marissa

the node. For example, the root node is always associated with a complete URL.
When there are multiple web pages belonging to a node, we associate with the
node a classifier that determines those web pages belonging to the node. Since
web pages of the same node often share some common URL pattern, the classifier
is therefore designed to exploit this URL pattern and build a decision tree for
that.

We assume that the user will provide some sample web pages of the node as
positive training examples and other web pages as negative training examples.
We partition each URL into multiple components known as URL sections deter-
mined by the ’/’ delimiters. For example, the URL http://www.ntu.edu.sg/oad/
home/renewed perspective.htm is partitioned into sections as shown in the
Figure 2.

http://www.ntu.edu.sg/oad/home/renewed_perspective.htm

Sect (0)

Sect (1) Sect (3)

Sect (2)

Fig. 2. Partitioning URL Into URL Sections

A decision tree classifier is then constructed using the ID3 algorithm to clas-
sify the positive and negative training examples into mutually exclusive and
exhaustive subsets[1]. Each internal node of the decision tree denotes a URL
section to be tested, and a branch from the internal node is defined for each
value of the section. Each leaf node of the decision tree is finally assigned a
class label. For example, the decision tree in Figure 3 determines that URLs
with “Grad+student” as their 3rd level sections do not belong to the “Academic
Staff” node, while thoses with “staffcsc”, “staffis”, or “staffacad” as their 3rd
level sections do.

The structure modeling tool of WebArc (see Figure 4) is designed to facili-
tate expert users in constructing the logical website structure and the classifiers
of each structure node. The tool consists of a logical tree editor to edit the node
tree as shown in Figure 4.

After the node tree is defined, one can associate with each node a URL or
a decision tree classifier constructed using the positive and negative training
examples selected by the user as described earlier.

3 Website Downloading and Scheduler Tools

Using a logical website structure, WebArc’s downloading tool can conduct web-
site downloading by navigating from the home page of the website. Note that
the URL of home page is associated with the the root node of the logical website
structure. The downloading tool then examines the URLs of those links em-
bedded in the home page. If the URLs meet the conditions of any of the child
nodes of the logical website structure, the corresponding web pages will be saved
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staffacad

No Yes Yes Yes

Section 3

Grad+student staffcsc staffis

Fig. 3. A decision tree example for a logical node “Academic Staff”

and further navigated. Otherwise, the corresponding web pages will not be nav-
igated at all. The process continues in a recursive manner until the leaf level of
the logical website structure is reached.

The downloaded web pages are saved in a project folder designated for all
archived web pages using the same logical website structure. To distinguish the
different versions of downloaded web pages, a sub-folder labelled with the down-
loading date is created for each version of downloaded web pages.

Fig. 4. Structure Modeling Tool

The downloading task can be manually invoked or scheduled. The scheduler
tool of WebArc allows a user to specify the logical website structure to be used
for scheduled downloading and the downloading schedule consisting of start date,
end date, and downloading interval. The schedule will then be stored and read by
a background scheduler program for execution. The status of schedule execution
is recorded in a log file for user reference.
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4 Viewing of Archived Website Information

In the WebArc approach, a structure viewer tool is used to browse the different
versions of archived web pages with the help of logical website structure. The
structure viewer tool consists of a browser component which functions very much
like a normal web browser. However, this browser component is able to browse
web pages according to the logical website structure. When a node in the logical
website structure is selected, the list of web pages belonging to the node is shown
under the “Classified Pages” panel. User can also select the versions to be viewed
when there are multiple downloaded versions. As the user browses downloaded
web pages within the structure viewer, the external URLs in the web pages will
be converted to the local ones if the web pages have been downloaded earlier.
Otherwise, the corresponding web pages will be fetched from the Web if they
are available.

5 Conclusion

In this paper, we describe WebArc as a set of software tools for archiving rele-
vant portions of a website, downloading them for future viewing and processing.
The tools aim to reduce storage and communication overheads especially when
the size of useful and relevant information is small compared to the entire website
information.

The approach begins with the modeling of website using a logical tree struc-
ture. Classifiers are learnt to extract the relevant web pages based on their URLs.
There are also tools for users to specify downloading schedule, saving the down-
loaded web pages in versions, and browsing the downloaded pages.

WebArc is implemented using C# in the Window XP environment. While
the tools are functional, there are several enhancements remained to be made. We
are currently working on a search engine for querying the downloaded web pages.
WebArc will also incorporate a new module to compare different versions of web
pages so as to detect changes. With these changes, we believe that WebArc
will prove to be a very useful toolkit for managing website archives.
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Abstract. We present a simple model for describing causal processes.
We apply it to generate schematics of complex scientific processes. Our
interface allows users to select among causal threads and then to follow
the state transitions of those explanations. Moreover, these schematics
can provide a framework for interacting with texts.

1 Modeling Events and Causation

Here, we extend our ongoing investigation on helping people to understand the
relationship of events using timelines [1–3]. We turn from focusing on chrono-
logical order to showing causal relationships among the events in the timelines.
There is evidence that much human reasoning about physical processes is qual-
itative (e.g., [6, 9]). Thus, we have developed a qualitative model for describing
causal relationships. Specifically, events are described as simple state transitions,
causes are the factors which make state changes, Fig. 1, and a state change is a
change in one or more attributes.

For instance, a change in the mayor of a town (a state change) could be caused
by an election. The entity “Mayor” is changed from one person to another. Or,
if we said that “Jill gave the book to John”, the “possessed-by” attribute of
the book has been changed from Jill to John and that was caused by Jill’s
action. Furthermore, we can chain events together. If we said that Jane took the
book from Tim and gave it to John, there would be three states for the book
(possession by Tim, by Jill, and by John).

We use this model to describe the contents of a science text and build a
browser to explore the network of events and causes described in the text. Thus,
we show the network of causal links as a type of interactive hypertext map; we
call it an interactive causal schematic.

Such a system should be useful for a student trying to understand the associ-
ated text. It will be a interactive cognitive organizer which extends Franks and
Bransford’s original notion of cognitive organizers [7].
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�

Cause

State2State1
Entity

Fig. 1. A cause creates a change of state in an entity

2 Implementation

2.1 Overview

We analyzed texts about the relatively complex scientific processes of the “Snow-
ball Earth” theory as described in [8]. This theory proposes that the earth froze
over and the freeze finally ended with the accumulation of greenhouse gasses.
We also developed a much simpler causal schematic to describe the failure of the
immune system in AIDS. We developed a Java applet for displaying the causal
schematics developed from these analyses.

2.2 Interactive Causal Schematics

We initially tried to develop rigid timeline-like grids in which each event was a
discrete point or interval. However, that model rapidly became overly tangled
as more events and links were introduced. Therefore, we adopted a model with
fragments of timelines that illustrates state changes qualitatively (Fig. 2).

In this view, time moves left to right. These interval markers are relative and
not exact values since the article does not provide exact values and they may
not even be knowable.

Fig. 2. One thread of the Snowball Earth explanation is shown which describes the
subsystem of atmospheric CO2 and temperature by which the theory claims the frozen
earth was thawed. The user follows the steps by clicking the “Links” buttons at the
top of the screen.
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The links between states are presented one at a time as the user follows the
explanation. For instance, the description shown in the figure starts with a causal
link from the frozen-ocean-water state to the reduction in the absorption of CO2.
The theory is complex involving the impact of that freeze on ocean sediments
and on evolution. We identified three argument threads in the theory: Atmo-
spheric CO2, Mineral Deposits, and Biological Abundance. The Atmospheric
CO2 cycle (illustrated in the figure) restores the earth to its thawed state and it
is the primary scientific hypothesis being presented. The other threads suggest
processes that are confirmed by other evidence and contribute to the richness
and believability of the entire model.

The user can view all the threads or select among them. For Ocean Water
Temperature within the Atmospheric CO2 thread (Fig. 2) there was a transition
from Frozen to Thawed. That is, there was a state transition. That transition
can be decomposed and explained by a sequence of other transitions as shown
in the figure.

2.3 Associating the Text with the Schematics

The causal schematics should be both informative in themselves and an inter-
active cognitive organizer to help users to understand and navigate the texts
from which they are drawn (Fig. 3). Cognitive organizers, such as a descriptive
a schematic, or a concept map, can facilitate understanding complex material
such as a text [7]. A cognitive organizer helps a reader either instantiate a previ-
ously existing conceptual cognitive schema or develop an entirely new cognitive
schema. Cognitive organizers are generally static, but interactive cognitive orga-
nizers have the potential to be better focused on the user’s interests and needs.
For example, an interactive table of contents is both a navigation aid and a
cognitive organizer. Beyond simply illustrating the process, like SuperBook [5],
the interface would point back into the text of the document. Thus, when the

Fig. 3. Highlighting the text corresponding to the schematic display. The text in the
widget on the right scrolls to the passage associated with the causal link.
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links are shown in the graphic, the corresponding section of text is displayed and
highlighted.

3 Conclusions and Future Work

We have extended the basic model of causation in Fig. 1 into cascaded sets of
causes and states to provide visualization of scientific explanations. The current
implementation is a prototype to which several features should be added; for
instance, there should be an automatic layout manager.

While the simplicity of this model is a virtue, the interface could be enhanced
by extending it with multimedia and even animation. Moreover, there could be
a smooth transition from these schematic interfaces to ones which provide more
detailed temporal order.

Fig. 4. A Java interface showing a narrative path through a children’s story (from [4])

It would also be helpful for the interface to include conditionals, non-causal
relationships and the many different senses of “causality” [11]. For instance,
much of the article on the Snowball Earth hypothesis [8] discusses alternative
hypotheses and the collection of evidence relevant to them. Similarly, a full
browser for discourse structure (e.g., [10, 12]) would be useful. For example,
recent research has modified the theory to describe the earth as more “slush-
ball” than snowball and the debate could be captured by such a browser. It would
be helpful to have a mechanism for replicating a process across several instances.
For instance, the Snowball Earth freeze was postulated to have occurred four
times. This mechanism might be generalized by introducing some processes (e.g.,
chemical reactions) as templates or macros that apply to a large number of
specific instances.



Interactive Causal Schematics for Qualitative Scientific Explanations 415

Earlier we developed a browser for the plots of narratives [4] (Fig. 4). Plots of-
ten describe how a goal is reached or a problem is resolved by following a causal
chain. However, narratives are more complex than many scientific processes be-
cause they may involve human personality and emotional reactions. In compari-
son to narratives that are based on complex human motivation, explanations of
physical processes such as geologic history can generally be reduced to objective
processes. In the present work, this reduction in complexity was used to advan-
tage to simplify the interface options. We intend to revisit the representation of
human agency with the current model. We are working to apply these approaches
to much more complex material such as describing historical events in the context
of browsing collections such as digitized historical newspapers (e.g., [3]).
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Abstract. As the production of mobile contents is increasing and many people 
are using it, the existing mobile contents providers manually split cartoons into 
frame images fitted to the screen of mobile devices. It needs much time and is 
very expensive. This paper proposes an Automatic Conversion System (ACS) 
for mobile cartoon contents. It converts automatically the existing cartoon con-
tents into mobile cartoon contents using an image processing technology as fol-
lows: 1) A scanned cartoon image is segmented into frames by structure layout 
analysis. 2)  The frames are split at the region that does not include the semantic 
structure of the original image 3) Texts are extracted from the splitting frames, 
and located at the bottom of the screen. Our experiment shows that the pro-
posed ACS is more efficient than the existing methods in providing mobile car-
toon contents.   

Keyword: mobile content, cartoon, comic content, mobile browser, text  
extraction. 

1   Introduction 

The mobile industry is increasing and developing gradually by means of the infra-
structure for ubiquitous computing age. According to this environment, a lot of on-
offline contents are being converted into mobile contents. The cartoon contents are 
one of the most popular and profitable mobile contents.

However, the existing mobile cartoon contents have many problems owing to the 
small screen of mobile devices. The providers of mobile cartoon contents provide 
mobile cartoon contents to users as follows: First the provider gets a page of cartoon 
using a scanner. If this page is shown directly on the screen of mobile device, it is 
impossible that cartoon contents are delivered efficiently to users due to the small 
screen. It means that the existing providers have to manually split cartoons into the 
proper images fitted to the screen size of mobile devices. Therefore, this work needs 
much time and is very expensive. 

Recently, to overcome these problems, the cartoon contents on mobile devices oc-
casionally are produced by the computer software such as Photoshop. However, it is 
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difficult to create suitable contents with computers, since the cartoonists are accus-
tomed to drawing the cartoon by hands for a long time.  

To solve previously mentioned problems and provide automatically mobile cartoon 
contents, we need two processes: cartoon splitting and text extraction. Cartoon split-
ting is necessary to show the cartoon on the small screen of mobile devices. Text 
extraction is necessary to prevent the text from excessive minimizing, when the car-
toon contents is shown on the small screen of mobile devices.  

We propose an Automatic Conversion System (ACS) for providing efficiently and 
quickly mobile cartoon contents. The ACS cuts tentatively the page into the frames 
using X-Y recursive cut algorithm1. Then, to customize the cartoon contents in mobile 
devices, ACS splits definitely the frame into the frame images fitted to the screen size 
of mobile devices. Especially, we also consider a semantic structure of a frame since 
it includes important contexts of cartoon. When the fitted image is provided on mo-
bile devices, it can be scale-downed if it is bigger than the size of mobile screen. 
Therefore, the ACS extracts the text using connected component analysis2 before the 
image is minimized since users can not understand the excessively minimized text. 
Lastly, the ACS provides fitted frame images without texts on mobile devices, and 
locates the extracted text at the bottom of the screen. Hereby, it can convert automati-
cally offline cartoon contents to mobile cartoon contents (Fig.1).  

Fig. 1. Structure of ACS

2   Page Analysis 

2.1   Cutting the Page into the Frames 

We consider two characteristics about cutting the page into the frames as follows: 1) a 
screen of mobile device is smaller than the one of cartoon page, 2) the semantic struc-
ture of a cartoon page is divided into the frames.  If the page is excessively minimized 
to show it at once, users may not understand exactly the provided cartoon contents. 
And the meaning of the cartoon page is constituted by the meanings of each frame, 
therefore we cut the cartoon page into the frames. Based on this, the ACS cuts the 

1  Cartoons consist of the frames. 
2  The text is located in the balloon, and the regions of the figure in the frame are connected to  

each other. 
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page into the frames using X-Y recursive cut(Fig. 2). It is a top-down recursive parti-
tioning algorithm which divides the binary image into the several pieces by repeated 
formation of blocks. To make the fitting frame image the screen size of mobile de-
vices, the ACS cuts tentatively the page into the frames (Fig. 3). 

function Split_By_Projection(direction, region) 
{
     if(direction is X)         Projection_on_X_Axis(region); 
     else         Projection_on_Y_Axis(region); 

     Find_Valleys_in_Projection; 

      if(valley satisfy threshold) 
       { 
          Split_Regions_at_Valley; 
          For (each sub_region from splitting) 
          { 
              if(direction is X)         Split_By_Projection(Y, sub_region); 
              else        Split_By_Projection(X, sub_region); 
          } 
       } 
}

Fig. 2. Algorithm to divide the page into the frames 

Fig. 3. Cutting the cartoon page into the frame

2.2   Splitting the Wide Frame 

When the wide frame is minimized excessively to show it at once, the user can not understand 
exactly the provided cartoon contents. Therefore, the wide frame has to be split into the fitted 
frame images. We split the wide frame at the column which has the largest number of 
white pixels based on the assumption that the white pixel does not include an impor-
tant context of cartoon. When we split the wide frame at the center column, an impor-
tant object of the frame may be partitioned (Fig. 4(b)). As this result, the users can not 
understand the provided cartoon contents. Therefore, splitting the wide frame has to consider an 
important context of the frame (Fig. 4(c)). As such, we find the splitting line near center 
line with considering the context of frame images by counting white pixels. 
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 (a) 

                                    (b)                                                              (c) 

Fig. 4. Two methods to split the wide frame: (a) original frame, (b) splitting at the center of the 
wide frame, (c) splitting the wide frame through considering an important context of the frame 

    To split this wide frame, the ACS uses the vertical projection profile. So our work 
is to find the splitting column l  that is defined as:  
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where cS is the sum of the luminosity of pixels in column c and R is the observation range in 
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where h is frame’s height and icP is the luminosity of pixel at position ),( ic .

2.3   Text Extraction 

The readability of cartoon contents may decreases due to the rescaling of an image. 
Therefore, we extract the text before the image is minimized. Fig. 5 shows the scale-
downed image and text when we do not perform the text extraction on the fitted frame 
image. 

Based on the assumption that the text is located at the center of the balloon on 
white background, we extract the text using a connected components algorithm.  First, 
to extract the text efficiently, we convert the split image into the binary image using 
thresholding (Fig 6). Then we extract the text from the binary image using connected 
component analysis. We locate the extracted text to the bottom of the screen. Through 
this process, we endow the consistency to each cartoon contents, and can support the 
readability of cartoon contents.  
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Fig. 5. The cartoon without 
text extraction 

(a)                                             (b) 

(c)                                        (d) 

Fig. 6. Text extraction: (a) original image, (b) binary image, 
(c) image without the text, (d) extracted text 

3   Experimental Results 

We used a PDA POZX301 model based on Pocket-PC 2003. It consists of 400MHz 
XScale Processor, 62MB SDRAM and 160MB Flash Rom.  

To compare with the ACS and the existing methods, we produced mobile cartoon 
contents using the existing method which scans a cartoon image and manually pro-
duces the frame images using Photoshop. The existing method needs much time and 
is very expensive, since each processing is manually performed. However, our 
method automatically produces the frame images fitted to the mobile screen (Fig. 7). 

Fig. 7. Processes of the existing method and the ACS 
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    We perform to convert the 30-cartoon pages into mobile cartoon contents using 
each method. Table 1 is the executing times for converting the 30 cartoon pages using 
each method. Especially, it takes over 10 minutes to convert the comic book using the 
existing methods because a comic book usually has over 100 pages. On the other 
hand, it takes about 1.5 minutes to convert the comic book using the automatic con-
version system. 

Table 1. Executing times for converting the 30 cartoon pages using each method

  Manual Method Automatic Conversion System 
Executing Times 10 (min) 1.5 (sec) 

    To make the frame images fitted to the screen size of mobile devices, the ACS cuts 
tentatively the page into the frames. We expect that if a cartoon page consists of 5 
frames, the 30 cartoon pages will divide into over the 150 pieces. However, we knew 
that the 30 cartoon pages were divided into 120 pieces using the ACS through the 
experiment. The rest of 30 pages were not divided as shown in Fig. 8. If the frame 
overlaps other frames (Fig 8(a)) or an image exists on the outline of frame (Fig 8(b)), 
they were not divided. 

            

                               (a)                                                                 (b)

Fig. 8. Cartoon pages, which can not be split into the frames: (a) the frame, which exists in the 
other frame, (b) the frame of which outline is cut by the image 

    The ACS splits the frame into fitted frame image to the screen size of mobile de-
vices, considering the semantic structure of the frame. Therefore, it split the frame at 
the most meaningless column of frame (Fig. 9). 

(a)                                                                              (b) 

Fig. 9. Splitting the frame: (a) input image, (b) split frames 
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    If a background is black and the meaningful object is white, the ACS has an illu-
sion that the column in the object most meaningless column in the frame. According 
to this, it can occur that wide frame is split at the object (Fig. 10). 

(a)                                                                                  (b) 

Fig. 10. Failing in efficient splitting: (a) input image, (b) split frames 

    If the text is excessively minimized, the users can not understand it. To augment 
the readability of cartoon contents, the ACS extracts the text, shows it at the bottom of 
screen without scale-down. Therefore the users can be provided efficiently mobile 
cartoon contents. Fig. 11 shows the result of text extraction. 

                  (a)                                                          (b)                                           (c)

Fig. 11. Text extraction: (a) input image, (b) the image except the text, (c) the text 

    We consider two assumptions about the text extraction: 1) the text is located in the 
center of the balloon, 2) the pixels of the background are 255. Namely, it means that 
the other region except the text is able to be extracted, if it is suited to the two as-
sumptions. For example, region of eye is suited to the two assumptions, it exists in the 
face, and the pixels of background are a white color. According to this, it can occur 
that the other region except the text is extracted by the ACS. Moreover, after the text 
is extracted, the region the text has existed remains the meaningless region, like  
Fig. 12. 

(a)                                                      (b)                                            (c) 

Fig. 12. Text extraction: (a) input image, (b) the image except the text, (c) the text 
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4   Conclusions 

The main difficulties in manual conversion from offline cartoon images into mobile 
cartoon contents are that it needs much time and is very expensive. To solve the prob-
lems, this paper proposed automatic conversion method of the existing cartoon con-
tents into mobile cartoon contents. 

As future works, we will go forward to solve the problems of this system. For accu-
rate segmentation on the unstructured environment, we will cut the page into the 
frames using a vanishing point. And, to minutely extract the text, we will extract the 
text using a geometric alignment. In addition to this, we will research about provision 
of mobile cartoon contents to provide efficiently and cheaply through to develop 
continuous the automatic conversion system. 
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Abstract.  Information retrieval (IR) systems are traditionally developed using 
the objective relevance approach based on the “best match” principle assuming 
that users can specify their needs in queries and that the documents retrieved are 
relevant to them. This paper advocates a subjective relevance (SR) approach to 
value-add objective relevance and address its limitations by considering 
relevance in terms of users’ needs and contexts. A pilot study was conducted to 
elicit features on SR from experts and novices. Elicited features were then 
analyzed using characteristics of SR types and stages in information seeking to 
inform the design of an IR interface supporting SR. The paper presents initial 
work towards the design and development of user-centered IR systems that 
prompt features supporting the four main types of SR.  

1   Introduction 

Traditional information retrieval (IR) systems are developed using the “best match” 
principle assuming that users can specify needs in queries [2]. Using this principle, 
the system retrieves documents “matching closely” to the query and regards these 
documents as relevant.  Relevance is computed using a similarity measure between 
query terms and terms in documents without considering users’ contexts [3, 14].  

Hence, this objective relevance is limited somewhat as it does not consider users’ 
needs, in particular, the possible distinction between experts’ and novices’ needs, and 
the contexts in which queries are submitted [3]. In other words, experts and novices 
have varying needs as experts have experience with IR systems and domain 
knowledge which allow them to search and judge relevance more effectively [4].  

Subjective relevance (SR), alternatively, considers relevance from the perspective 
of users’ knowledge and needs [8]. SR is defined as the usefulness of information 
objects for fulfillment of user’s tasks [8]. Hence, one approach of addressing experts’ 
and novices’ needs is to possibly enhance objective relevance and tackle its 
limitations by considering relevance from the perspective of users’ knowledge and 
contexts, an emerging research area in SR [8].  

This paper presents initial work towards designing user-centered IR systems by 
investigating features prompting SR and exploring its implications towards interface 
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design for experts’ and novices’ needs. The paper uses theories from SR and 
information seeking to provide rationale for designing an IR interface so that users are 
guided to find more relevant documents during their information seeking processes.  

2   Related Studies  

Different approaches have attempted to enhance objective relevance and address its 
limitations. Works by Chen and Kuo [5] and Gilbert and Zhong [7] have looked at 
facilitating query formulations by capturing users’ personal interpretations of query 
terms and by accepting queries in natural language respectively. Another research 
area looks at collaborative browsing where users interact with each other to facilitate 
their browsing processes and retrieve more relevant documents. An example of this 
application is Let’s Browse [9]. A third research area is collaborative filtering. This 
technique helps users retrieve documents for their needs by recommending documents 
based on users’ past behaviors and behaviors of other users with similar profiles. 
Examples of such applications are Fab [1] and GroupLens [12].  

The approach described in this paper differs from those described above. Firstly, a 
user-centered approach is employed by eliciting SR features from experts and 
novices. Secondly, concepts from SR [6] and information seeking [10] are used to 
provide theoretical underpinnings for understanding elicited features and informing 
interface design so that the designed IR interface supports experts’ and novices’ SR 
judgments during their information seeking processes.  

3   Our Approach  

In order to design a user-centered IR system with features supporting SR, we turn to 
two previous works on SR [6] and information seeking in electronic environments 
[10]. These works are described briefly in Sections 3.1 and 3.2 to provide theoretical 
underpinnings for investigating what features experts and novices need to support SR 
in information seeking. We then design a pilot study to elicit SR features from experts 
and novices. Methodology and findings of this study are presented in Sections 3.3 and 
3.4 respectively. Elicited features are next analyzed using characteristics of SR [6] 
and stages in information seeking [10] to ensure features elicited and designed 
support users’ SR evaluations and information seeking tasks. These analyses are 
presented in Sections 4 and 5 respectively. In Section 6, we present how analyses of 
elicited features in Sections 4 and 5 are used to inform interface design for an IR 
system supporting SR.  

3.1   Subjective Relevance Types 

Relevance is a relation between the user and an information object [13]. Since 
objective relevance using recall and precision measures does not consider users’ 
needs, we examine SR which considers relevance from the perspective of users’ 
changing knowledge and information needs [8]. Four SR types are discussed in [6] 
and are briefly described in this section. This work is selected because it describes 
characteristics of the four SR types in a comprehensive manner. 
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��Topical relevance: This relevance is achieved if the topic covered by the assessed 
information object is “about” the topic specified in the query.  

��Pertinence relevance: This relevance is measured based on a relation between a 
user’s knowledge state and retrieved information objects as interpreted by the user.  

��Situational relevance: This relevance is determined based on whether the user can 
use retrieved information objects to address a particular situation/task.  

��Motivational relevance: This relevance is assessed based on whether the user can 
use retrieved information objects in ways that are accepted by the community. 

The discussion on SR seems to indicate two important components: 1) user’s 
information seeking behavior and skills and 2) user’s domain knowledge. User’s 
information seeking behavior and skills are important because they provide a means 
for the user to retrieve information objects and SR evaluations to occur. User’s 
domain knowledge is also important in SR because it may affect how the user 
evaluates a document. For example, a document may be appropriate for a user’s task 
but due to a lack of domain knowledge, the document may be deemed as irrelevant. 
Since user’s information seeking behavior is a key component for evaluating 
documents towards task completion, we will next review an established information 
seeking model and discuss how information seeking may support task completion.  

3.2   Information Seeking in Electronic Environments  

Here, we examine a well-established model for information seeking in electronic 
environments [10]. This model is selected because it explicitly describes the 
information seeking stages users may go through while using an IR system.  

Machionini’s [10] model describes eight stages in information seeking and its 
transitions. The eight stages are: 1) recognizing and accepting an information 
problem; 2) defining and understanding the problem; 3) choosing a search system; 4) 
formulating a query; 5) executing search; 6) examining results; 7) extracting 
information; and 8) reflection/iteration/stopping. Transitions between these stages 
(depicted as 1-8) are presented in Figure 1. The default and high probability 
transitions are presented as solid arrows and dotted arrows respectively.  
 
 

 
 

 

Fig. 1. Transitions and Stages in Information Seeking 

To further understand how users may carry out different information seeking 
stages in an IR system to complete tasks, the eight information seeking stages in 
Marchionini’s [10] model are viewed using Norman’s [11] generic model of user 
interaction in interactive systems. Norman’s [11] model describes seven activities that 
users go through while interacting with a system to complete tasks. Using this model, 
it may be inferred that Marchionini’s [10] information seeking stages can be divided 

1 2 3 4 5 6 7 8 
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into three phases in terms of user-system interactions proposed by Norman: 1) before 
execution of an action; 2) during execution of an action; and 3) evaluation of action. 
Marchionini’s Stages 1-4 in information seeking can be mapped to Norman’s Phase 1, 
with Stage 5 in information seeking referring to Phase 2, and Stages 6-8 in 
information seeking referring to Phase 3.  

3.3   Pilot Study 

Theoretical frameworks for SR and information seeking, described briefly in Sections 
3.1 and 3.2 respectively, seemed to indicate that one possible way to value-add 
objective relevance and address its limitations could be to design a user-centered IR 
system supporting users’ SR evaluations in information seeking. Hence, a pilot study 
was carried out to elicit SR features from experts and novices. 

Selected Groups: Profiles of Subjects 
Eight students (6 Masters and 2 PhD students) from the School of Communication 
and Information, Nanyang Technological University, were selected as subjects. They 
were divided into four groups, namely Groups A-D, with 2 subjects in each group. 
Subjects’ level of domain knowledge was determined based on the nature of the task 
while level of information seeking skills was determined based on whether they had 
taken a module on “information sources and searching” in their postgraduate studies. 
Profiles of subjects are shown in Figure 2. In this figure, domain knowledge is 
depicted as DK and information seeking skills is depicted as IS. 
 
 
 
 
 
 
 

Fig. 2. Profile of Subjects 

Methodology 
The study was conducted in two sessions, Session 1 for Groups A and B and Session 
2 for Groups C and D. This was done because different tasks were used in each 
session to distinguish subjects’ levels of domain knowledge. In each session, subjects 
were first briefed on the study’s objective and the different types of SR. After that, 
they were given 20 minutes to complete a task. The purpose of this task was to set a 
context to get subjects thinking about what design features could help them assess a 
document’s relevance. A form was constructed for subjects to note down features that 
were useful for their tasks, and if not, how these features could be improved.  

In Session 1, subjects’ task was to gather information for a discussion on “The 
social impact of the Internet” using two IR systems: Communication Abstracts (a 
subscription-based database); and ACM Digital Library (a digital library).  

In Session 2, subjects’ task was to gather information for a discussion on “The 
different types of information seeking models” using three IR systems: Emerald 
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Fulltext (a subscription-based database); Library and Information Science Abstracts (a 
subscription-based database); and ACM Digital library (a digital library). These IR 
systems were selected as they were commonly used by the subjects. 

After completing the task in each session, subjects brainstormed features that they 
thought were useful for assessing a document’s relevance. They were also asked to 
indicate which features were most important amongst the suggested ones. 

3.4   Findings 

The study elicited a list of features supporting SR from experts and novices grouped 
according to their domain knowledge and information seeking skills. A total of 23 and 
33 features were elicited from Sessions 1 and 2 respectively. To facilitate analysis, 
elicited features from both sessions were consolidated by removing duplicates to 
arrive at a final list of 52 features. To illustrate, we present some features from this 
list in Table 1. Features elicited from Session 1, Groups A and B were coded with 
symbols, S1A and S1B, respectively. Features elicited from Session 2, Groups C and 
D were coded with symbols, S2C and S2D, respectively. Symbols, (++) and (+), were 
coded next to each feature to indicate whether it was “very important” (++) or “nice to 
have” (+) to support SR judgments respectively. 

Table 1. Example of SR features elicited from the pilot study 

Features Example of SR features elicited from the pilot study 
1 Provide recommendations of documents and related topics based on queries users 

submitted  (S2D/++) 
2 Rank retrieved documents by relevance (S1B/+) 
3 Provide tutorials / search examples  (S1A/++; S1B/++)  
4 Provide search options, for example, search by title, author, abstract, etc. (S1A/++; 

S1B/++; S2D/++) 
5 Provide abstract of documents retrieved in results list (S1B/++; S2D/++) 
6 Provide direct download of documents in PDF format  (S1A/++) 
7 Provide selected references used in documents (S1A/++; S1B/+)  
8 Provide collaborative features (S1B/+) 

4   Analyzing Features Using Characteristics of SR 

In this section, we describe how we verified if elicited features (see Table 1) 
supported the four SR types. To achieve this, features elicited from the study were 
coded to characteristics of the four SR types as described in [6]. Analysis was done 
based on whether an elicited feature helped users achieve characteristics of a 
particular SR type. If the feature supported characteristics of a particular SR type, it 
was coded to that SR type. The coding process was done for all 52 features elicited. 

Due to space constraints, we are unable to show coding and rationale for all 52 
elicited features. As an illustration, we will describe how elicited features from Table 
1 were coded to the four SR types. This coding is presented in Table 2.  

��Features in Table 2, Rows 1 and 2, were coded to topical relevance as they might 
provide users with access to other documents and topics that could be similar to 
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topics specified in the query. Moreover, ranking of retrieved documents might also 
provide an indication of similarity between topics in retrieved documents and topics 
specified in the query.  

��Features in Table 2, Rows 3 and 4, were coded to pertinence relevance as they 
might guide users in query formulations which could be useful for novices.  

��Features in Table 2, Rows 5 and 6, were coded to situational relevance as 
document’s abstract and full text might provide users with access to document’s 
contents for evaluation towards task completion.  

��Features in Table 2, Rows 7 and 8, were coded to motivational relevance as 
references might provide an indication of whether reputable sources had been used 
to develop document’s contents. Moreover, collaborative features might also 
facilitate discussions to help determine if a document is favored by the community.  

5   Analyzing Features Using an Information Seeking Model 

In order to understand how elicited features might support SR in users’ information 
seeking processes, we turned to an established model of information seeking by 
Marchionini [10] to code elicited features to stages in information seeking.  

Coding of elicited features to stages in Machionini’s [10] model was done by 
analyzing whether elicited features supported characteristics of a particular stage. If 
an elicited feature supported characteristics of a stage, it was coded to that particular 
stage. The coding was done for all 52 features elicited from the pilot study. 

To illustrate, we will describe how elicited features from Table 1 were coded to 
stages in Marchionini’s [10] model. Features in Table 2, Rows 3 and 4, were coded  to 

Table 2. Coding of features elicited from the pilot study 

Row Example of  features elicited from the 
pilot study 

SR type Information 
seeking 
stages 

Phases in 
task 

completion 
1 Provide recommendations of documents 

and related topics based on queries users 
submitted  (S2D/++)  

Topical 
relevance 

Stage 6 Evaluating 
action 

2 Rank retrieved documents by relevance 
(S1B/+)  

Topical 
relevance 

Stage 6 Evaluating 
action 

3 Provide tutorials / search examples 
(S1A/++; S1B/++) 

Pertinence 
relevance 

Stage 4 Before 
executing 

action 
4 Provide search options, for example, 

search by title, author, abstract, etc. 
(S1A/++; S1B/++; S2D/++) 

Pertinence 
relevance 

Stage 4 Before and 
during  

execution 
5 Provide abstract of documents retrieved 

in results list (S1B/++; S2D/++)  
Situational 
relevance 

Stage 6 Evaluating 
action 

6 Provide direct download of documents 
in PDF format   (S1A/++) 

Situational 
relevance 

Stage 7 Evaluating 
action 

7 Provide selected references used in 
documents (S1A/++; S1B/+)  

Motivational 
relevance 

Stage 6 Evaluating 
action 

8 Provide collaborative features (S1B/+)  Motivational 
relevance 

Stage 6 Evaluating 
action 
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Stage 4 (formulate a query) as they might guide users in query formulation. Features 
in Table 2, Rows 1, 2, 5, 7, and 8, were coded to Stage 6 (examine results) as they 
provided users with information about documents retrieved to facilitate relevance 
evaluation. Table 2, Row 6, was coded to Stage 7 (extract information) because it 
allowed users to access document full text for information extraction.  
    To further ensure that features helped users complete information seeking tasks, 
elicited features in Table 2 were viewed from the perspective of interaction phases 
described in Norman’s model of interaction [11] (see Section 3.2). Using this 
perspective, elicited features in Table 2 seemed to support all three phases, hence, 
indicating that these features might be useful for task completion. 

6   Interactive Interfaces for Supporting SR  

We next describe how analyses of elicited features using characteristics of SR types 
(see Section 4) and information seeking stages (see Section 5) were used to inform the 
design of an IR system that might support users’ SR evaluations during information 
seeking. As an example, we will use elicited SR features and coding in Table 2.  

Coding of SR features in Table 2 was used to inform the design of three interactive 
interfaces: 1) basic search page supporting “before execution” phase; and 2) results 
list page with 3) document record page supporting “after execution” phase. The 
overall design aimed to enhance objective relevance and support users’ contexts by 
explicitly supporting user's SR judgments during information seeking. This was 
achieved by designing a user interaction flow and tips section in each of the three 
interactive interfaces (see Figures 2-4) to respectively indicate different stages that 
users had gone through in the system and to show users how to use features to support 
their SR evaluations.  

Users’ level of information seeking skills and domain knowledge were also 
considered in the overall design. The search interface selection page had remarks next 
to selection options for basic and advanced search pages to help users choose the right 
interface for their needs. Moreover, users had to indicate their level of domain 
knowledge in the search page so that retrieved documents in the results list page were 
appropriate for their contexts.  

The subsequent paragraphs in this section describe in detail how elicited SR 
features and coding in Table 2 were used to inform the design of three interactive 
interfaces (basic search page, results list page, and document record page).  

Elicited SR features in Table 2 coded to Stage 4 in information seeking included: 
1) provide tutorials / search examples and 2) provide search options, for example, 
search by title, author, abstract, etc. SR features, mentioned in this paragraph, might 
be designed in a search page to possibly support retrieval of documents for relevance 
evaluation. These features were gathered from experts and novices in information 
seeking skills. Thus, it was inferred that SR features elicited from experts 
(information seeking skills) could be designed in an advanced search page while SR 
features elicited from novices (information seeking skills) could be designed in a 
basic search page. In this example, we took SR features as those elicited from novices 
to design a basic search page for query formulation and execution.  



 Subjective Relevance: Implications on Interface Design for IR Systems 431 

 

Marchionini’s [10] information seeking model suggested that query execution led 
to the results list page (see Section 3.2). Similarly, executing a query in the designed 
basic search page led to the results list page. Figure 3 shows the designed basic search 
page for novices and its features. 

                  
 
 
 
 

Elicited SR features in Table 2 coded to Stage 6 in information seeking could be 
designed in the results list page to possibly support evaluation of documents retrieved. 
The designed SR features included: 1) provide recommendations of documents and 
related topics based on queries users submitted; 2) rank retrieved documents by 
relevance; 3) provide abstract of documents retrieved in results list; 4) provide 
selected references used in documents; and 5) provide collaborative features. These 
SR features were elicited from experts and novices in domain knowledge. Thus, it 
was inferred that SR features elicited from domain experts might be designed in a 
results list page for domain experts while SR features elicited from domain novices 
might be designed in a results list page for domain novices. Designed SR features 1, 
3, and 4 (mentioned in this paragraph) were elicited from domain experts while 
designed SR features 2 and 5 (mentioned in this paragraph) were elicited from domain 
novices.  Thus, it was inferred that the designed results list page was for domain 
experts as most of the designed features were elicited from experts. Although 
designed SR features 2 and 5 were elicited from domain novices, they were also 
designed in the results list page. This was because the designed SR feature 2 provided 
ranking of retrieved documents which was inferred as a common feature in IR 
systems while the designed SR feature 5 allowed users to discuss issues with other 
users so that characteristics of motivational relevance could be supported.   

Marchionini’s [10] information seeking model indicated that Stage 6 in 
information seeking led to Stages 4 and 7 (see Section 3.2). Hence, it was inferred 
 

Fig. 3. Basic Search Page for Novices (“Before Execution” Phase) 
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Fig. 4. Results List Page for Experts (“After Execution” Phase) 

 

              

Fig. 5. Document Record Page for Experts and Novices (“After Execution” Phase) 
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that the designed results list page could have a link back to the basic search page and 
each document title in the results list page could lead to a document record page 
providing users with more details about the document. Figure 4 highlights some 
features implemented in the designed results list page for experts. 

The SR feature in Table 2 coded to Stage 7 in information seeking was: provide 
direct download of documents in PDF format. This feature could be designed in the 
document record page as it helped experts and novices (information seeking skills and 
domain knowledge) accessed document full text for information extraction to occur. 
Detailed document information was also designed in the document record page so 
users could cite document’s source when its contents were used for task completion.  

Marchionini’s [10] information seeking model indicated transitions to Stages 4 and 
6 from Stage 7 (see Section 3.2). Hence, links back to the basic search page and 
results list page were designed in the document record page. Figure 5 presents the 
designed document record page for experts and novices. 

This is only an illustration of how elicited SR features from Table 2 could inform 
interface design. Certainly, designing the initial interface for an IR system supporting 
SR would involve using all SR features elicited from the pilot study.  

7   Conclusion and On-Going Work 

In this paper, we have described an approach using concepts from SR and information 
seeking to design a user-centered IR interface supporting SR. A pilot study was 
conducted to gather features to support experts’ and novices’ SR judgments. Elicited 
features were then analyzed using characteristics of SR types and stages in 
information seeking to inform the design of an IR interface supporting SR.  

The designed IR interface presented here seemed to include existing features in 
current IR systems. Reasons for this included: 1) the small number of participating 
subjects and 2) subjects brainstormed SR features after they had completed a task, 
hence, causing them to suggest features that they had found useful whilst using 
example IR systems. This is an initial study and certainly more subjects should be 
recruited in future studies to brainstorm novel SR features. 

In contrast to other studies addressing limitations in objective relevance [e.g. 1, 5], 
our approach described in this paper is unique in several aspects. Firstly, a user-
centered approach incorporating theoretical frameworks from SR [6] and information 
seeking [10] were used to elicit and validate features supporting experts’ and novices’ 
SR judgments in information seeking. Secondly, the designed IR system explicitly 
addressed experts’ and novices’ needs by guiding users select the appropriate search 
page for their information seeking skills. Moreover, users’ level of domain knowledge 
were also considered as they had to specify their level of domain knowledge in the 
search page so that the results list page included appropriate details to support their 
SR judgments. Thirdly, the designed IR system explicitly embraced users’ SR 
judgments in information seeking by providing a user interaction flow to indicate 
pages that users’ had gone through in the system. In addition, tips were designed to 
explicitly indicate how designed features could be used to support SR and help users 
find relevant documents for their tasks. 
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Findings presented here are preliminary and part of on-going research to elicit 
features and explore a framework using concepts from SR and information seeking to 
inform the design of an IR system that supports users in finding relevant documents 
for their needs. Elicited SR features and the approach used to inform interface design 
need to be further refined and tested before they can emerge as principles for 
designing user-centered IR systems. Future work could focus on validating elicited 
SR features through a quantitative study to ensure that the designed IR interface meets 
experts’ and novices’ needs.  
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Abstract. Search engines of main-stream literature digital libraries such as 
ACM Digital Library, Google Scholar, and PubMed employ file-based systems, 
and provide users with a basic boolean keyword search functionalities. As a re-
sult, new and powerful querying capabilities are not easy to implement on top 
of such systems, and not provided. In comparison, query languages of database 
systems traditionally have high expressive power. This paper evaluates the scal-
ability of the approach of deploying relational databases as backend systems to 
digital libraries, and, thus, making use of the query languages and the query 
processing capabilities of database query engines for literature digital libraries.  

To evaluate our approach, we built a scalable prototype digital library built 
on top of a relational database management system, and its advanced query in-
terface which allows users to specify dynamic text and path queries in an intui-
tive, hierarchical manner. This paper evaluates the scalability of two search 
query processing approaches, namely, ad-hoc queries, pre-compiled queries 
(stored-procedures). We demonstrate that, with reasonably priced hardware, we 
are able to build an RDBMS-based digital library search engine that can scale to 
handle millions of queries per day. 

Keywords: Scalability, Database, Metadata, Path Query, Query Interface. 

1   Introduction 

Main-stream literature digital libraries such as ACM Digital Library [12], CiteSeer 
[13], and PubMed [14] traditionally employ file-based systems with indexes, and pro-
vide users with a basic Boolean keyword search functionality. As more and more re-
searchers find themselves dependent on these digital libraries, there is a need for more 
advanced query capabilities. Consider the query “find papers of authors who pub-
lished in ACM SIGMOD conferences and wrote papers whose titles are similar to 
‘data mining’ with a score of above 0.7” or the query “find papers on “web data min-
ing” and on a citation path of distance of length at least 3 starting with paper P”. 
Presently, there are no main-stream search systems that allow users to specify such 
queries. New and powerful querying capabilities, such as path queries and dynamic 
text queries with approximate similarity predicates and text joins, are not easy to im-
plement on top of file-based systems. At the other end, database systems traditionally 
provide query languages with high expressive power. In this paper, we evaluate the 
hypothesis that relational database query engines have now become efficient and ef-
fective, and that they can scale for use as backends to literature digital libraries. 
                                                           
* This research is supported by the US National Science Foundation grant ITR-0312200. 
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To evaluate our hypothesis, we have built Case (Anthology) Explorer [1, 10], a scal-
able prototype digital library built on top of a relational database management system 
(RDBMS). Case Explorer is populated with metadata from approximately 15,000 pa-
pers from the ACM SIGMOD Anthology [2] and 415,000 paper titles from DBLP bib-
liography [3]. To specify powerful new queries dynamically, we have designed the  
advanced query interface (AQI) of Case Explorer, which is browser-based, and allows 
users to specify dynamic text and path queries in an intuitive and hierarchical manner.  

To execute queries generated by AQI, we propose (and evaluate (a) and (b)) five 
approaches: (a) ad-hoc queries, (b) pre-compiled queries (stored-procedures) (c) di-
vide-and-conquer approach, (d) user-defined functions, and (e) an adaptive-dynamic 
query interface. Each approach has performance or flexibility implications. 

Finally, we present experiments that test the scalability of Case Explorer from sev-
eral aspects. By executing queries of increasing complexity and under increasing load 
conditions, we are able to test the overall performance of the system in high load 
situations. Our experiments also test system performance in the absence of database 
indexes and caching. Overall, our experiments demonstrate that, with reasonably 
priced hardware, we are able to build an RDBMS-based digital library search engine 
that can scale to handle millions of queries per day.  

Section 2 presents the design and implementation of the Case Explorer interface. In 
section 3, we discuss text-similarity search design considerations. Section 4 lists sev-
eral query execution methods for achieving balanced scalability and flexibility. In 
section 5, we evaluate two of the proposed query optimization methods as well as the 
overall performance of Case Explorer. Section 6 concludes. 

2   Advanced Query Interface (AQI) and Path Queries 

Case Explorer database [10] is designed to store metadata extracted from papers and 
research articles. The database contains information about papers both in text form, 
TF-IDF vectors, and Microsoft Full text Search (MSFT) [7] form. Similarity of two 
papers is measured [4] based on different sections of a paper: 

),BA(Simw)B,A(erslatedToPapRe cc
Compc

c •=
∈∀

                       (1) 

Where A, B are papers, Comp is the set of paper components {Title, Authors, Ab-
stract, Index Terms, Body, References}, and wc is the component’s weight. Indices are 
built on the metadata [10]. 

Case Explorer provides a basic search screen that allows users to search by key-
word, author name, paper year, and publication venue. The results of a search and 
query statistics are displayed on the “results screen” (Fig. 1). 

In addition to basic search, the advanced query interface (AQI), whose design is 
inspired by the Pathway Explorer [16], allows users to specify and expand a given 
query dynamically. Due to the inherent hierarchical relationships, the AQI is able to 
provide multiple different hierarchical views to represent nested predicate types. Dif-
ferent types of predicates, as added to the AQI, form a tree structure. Fig. 2 illustrates 
one of the possible hierarchical views. 
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Fig. 1. Search Results Screen 

 

Fig. 2. Example Hierarchy of Anthology Explorer Data 

From the initial state (Fig. 3), queries are designed by selecting one of the three 
main predicate types (publication venue, author, or paper) and creating its instances. 
The user then selects which relations to display in the output (by clicking to any entity 
type, and the AQI coloring the entity), and executes the query. In Fig. 4, the Publica-
tion Venue relation has been selected for inclusion into the output. 

                                       

      Fig. 3. AQI Initial State   Fig. 4. Designating an Output Relation 

                      

   Fig. 5. Multiple Constraints   Fig. 6. Minimal Similarity Threshold in AQI 

Each relation in the AQI has one or more search fields available (Fig. 5). When left 
blank, no constraints are placed on the query. The AQI also allows the user to specify 
a minimal similarity threshold (with respect to a pre-specified similarity measure, e.g., 
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cosine, jaccard, dice etc.). In Fig. 6, the user is searching for papers that are about 
“data mining” with a minimal similarity threshold of 0.5.  

Fig. 7,8, and 9 illustrate, respectively, examples of (i) the simple query “Get the ti-
tles of papers that were published in year x”, (ii) the intermediate query “Get the pa-
per titles and publication venue names for papers that are about ‘data mining’”, and 
(iii) the complex query “List authors who have written papers about ‘caching’ (and 
list the titles of those papers), and have also been published in a publication venue 
that contained papers about ‘data mining’ in the year 1995 or 2002”.  

Path queries of Case Explorer allow users to locate papers using predefined path 
queries. This is a highly useful feature that is expensive to offer by conventional re-
search paper search engines, such as Citeseer [13]. Path queries involve citation rela-
tionships between papers, e.g., “Find papers on a citation path of length at least (X) 
starting with the paper (Y)”, “Find the authors of papers on a citation path of distance 
of length at least (X) ending with the paper (Y)”, etc. Because these queries are recur-
sive by nature, in addition to DBMS, we use file-based indexes for scalability. The 
index file is a hash file where the key for each record in a bucket is a paper-id, and 
values stored are all papers in the citation paths of length 1, 2, and 3 starting or ending 
with each key. We keep only the paths of length up to 3 because longer paths usually 
loose context and become less relevant. Fig. 10 illustrates the query “find papers that 
are about ‘caching’, and cite a paper in SIGMOD 1997 within length 2”. 

To answer a path query, the index file is used to retrieve all papers in the citation 
path of a specified length starting or ending with a given paper. The results are then 
 

               

Fig. 7. Simple Query (QS) Design in AQI Fig. 8. Intermediate Query (QI) in AQI 

                   

   Fig. 9. Complex Query (QC) Design in AQI        Fig. 10. Example of Path Query in AQI  
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transferred to the DBMS to retrieve paper contents, such as full title, publication, and 
year, and details are output. 

Path queries are integrated with the Paper Details page and the AQI. From the Pa-
per Details page (of paper Y), users can choose to view citation paths of length 1, 2, 
or 3 starting or ending with the paper Y. From the AQI, path queries (citation or cited 
by) are added to the tree structure (but not as the root of the tree).  

3   Text-Similarity Search Design Considerations 

In the experiments of this paper, to perform the text-similarity search in both the Ba-
sic Search and the AQI, we have used the Jaccard similarity measure provided by the 
Microsoft Full-Text Search component as opposed to TF-IDF-based similarity meas-
ures implemented as user-defined functions (UDF). The reason is the present nonscal-
ability of the UDF function, which we refer to as sva_selection [6, 15]. In earlier 
work, we have advocated [6, 15] the integration of “sva operators” into DBMS query 
engines for highly powerful and efficient computations of text-based similarity meas-
ures, and ranking query outputs, which we believe, when implemented, will outper-
form the presently employed “SQL optimization+MSFT processing” approach. How-
ever, in the absence of such an integrated approach, when we implemented the 
sva_selection UDF through a series of selections from the database relations as well 
as insertions and updates of temporary tables, sva_selection did not scale, and we had 
to abandon it.  

The Microsoft Full-Text Search (MSFT) [7] component is an external full-text 
search service included with SQL Server that is specifically designed to provide text-
search capabilities from within SQL queries. After scanning database relations to in-
dex the content, MSFT stores its vector data in the form of a compressed, inverted in-
dex structure. When performing a text-search, MSFT computes the paper scores using 
this vector data and a version of the Jaccard measure [8]. In addition, MSFT caches its 
indexes in the main memory providing fast search results. The disadvantage to this 
approach is that flexibility is reduced as we can not customize and integrate the index-
ing methods, scores, or query formulas for our implementation. 

4   Form Query Optimization 

Ad-hoc SQL queries can be easily generated by the AQI. However, they incur addi-
tional overhead as the database engine creates and compiles the query execution plan 
each time they are executed.  

Pre-compiled queries as stored procedures have several advantages over ad-hoc 
queries. First, stored procedures do not incur the query plan preparation and  
compilation expense with each execution. Second, to execute the ad-hoc query, the 
entire SQL Text must be transferred to the DBMS. The stored procedure version 
however, only needs to transfer the EXEC command; a much smaller amount of text 
to transfer. However, stored procedures cannot easily provide the dynamic query ca-
pabilities that the AQI requires without placing constraints on the interface.  
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The third option is a divide-and-conquer approach, breaking each entity in the query 
into separate stored procedures which will insert their results into a temporary relation. 
An ad-hoc query will then be executed to select all the data from this temporary rela-
tion. While the DBMS still must compile a query plan for this ad-hoc query, it will be 
simple as it will only contain a few joins. The negatives here are the overhead associ-
ated with the temporary relation. The DBMS can potentially write the contents to the 
disk. Furthermore, using a global temporary relation across multiple stored procedures 
will cause the DMBS to recompile the stored procedure more often [11]. Therefore, 
temporary relations are not a suitable solution for a high-load situation. 

The fourth approach is to use the User Defined Functions (UDF). Continuing with 
the divide-and-conquer approach, the query for each entity in the AQI can be pre-
compiled into a user defined function (UDF) that returns a table value, allowing it to 
be used in a query by joining it to other relations. Again, a dynamic query will be 
used to join the proper UDFs and project the output. Similar to stored procedures, 
UDFs provide the benefits of being compiled. However, in order to return its contents 
in the form of a table that can be used in a join operation, UDFs use table variables. A 
table variable still can potentially write to disk in a low-memory situation. Moreover, 
when performing the natural joins on the table outputs, the DBMS can not take advan-
tage of the indexes already on the original relations. The drawbacks of UDFs there-
fore outweigh the performance gains of being pre-compiled. 

Finally, the AQI can be turned into an adaptive-dynamic query interface. When a 
query structure is seen for the first time, the interface will execute the query as if it is 
an ad-hoc query while it asynchronously creates a stored procedure for the query. In-
formation about the structure, cost estimates, age information, parameters, and the 
stored procedure name will then be stored in a central repository. A daemon would be  
 

Table 1. Proposed Query Execution Methods 

Method Advantages Disadvantages 
Ad-Hoc Queries 

 
Flexibility. No constraints need 
to be placed on the AQI. 

Incurs query compilation overhead. 

Stored Procedures 
 

Compiled queries reduce execu-
tion overhead. RPC call reduces 
network bandwidth. 

Requires constraints to be placed 
on AQI so that all combinations of 
queries can be enumerated and 
code generated. 

Stored Procedures with 
Temporary Relations 
(not evaluated in this paper) 

Retains AQI flexibility. Breaks 
queries into smaller, more man-
ageable stored procedures. 

Temporary Relations will incur 
creation/drop overhead. Most 
likely to write to disk, drastically 
reducing performance. 

Ad-Hoc using Table-Valued 
User-Defined Functions 
(not evaluated in this paper) 

Precompiled Queries gives ad-
vantages of stored procedures, 
while retaining AQI flexibility. 

Table-Valued UDFs creates table 
variables in main memory that can 
potentially write to disk. Can not 
utilize the main relations’ indexes 
when performing natural joins. 

Adaptive-Dynamic 
(not evaluated in this paper) 

Compiled queries provide bene-
fits of Stored Procedure.  Re-
tains full AQI flexibility by al-
lowing the system to generate 
code. 

First execution of a new query will 
be ad-hoc, incurring extra expense. 
Additional expense to create the 
stored procedure. Can potentially 
produce an extremely large number 
of stored procedures. 
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responsible for monitoring the stored procedures, the statistics, and the age informa-
tion, cleaning up infrequently-used queries or alerting system administrators to overly 
expensive ones. Subsequent queries of similar structure will then use the compiled 
stored procedures to execute. While in the end this would potentially enumerate every 
possible combination of queries, there is an advantage over pre-compiling every com-
bination. First, the system builds the code itself, so generating and managing the 
stored-procedures is not necessary. In addition, queries can still be executed in an ad-
hoc fashion. For most queries, it is likely that users will execute a similarly-structured 
query more than once, thus benefiting from the dynamically created stored procedure. 
This method, while incurring slight overhead, offers the most flexibility with the least 
amount of constraints placed on the AQI. 

Table 1 provides an overview of the proposed query execution methods. 

5   Experiments 

In all of the experiments, Case Explorer is run on a Dell PowerEdge 2850 server with 
two Intel Xeon 3.2GHz processors and 6.0 GB of main memory. The Enterprise Edi-
tion of Windows 2003 Server is used as the operating system. Each experiment is run 
using Microsoft Application Test Center (MATC) [9]. The MATC opens multiple 
connections to the server and automatically generates HTTP requests, simulating the 
behavior of an actual user. The time-to-last-byte is used as a measure for the amount 
of delay from a user’s point of view. The bandwidth utilization is measured in kilo-
bytes per second per HTTP response.  

To measure the performance of the AQI and path queries, we have created queries 
of increasing complexity and ran an increasing number of these queries simultane-
ously to emulate multiple users accessing the system concurrently. A summary of all 
queries used in our experiments is given in table 2. 

Table 2. List of queries used in the experiments 

Query Name Description 
Simple QS Selection with one join 

Simple with No Cache NC
SQ  

Simple query with no relations cached in main memory.  

Simple with No Index 
NI
SQ  Simple query with no indexes 

Intermediate QI Selection with one join, one projection, and full-text search 
Complex QC Selection with four joins, two full-text searches, and one projection 
Simple Path Query PS Path query that starts with a paper 
Complex Path Query PC Path query that starts with an author or a publication venue 

 

Queries that are used in the experiments are as follows. 

1. QS: “Get titles of papers that were published in year x” 
SELECT paper.title FROM paper 
INNER JOIN publication_venue ON paper.pub_id = publication_venue.pub_id 
WHERE publication_venue.year = x 
 



442 J. Chmura, N. Ratprasartporn, and G. Ozsoyoglu 

 

2. QI: “Get paper titles and publication venue names for papers that are about ‘data mining’ ” 
SELECT paper.title, publication_venue.name FROM paper 
INNER JOIN publication_venue ON paper.pub_id = publication_venue.pub_id 
WHERE CONTAINS(paper.title, ‘data mining’)  

3. QC: “List authors with papers about ‘caching’ (and list the titles of those papers), and pub-
lished in a publication venue with papers about ‘data mining’ in years y1 or y2.” 

SELECT author.name, paper1.title FROM author  
INNER JOIN AuthorToPaper AtP on author.author_id = AtP.author_id 
INNER JOIN Paper Paper1 on AtP.paper_id = Paper1.paper_id 
INNER JOIN AuthorToPubVenue AtPub on author.author_id=AtPub.author_id 
INNER JOIN Paper Paper2 on AtoPub.pub_id = Paper2.pub_id  
WHERE CONTAINS(Paper1.title, ‘caching’) AND CONTAINS(Paper2.title, ‘data 
mining’) AND ( Paper2.pub_year = year or Paper2.pub_year = year ) 

4. PS: “List papers in the citation path of length at least 1, 2, and 3 starting with paper x” 
5. PC: “List papers that cite a paper written by author x within length 1, 2, and 3” 

The paper relation used in experiments currently holds approximately 430,000 tu-
ples. Case Explorer will eventually contain over 7.0 million papers (presently, it is be-
ing populated with freely-available PubMed papers from biomedical sciences). There-
fore, to more accurately simulate the amount of disk IO required to scan the paper 
relation, we have padded each tuple with extra 48 bytes. The extra 48 bytes increases 
the total amount of space to approximately 26.2 MB; a closer representation of the fi-
nal dataset. Also, the size of the hash file used in the path query experiments is in-
creased to 500 MB (the actual size is 2MB for the current database). 

Each test run is defined by the number c of concurrent connections. The experi-
ments begin by running one connection to establish a baseline of a query’s running 
time. The no. of concurrent connections is then increased to 5, 10, 25, 50, and 100. 

Simple Query Experiments (Fig. 11a, 11b):  
These queries involve simple query QS, NI

SQ (no indexing), and NC
SQ (no caching). 

By default, the DBMS caches as much data into main memory as possible. How-
ever, in the future, it may become necessary to run queries against live data that is 
very large, and will not fit into the main memory. The first experiment tests how 
much load, and at what level of performance, our system can handle without caching 
any data in the main memory. To run this experiment, the DBMS is forced to clear all 
buffer pages after each query is run. Although overall performance of NC

SQ  is poor, 
the system can fulfill at least 775,000 queries per day with little noticeable delay. 

In the NI
SQ  experiments, the pub_id and paper_id indexes are removed from the 

paper relation to force the database engine to scan the entire relation. We use the NI
SQ  

query to measure performance in a worst case scenario. The amount of time required 
to perform a full scan reduces performance beyond that of the NC

SQ  query. The maxi-

mum practical number of requests handled by this experiment is approximately 5 per 
second, or 432,000 per day. 

The QS experiment fulfilled 25 requests per second, or 1.9 million per day with a 
response time of less than one second. We also run the QS query from an offsite loca-
tion to test the effects of internet latency on the query response times. From our re-
mote location, with a single connection, the remote client received the full response 
from the Case Explorer server in 176.04 milliseconds compared to the 84.29 millisec-
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ond response time when run directly from the server. We attribute approximately 90 
milliseconds of transfer time to internet latency. 

All of the above experiments were executed through an ad-hoc approach. With a 
simple query experiment, the pre-compiled approach can not be show a significant 
gain in performance over the ad-hoc approach (19% gain in requests per second, but 
only 1% gain in performance with respect to response time).  

Observation: 1) Although the QS experiment demonstrates a 51.4% gain in performance over 
NC
SQ  and 74.3% gain over NI

SQ , the system can fulfill 775,000 and 432,000 queries per day for 
NC
SQ and NI

SQ . 2) Internet latency adds an average of 90 milliseconds to the server’s response. 3) 

Overall, the gain in performance from pre-compiled queries over the ad-hoc queries is negligible. 

     
(a)  (b)   (c)  

       
 (d)    (e)   (f) 

     
 (g)    (h) 

Fig. 11. Experimental Results (ad-hoc approach): (a, c, e, g) are response times and (b, d, f, h) 
are bandwidth utilizations for QS, QI and QC, PS, and PC experiments, respectively 

Intermediate Query (QI) Experiments (Fig. 11c, 11d): 
    The response times of this query were fast. A single connection of this ad-hoc 
query provided a 48.7% gain in response time over the simple ad-hoc query. At a 
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maximum usable rate of 47.4 requests per second, the ad-hoc QI can fulfill 4 million 
queries per day. One side effect of this type of query is that the increased number of 
connection runs per second greatly increase the bandwidth used. Running at its peak 
of 47.4 requests per second, the server was transferring data at a speed of 267 KB/sec, 
a significant increase over other experiments.  

Similar to simple queries, the gain in performance from the pre-compiled over the 
ad-hoc approach is not significant. Below we summarize the results. 

Observation: 1) The added predicates in QI reduce the amount of data to be processed, and sig-
nificantly increase the response time (a 53% gain in performance over QS). 2) At a maximum us-
able rate of 47.4 requests per second, the ad-hoc QI can fulfill 4 million queries per day. 3) QI does 
not contain enough complexity to benefit significantly from a pre-compiled approach. 

Complex Query (QC) Experiments (Fig. 11c, 11d): 
A single QC took 385 milliseconds to complete, significantly slower than QS and 

QI. The system was able to sustain an average rate of 5.45 requests per second before 
performance began to degrade, or approximately 470,000 complex queries per day. 

The pre-compiled query performed 8% better both in queries per second and re-
sponse time. The average number of usable queries also increased 8% to 5.93 que-
ries per second, or 512,000 per day. As load became extreme, the pre-compiled 
produced a 16% gain in response times. Because the pre-compiled produces better 
throughput, the bandwidth utilization was proportionally higher than that of ad-hoc 
queries.  

Observation: 1) The ad-hoc QC is significantly more complex than QS and QI. 2) The request 
rate of the ad-hoc QC is 5.45 requests per second, or approximately 470,000 queries per day. 3) 
The pre-compiled approach produced the most significant gain in performance (16%) under ex-
treme load conditions. 

Path Query Experiments: 
In path query experiments, citation paths of length 1, 2, and 3 are tested.  

a)   Simple Path Query (PS) Experiments (Fig. 11e, 11f): 

The PS query can fulfill 15 requests per second for the citation path of length at least 
3, or 1.3 million queries per day, and can fulfill 38 requests per second for the path of 
length 2, or 3.2 million queries per day. For the path of length 1, the number of re-
quests per second is more than 100, or at least 8.6 million queries per day. For all path 
lengths, average bandwidth utilization is about 5,000 KB/sec.  

b)   Complex Path Query (PC) Experiments (Fig. 11g, 11h): 
The PC query can fulfill 6 requests per second for the citation path of length at least 3, 
or 259,200 queries per day, and 8 requests per second, or 691,200 queries per day for 
the path of length 2. For the path of length 1, the number of requests per second is 20, 
or 1.7 million queries per day. Bandwidth used is around 3,000 to 3,500 KB/sec.  

Observation: 1) Path query experiments can fulfill from 259,200 to 8.6 millions queries per 
day depending on its complexity. 2) The bandwidth utilizations of both experiments (about 
4,000 KB/sec) are high when compared to those of regular query experiments because of a 
larger amount of text transferred to DBMS. 
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6   Conclusions  

In order to provide the AQI functionality and remain scalable, we have devised sev-
eral strategies for implementing the queries behind the AQI. Ad-hoc queries allow the 
greatest flexibility while suffering a performance hit. Pre-compiled queries offer 
greater performance, however limit flexibility. We have discussed benefits and disad-
vantages of each of these options in detail. We evaluated the scalability of our system 
using both ad-hoc and pre-compiled queries. Through our experiments, we estab-
lished that Case Explorer could sufficiently support user’s queries in a high-load envi-
ronment. In addition, pre-compiled queries perform only slightly better than ad-hoc 
queries. Our tests demonstrate that Case Explorer will be able to fulfill from 200 
thousand to about four million queries per day based on the complexity of queries. 
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Abstract. The imperative demand on the description of semantic metadata and 
the processing of real-time data presents unique challenge to Grid Metadata 
Service. Grid Monitoring Architecture (GMA), which is a framework for 
dynamic data management, is limited by its conventional interface of relational 
database and therefore fails to address the problem of interoperability. Faced 
with the problem of metadata publishing in GMA, we present a new publish-
harvest protocol for semantic metadata called GMA-PSMH (Grid Monitoring 
Architecture-Protocol for Semantic Metadata Harvesting) by modifying the 
OAI-PMH metadata harvest framework. As part of the Semantic Metadata 
Service Project in Peking University, the associated dynamic metadata 
management framework is then implemented according to the above protocol. 
At the end, we make the conclusion and overview the future work. 

1   Introduction 

The imperative demand on scientific distributed processing, cross-domain cooperative 
computing and resources sharing has greatly accelerated the development of Grid 
Computing. Grid Computing is an integrated environment of resource and service1. Its 
major objective is to solve the complex scientific and engineering problems by 
sharing resource and services under a distributed and heterogeneous environment. To 
achieve this goal, two prerequisites are required: 

��The cross-domain resource used in modern scientific activities is 
characterized by its diversity, so a simple, standard and extensible description 
mechanism is required. 

��In modern scientific cooperation, massive data and resource are processed in 
real-time, thus an effective retrieval method and dynamic, synchronous 
update mechanism is on demand in resource management. 

Under such environment, resource turns into the core of the whole grid 
architecture. It is only by effective description of resource that the above goals could 
be achieved. Metadata and metadata service has consequently become the key to 
solve the above two problems2 3. 
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Meanwhile, research on semantic resource description and intelligent information 
retrieval is developing rapidly in the domain of the Semantic Web4. The Semantic 
Web Activity statement of the World Wide Web Consortium (W3C) describes the 
Semantic Web as “an extension of the current Web in which information is given 
well-defined meaning. It is the idea of having data on the Web defined and linked in a 
way that it can be used for more effective discovery, automation, integration, and 
reuse across various applications.”5 

Therefore, semantic metadata service will necessarily become the trend of general 
metadata service. By making full use of the Ontology to describe the semantic 
relationship between concepts, semantic metadata service could enhance the 
conventional metadata description in Grid to a knowledge level, and establish a solid 
foundation for effective resource description and sharing6. 

As part of the “Grid Computing Resource Service Middleware” Project in Peking 
University, the Semantic Metadata Service Project is supported by the National 
Science Foundation (NSF) in China under grant No. 90412010 and ChinaGrid project 
of the Ministry of Education in China. 

Per the demand of scientific activities in Grid Computing, the objective of the 
Semantic Metadata Service Project is to establish the metadata model and 
classification in a semantic and extensible way, and build the associated semantic 
metadata services such as resource sharing, discovery, and dynamic management. 

To meet the need of metadata publishing in Grid Monitoring Architecture, we 
designed a new semantic metadata publish-harvest protocol called GMA-PSMH by 
expanding the OAI-PMH metadata harvest framework. A new dynamic semantic 
metadata management system is then developed according to the above protocol. 

The rest of the paper is structured as follows. Section 2 and 3 describes related 
work and the architecture of the Semantic Metadata Service Project in Peking 
University. Section 4 describes the design of GMA-PSMH protocol. In Section 5 and 
6, we describe the dynamic semantic metadata management framework and its 
implementation. The paper concludes with a summary and outlines future research. 

2    Related Work 

2.1   GMA 

Grid Monitoring Architecture (GMA) is defined within the Global Grid Forum (GGF) 7. 
Its major purpose is to monitor the real-time data and information under Grid 
environment. The architecture consists of three components (shown in Figure 1): 
Consumers, Producers, and a Registry. 

 

 

Fig. 1. Grid Monitoring Architecture 
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Producers: register its URL and the type of data available with the Registry; 
Consumers: query the Registry to find out the desired type of information 
and to locate the corresponding Producer. Then the Consumer could get the 
real-time data by contacting a specific Producer directly with its URL; 
Registry: provides registry service Producers and information retrieval for 
Consumers8. 

As part of the European Data Grid Project, the Relational Grid Monitoring 
Architecture (R-GMA) is an implementation of the above-mentioned Grid Monitoring 
Architecture9. It is based on the traditional relational data model, and users could 
insert and retrieve data from the repository by issuing SQL queries such as SQL 
INSERT and SQL SELECT statements.  

Nevertheless, limited by its interface of relational databases, R-GMA fails to 
address the problem of interoperability. Nor could it make any support to data 
publishing and harvesting.  

2.2   OAI-PMH 

Open Archive Initiative���������	 
��	 �����	 ���������	 ����-PMH) is a 
framework designed for metadata interoperability in the domain of Digital Library10. 
The framework logically has two kinds of collaborators (shown in Figure 2). Data 
Provider provides its general repository information, metadata formats and metadata 
records in response to OAI requests. Service Provider then uses the harvested 
metadata as a foundation for providing value-added services11. 

 

OAI-PM H ResponseOAI-PM H Request

User User User

Service Providers/ Harvesters

Service Providers/ Repositories
 

Fig. 2. OAI-PMH 

However, OAI-PMH is designed for traditional metadata publishing, and there 
exists no standard currently for semantic metadata publishing and harvesting. 

3   Semantic Metadata Service Project 

Berners-Lee proposed a seven-layer architecture for describing different layers of 
resource in Semantic Web9. According to the need of resource description in Grid 
environment, the semantic metadata are classified into two layers in our project. 

��Resource Description Framework (RDF) Layer: describes the detailed 
semantic information of objects or instances. It establishes the relationship 
about single object, property and property value and saves them in files 
formatted in RDF standard12; 



 GMA-PSMH: A Semantic Metadata Publish-Harvest Protocol 449 

 

��Ontology Layer: defines the abstract structure of a semantic class and the 
relationship between different classes. Ontology is defined as the formalized 
specification of shared conceptual model and OWL is one of the most widely 
used descriptive languages for Ontology13. OWL mainly describes resources 
by two types of building block: concept and property. It uses semantic 
relationship such as hierarchical structure, synonymy, logical component, and 
relational constraint to establish the relationship between resources and saves 
the model in files formatted in OWL standard. 

The Semantic Metadata Service Project uses the above-mentioned two layers to 
describe the semantic data and metadata. Features of the project include: 

First, in metadata service, metadata itself undoubtedly becomes the core data 
model. Associated core metadata services include the registry, deletion, update and 
retrieval of metadata. Moreover, extensible description mechanism must be provided 
for metadata definition management. 

Second, we also define the concepts of collection and view to facilitate 
personalized logical organizing of metadata. Corresponding metadata services include 
the creation, deletion and update of views and collections. 

Last, resource in the Grid is characterized by its changeability. Under such 
circumstance, traditional metadata service interface could no longer satisfy the need. 
A new dynamic, semantic metadata management framework is presented in our 
project to support the registry, synchronous update and retrieval of dynamic metadata.  

The whole architecture could be layered in four layers, as shown in Figure 3. 

 

 

Fig. 3. Semantic Metadata Service Project in Peking University 

��Tool Layer: provides develop toolkit and graphical user interface for 
semantic metadata services; 

��Interface Layer: deals with the definition of service interface and the parsing 
of communication protocol (such as SOAP) and XML documents; 
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��Application Layer: provides implementation of seven types of semantic 
metadata service interfaces, including metadata definition management, 
metadata instance management, collection management, view management, 
knowledge management and dynamic metadata management and 
synchronous update; 

��Data Layer: stores data objects used for metadata services, including 
metadata definition, metadata instances, collections, views and knowledge. 

    In this paper, we mainly focuses on the Dynamic Metadata Management 
Framework in application layer. In the following section, the paper will describes the 
design of the Semantic Metadata Publish-Harvest Protocol (GMA-PSMH). 

4   Semantic Metadata Publish-Harvest Protocol Design 

As stated above, OAI-PMH is designed for traditional metadata publish-harvest10. A 
new Semantic Metadata Publish-Harvest Protocol (GMA-PSMH) is consequently 
required to solve the problem of dynamic semantic metadata management in Grid. 
    First, the semantic metadata in the project are classified into two categories, 
formatted in RDF and OWL individually. Therefore, the protocol should support the 
publishing of the above two kinds of metadata files. Moreover, according to the need 
of dynamic metadata management, the protocol must also provide the URL address 
and average update frequency of metadata files to facilitate synchronous update of 
metadata files at designated time interval. 
    GMA-PSMH includes three groups of requests and responses. The relationship 
between OAI-PMH and GMA-PSMH is shown in the table below. The protocol is 
also based on HTTP request, with responses encoded in XML streams. 

Table 1. Comparison between OAI-PMH and GMA-PSMH 

Request/Response 
Name 

OAI-PMH GMA-PSMH 

Identify Information of DataProvider Information of repository 
ListMetadataFormats Metadata Format OWL metadata file information 
ListRecords Metadata Records RDF metadata file information 

 
Detailed description of the three groups of requests and responses in GMA-PSMH 

are stated below: 

1) Identify: provide general information of the repository, including repository 
name, base URL address, administrator’s email, update granularity and description, 
similar to OAI-PMH.  

2) ListMetadataFormats: describe the formats of semantic metadata, or say, the 
general information of OWL metadata files, including filename, URL address, 
average update granularity, last update time, version, copyright and detailed 
description. Detailed protocol examples is shown below: 
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<?xml version="1.0" encoding="UTF-8" ?>
<GMA-PMHxmlns=http://www.openarchives.org/OAI/2.0/
xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"
xsi:schemaLocation="http://www.openarchives.org/OAI/2.0/
http://www.openarchives.org/OAI/2.0/OAI-PMH.xsd">
<responseDate>2005-05-17T21:45:33Z</responseDate>
<request verb="ListMetadataFormats" />
<ListMetadataFormats>
<metadataFormat>
<fileName>filesystem.owl</fileName>

<URL>localhost://filesystem.owl</URL>
<granularity>2 months</granularity>
<lastUpdated>2005-05-01T</lastUpdated>
<version>1.0</version>
<copyright>pku</copyright>
<description>file system</description>

</metadataFormat>
</ListMetadataFormats>
</GMA-PMH>  

3) ListMetadataFiles: describe semantic metadata, or say, the general 
information of RDF metadata files, including filename, URL address, URI, average 
update granularity, last update time, version, copyright and detailed description. 
Detailed protocol examples is shown below: 

<?xml version="1.0" encoding="UTF-8" ?>
<GMA-PMHxmlns=http://www.openarchives.org/OAI/2.0/
xmlns:xsi="http://www.w3.org/2001/XMLSchema-
instance"xsi:schemaLocation="http://www.openarchives.org/
OAI/2.0/http://www.openarchives.org/OAI/2.0/OAI-PMH.xsd">

<responseDate>2005-05-17T21:45:33Z</responseDate>
<request verb="ListMetadataFiles" />
<ListMetadataFiles>
<metadataFile>

<fileName>network1.rdf</fileName>
<URL>localhost://network/network1.rdf</URL>
<granularity>1 minute</granularity>

<lastUpdated>2005-05-01T</lastUpdated>
<version>1.0</version>
<copyright>pku</copyright>
<metadataFormat>network.owl</metadataFormat>
<description>null</description>

</metadataFile>
</ListMetadataFiles>

</GMA-PMH>  

5   Dynamic Metadata Management Framework 

In accordance with the demand on dynamic metadata synchronization and 
management under Grid environment, we designed a new dynamic, semantic 
metadata management framework by referring to Grid Monitoring Architecture. 
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    In this framework, three kinds of participators are defined first, namely resource 
provider, resource consumer and metadata service. Detailed function of each kind of 
participator is described below: 

��Resource Providers: monitor the status of Grid resource and publish the 
status formatted in semantic metadata according to GMA-PSMH protocol; 

��Metadata Service: is in charge of resource provider registration and metadata 
retrieval. It stores the update address and average update frequency of 
dynamic metadata, and harvests synchronous metadata to its local repository 
by parsing the GMA-PSMH protocol at designated time interval; 

��Resource Consumers: users of application programs. 

Next, different kinds of dynamic metadata in this framework must be classified: 

��Real-time Metadata: the metadata provided and published by resource 
providers to describe the real-time status of resource in Grid; 

��Historical Metadata: the metadata harvested from resource providers in the 
past. Since the resource status in Grid may change rapidly, absolute real-time 
metadata could not be achieved. So the only way is to set different update 
frequencies in accordance with the changing features of diverse resources. 
Historical metadata still shows its significance in metadata retrieval; 

��Cached Metadata: the historical metadata stored at metadata service, which is 
used as a base for information retrieval. 

    The whole workflow of the Dynamic Metadata Management Framework consists 
of the following five processes, as shown in Figure 4, with active application 
processes marked in dark color. 

 

Fig. 4. Dynamic Metadata Management Framework 
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1) Resource Provider publishes its dynamic, semantic metadata formatted in 
RDF and OWL according to GMA-PSMH protocol; 

2) Resource provider registers itself at metadata service; 
3) After registration, metadata service harvests the semantic metadata 

synchronously at designated time interval, and stores the harvested metadata at its 
repository as cached metadata; 

4) When resource consumer requests at metadata service, the metadata service 
returns several matched metadata and the approach to get the real-time metadata; 

5) The resource consumer could choose to use the cached metadata directly or 
harvest real-time metadata from resource producers. 

6   Implementation 

6.1   Resource Provider Implementation 

As part of the Dynamic Metadata Management Framework, resource provider accepts 
HTTP requests (Get or Post method) from metadata service or resource consumer, 
and responses XML streams according to GMA-PSMH protocol. The whole sub-
system of the resource provider consists of three functional modules, as shown in 
Figure 5. 

1) JSP Page Management Module: accepts HTTP requests and parameters, calls 
the corresponding function in JavaBean, and displays the result page via Apache 
Tomcat Server. 

2) Database Management Module: Descriptive information of RDF and OWL 
semantic files is saved in MySQL database in our system. The main purpose of the 
database management module is to generate appropriate SQL query statements, 
retrieve the database, and return the result to application program. Also, three tables 
named GeneralInfo, OWLFiles and RDFFiles are established in our database, saving 
general information, metadata formats and metadata individually; 

3) XML Format Generator: generators XML stream according to GMA-PSMH.  

 

Fig. 5. Resource Provider and Metadata Service Implementation 
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6.2   Metadata Service Implementation 

The primary function of metadata service is to provide resource provider registration 
and metadata retrieval. Moreover, metadata service has to start up system thread 
timely, and harvests real-time metadata to update its local repository. The whole sub-
system composes five parts, also shown in Figure 5. 

1) Resource Provider Registration Module: provides interface for resource 
providers to register its base URL address. Then, a system thread is started up sending 
HTTP requests to get general information and metadata of the resource provider. 

2) Metadata Update Module: metadata service starts up system thread timely 
according to the average update frequency provided by resource provider, sends 
HTTP requests (verb=ListMetadataFormats or verb=ListMetadataFiles), parses XML 
streams and updates its database. 

3) XML Parser: parses GMA-PSMH protocol stream to a DOM tree by making 
use of the XERCES java package. 

4) Database Management Module: generator SQL INSERT or UPDATE 
statements to update its local repository. 

5) Metadata Retrieval Module: returns several matched metadata and provides 
approaches for resource consumer to get real-time metadata from the provider. 

6.3   Graphical User Interface  

Resource provider accepts HTTP requests from user and responses in XML streams 
in accordance with GMA-PSMH protocol, as shown in Figure 6 and Figure 7. 

       

Fig. 6. Resource Provider Request GUI                 Fig. 7. Resource Provider Response GUI 

    Figures 8 and Figure 9 show the tables in the database of metadata service after 
harvesting. 

 

Fig. 8. Table OWLFiles in Metadata Service 
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Fig. 9. Table RDFFiles in Metadata Service 

    The metadata retrieval page and collection view of metadata is shown in Figure 10 
and 11. 

       

     Fig. 10. Metadata Retrieval Page                     Fig.11. Collection View of Metadata 

7   Conclusion and Future Work 

As part of the Semantic Metadata Service Project in Peking University, the paper 
designed and implemented the Dynamic Metadata Management Framework. Primary 
features of the system are listed below: 

��The system promotes the interoperability of current Grid Monitoring 
Architecture effectively by publishing and harvesting metadata; 

��The system supports semantic metadata publish-harvest by modifying the 
OAI-PMH in Digital Library domain; 

    Our future work will focus on the utilization of Web Service14 15. The 
interoperability of the metadata service system does not only includes metadata 
publishing, but also web service of current functional modules. As the middleware of 
Internet, Web Service is a distributed computing technique based on object/ 
component modules. Based on Web Service, the Internet could become an open 
component platform, which would facilitate function extension and combination to 
meet the diverse need of users. Therefore, Web Service will undoubtedly become the 
trend of next generation Grid Computing. 
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Abstract. Peer-to-Peer (P2P) overlay network aims to be a feasible platform for
building federated but autonomous digital libraries. However, due to a plethora
number of P2P infrastructures and corresponding functionalities, it is often not
easy to choose appropriate candidates for specific applications. This paper is de-
voted for this issue by comparing some typcial P2P systems widely used in digtal
library or databbase communities and extending an open discussion on how to
determine proper infrastructures according to specific system requirements.

1 Introduction

Peer-to-Peer (P2P) overlay network becomes a substantial research topic in recent dig-
ital libraries applications. One fact is that a special working group has been settled in
DELOS [1] focusing on constructing highly scalable, customizable and adaptive digital
libraries, where building digital libraries over P2P overlay network is a major research
activity. However, due to a plethora number of P2P infrastructures available, a core re-
quirement exists in determing appropriate P2P infrastructure for specific digital library
applications. In this paper, we study some representative P2P infrastructures by compar-
ing several key features which are critical for system functionalities and performances.
Section 2 presents a comparsion on selected P2P systems or infrastructures, followed by
discussions concerning key issues in deciding appropriate P2P solutions. Conclusions
and recommended future work are in Section 3.

2 P2P Systems Summary and Discussion

2.1 Comparing P2P Systems

Although many criteria must be taken into consideration in comparing P2P systems, we
believe that information searching will be one of the most significant factors. Hence, the
comparison will be centered mainly on this issue. Table 1 illustrates the comparisons
over selected systems in aspects of markup schema, hash table usage, semantic routing
style, query forwarding support, semantic query support and system topology.

Gnutella (http://www.limewire.com/), Napster (http://www.napster.com), and Freenet
[2] are ancestors in P2P computing. They all support keyword-based search. Gnutella
is a representative instance for query flooding which can not scale well. Napster goes

E.A. Fox et al. (Eds.): ICADL 2005, LNCS 3815, pp. 457–462, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



458 H. Ding and I. Sølvberg

in the opposite direction and adopts central servers to maintain a centralized directory
from which connected peers can register their profiles/expertises and also retrieve a list
of peers of user’s interest. In Freenet, each file/document is identified by a binary key
which is generated using some hash function; each peer maintains a local routing table
which keeps information about neighbouring peers and the keys are a sequence of (file
key, node address) pairs used for retrieval.

Table 1. Typical P2P Systems Summary

System Markup-Scheme Hash Table /Usage Semantic Routing Query Forwarding Semantic Query
Gnutella Keyword No No Yes No
Naspter Keyword No No No No
Freenet Keyword Yes(binary) Serial Yes No
Routing Indices Keyword No Serial Yes No
Chord Keyword Yes Parallel Yes No
CAN Keyword Yes Parallel Yes No
pSearch Keyword Yes No Yes1 No
Piazza Database No No Yes relational+XML
HyperCup Keyword Yes Separate HyperCube Yes Yes
JXTA Search XML No Parallel Yes No
Edutella RDF No Parallel Yes Yes (regional)
Bibster RDF/DAML+OIL No Parallel Yes Yes (global)
OAI-P2P(ongoing) RDF No Parallel Yes Yes (regional)
RDFPeers RDF Yes Parallel Yes Yes (global)
P-Grid Keyword Dist. Search Tree Serial Yes No

Crespo [3] uses Routing Indices (RIs), created and maintained by each peer, to for-
ward queries to neighbours that are more likely to have answers. Any peer’s joining or
leaving can lead to a cascade of updates in RIs. And this is the overhead generated for
the sake of efficient query forwarding in RIs instead of random flooding.

Distributed Hash Table (DHT) is probably the most widely used algorithm in P2P
computing. Generally, DHT systems assign each entity (e.g. file names) a key generated
by a hashing algorithm, then map the key to the node which also has an ID (e.g. hashed
IP address). Normally this ID is the one closest to the key. In consequence, the storage
and lookups of keys are distributed among multiple hosts. The performance of all DHT
algorithms has been justified pretty good [4]. For instances, each node maintains infor-
mation only about O(logN) other nodes, and a lookup requires O(logN) messages.
Chord [5], CAN [6] and pSearch [7] are representative DHT systems. One requirement
in applying DHT is that all participating libraries (peers) must be highly coupled, and
moreover, an uneven distribution of document pointers may be expected over the peers
and the global state is required beforehand as a support for the algorithm.

Piazza [8] is a peer data management system that enables sharing heterogeneous data
in a distributed and scalable way. The assumption in this system is that the participants
have similar content to share within other peers. Then, pair-wise mappings are defined
between their schemas and users can formulate queries over their preferred schema.
Piazza also creates a query answering system for expanding recursively any mappings
relevant to the query, retrieving data from other peers.

JXTA [9] is a P2P interoperability framework created by Sun Microsystems. All
peers can publish their profiles (i.e., content summary) in way of ’advertising’. One
peer in JXTA can thus discover other peers by discovering posted ’advertisements’ and
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then join favorite peer groups. Communications between peers are conducted by ’pipes’
specifically generated by them. Typical systems include Edutella [10] and Bibster [11].
Both of them support metadata search within P2P networks while the former focuses
on educational domain and the latter on bibliographic records respectively. JXTA itself
can be regarded as a super-peer network consisted of many ’rendezvous’ peers [9]

HyperCup [12] proposes a graph topology which allows very efficient broadcast and
search which intend to reach all peers in the network with the minimum number of
messages possible. The number of messages generated when peers leave and join the
network is O(logbN) (b is the base of the hypercube), which can be more efficient than
DHT algorithm. Moreover, a global ontology is proposed to determine the organization
of peers in the graph topology, allowing for efficient concept-based search.

The ongoing OAI-P2P project [13] aims to design a P2P network for open archives,
where data providers form a P2P network which supports distributed search over all
connected metadata repositories. In this scenario service providers can be removed from
this network and make the data repositories more up-to-date.

RDFPeers [14] is a very interesting approach by extending DHT to support searches
over RDF triples. Basically, RDFPeers becomes a scalable distributed RDF repository
that stores each triple at three places in a multi-attribute addressable network by ap-
plying globally known hash functions to its subject, predicate, and object. Such an ap-
proach is very suitable to search through highly distributed RDF repositories.

P-Grid [15] is a kind of Semantic Overlay Network (SON) [16], which differs from
other approaches such as Chord, CAN, etc. in terms of practical applicability (especially
in respect to dynamic network environments), algorithmic foundations (randomized al-
gorithms with probabilistic guarantees), robustness, and flexibility. The most impor-
tant properties of P-Grid are: complete decentralization;self-organization; decentralized
load balancing; data management functionalities (update);management of dynamic IP
addresses and identities; efficient search[15].

2.2 Discussion

In constructing specific P2P-based digital libraries, different institutes may have differ-
ent requirements in constructing P2P networks. Some critical requirements demanding
special considerations are listed as follows:

– Degree of autonomy: does your library accept arbitrary incoming queries? Or can
you support a common shared schema? It will force you to convert queries before
sending them to connected P2P system.

– Keyword-based search or metadata/ontology-based search;
– Multiple (heterogeneous) metadata schemas support: e.g., LOM, DC, etc.
– Metadata records harvesting: if it is not necessary to keep data up-to-date, consis-

tency issue must be considered.
– Authentication: must the library users be authenticated?
– Peer Selection/Discovery: do you need to locate specific libraries or just let system

to find them dynamically?

As to applications quering few metadata fields, such as music file sharing which may
request only file names, keyword-based searching over a query flooding P2P environ-
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ment (e.g., Gnutella) or a centralized server-based P2P network(e.g., Napster) is suffi-
cient. Moreover, if libraries can be highly coupled, DHT-based solutions can be used
to achieve more efficient and effective performance. One issue which needs further
clarification here is that DHT-based solution can only release the impact of frequent
requests for some information. It can not release the impact of data hotspots due to key
collisions which may be caused by too much entities/data being associated with one
key. Recent approaches in super-peer based topology [17] or SON can be considered
as alternatives to improve query efficiency. These approaches can be contributed for
requirements when many digital library systems take autonomy as a central value since
these approaches can support a more flexible mechanism for loosely coupling among
peers. It is dissimilar with the rigid infrastructure as in DHT, although the latter makes
it easier to locate content later on.

The rest discussion is devoted to the issues which shall be taken into considera-
tion in applying different information searching methods, namely traditional informa-
tion retrieval (IR)-based and metadata-based (semantic) search. Basically, either search
method may be found more suitable than the other in some application scenarios.
On one hand, many collections in participating libraries may have various metadata
schemas which involve multiple fields, such as title, author, publication, etc. That is,
searching over collections can be roughly regared as a matchmaking procedure on
related fields recursively. However, when more and complex metadata elements get
involved, such as Bibtex metadata with up to 100 metadata entries [11], an advance
mechanism for supporting more complex queries is then required. Edutella and Bibster,
in this concern, demonstrate the possibility to conduct complex queries over metadata
records, by using RQL [18] alike query language and RDF-based database manage-
ment systems - Sesame [19]. One weakness here is that few approaches have been
conducted to support queries across heterogeneous but semantically related metadata
records. However, approaches are being conducted in this direction [20–22] and we can
foresee more researches to come. On the other hand, if the textual parts, such as de-
scription and abstract, take up a large proportion in metadata records, or just simply,
any textual documents are available, we may need a conventional full-text IR method to
conduct search. However, it becomes complicated in context of P2P overlay network.
For example, when using Space Vector Model (SVM) (c.f. [23]), inverted document
frequencies (IDF) may not be easy to maintain simply because of the dynamic nature
of P2P systems. In order to keep such global statistic information, a huge index may
then be maintained which will correspondingly take up a large bandwidth. So as long
as there are thousands of peers in a P2P system, it would be problematic to collect the
intact information about all the document collections on all peers. Additionally, even
if it is possible to get the global statistic parameters by gathering information from all
the peers involved, we are still faced with a problem that a peer would join or leave the
system at any time. In this case, the collected global statistic information would be out
of date and must be updated when new peers joins and old peers leaves. An alternative
solution is routing indices (RI) which can avoid the overhead of constant index updates,
but due to its local nature, it is in turn difficult to obtain necessary global informa-
tion. Fortunately, substantial approaches are conducted in this direction [24, 25]. Shen
et.al [25] combines Latent Semantic Index (LSI) (c.f. [23]) model to search semantic



Choosing Appropriate Peer-to-Peer Infrastructure for Your Digital Libraries 461

relevant documents in P2P network, by comparing users query and documents at the
concept level, not just matching the keywords. Balke et.al [24] still uses SVM method,
but create a novel indexing technique that allows to query using collection-wide infor-
mation with respect to different classifications.

As a summary, Table 2 illustrates a preliminary result of our discussion. It is not a
complete one but can be served as a stepping stone for P2P infrastructures selection.

Table 2. Preliminary Results

Scale metadata
elements

Semantic
support

Autonomy Adaptable P2P Network Info. Srching Technique

small few No high pure P2P, RI Information retrieval (IR)
small few No low pure P2P, Central server-based P2P, DHT IR
small many No high pure P2P, RI XML-based IR, RDF database
small many Yes high pure P2P, RI RDF database
small many No low pure P2P, Central server-based P2P XML-based IR, database
large few No high Super-Peer, SON IR
large few No low DHT, Central server-based P2P IR
large many No high/low Super-Peer, SON XML-based IR, database
large many Yes high Super-Peer, SON RDF database + RQL
large many Yes low Super-Peer, SON, DHT + logical layer RDF database + RQL

3 Conclusion and Future Work

In summary, determining appropriate infrastructures for P2P-based digital libraries needs
a consolidated guideline. This paper compares some representative P2P systems and
aims to clarify advantages and weaknesses in applying different topologies. A discus-
sion based on information searching is conducted and leads to preliminary results which
are highly necessary for the future research. The paper can serve as a stepping stone for
deciding architectures and techniques in the context of P2P-based digital library appli-
cations.
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Abstract. In this paper, we design an XML document retrieval system used for 
a digital museum. The system can retrieve XML documents based on both 
document structure and content. In order to support retrieval based on document 
structure, we perform the indexing of XML documents based on their basic unit 
of elements. For supporting retrieval based on content, we design a high-
dimensional index structure using the CBF [1] method. Finally, we provide a 
similarity measure for retrieval on a composite query, based on both document 
structure and content. 

1   XML Document Retrieval System 

Recently, there have been a lot of researches on indexing structured documents. One 
major approach is to use an element tree for indexing a structured document [2][3]. 
Another approach is to use a structural summary for a graph structured document [4]. 
We design an XML document retrieval system for a digital museum, which is mainly 
consists of four parts, such as an indexing part, a storage part, a retrieval part and a 
user interface part. When an XML document is given, we can parse it and can index 
its document structure being composed of element units. The index information used 
for a document structure can be stored into its structure-based index structure. Using 
the index information extracted from a set of XML documents, documents can be 
retrieved by the retrieval part so that we may obtain a result to answer user queries. 
Finally, the document result is given to users through a user interface part using a 
Web browser. 

2   Indexing and Retrieval 

Because an element is a basic unit for retrieving an XML document, it is necessary to 
support a query based on logical inclusion between elements as well as based on the 
characteristic value of elements. To achieve it, we construct a document structure tree 
for XML documents after analyzing XML documents based on DTD. To build a 
document structure tree for XML documents, we parse the XML documents by using 
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sp-1.3 parser [5]. Finally, we store the document structure information extracted from 
the tree into the K-ary complete tree structure [6].  

Using the stored index information extracted from a set of XML documents, some 
documents are retrieved by the retrieval part in order to obtain a result to answer user 
queries. There is little research on retrieval models for integrating structure- and con-
tent-based information retrieval. This can be achieved by dealing with MPEG-7 com-
pliant XML documents [7]. To answer a query for retrieval based on document struc-
ture, a similarity measure (Sw) between two elements, say q and t, is computed as the 
similarity between the term vector of node q and that of  node t by using a cosine 
measure. Supposed that a document can be represented as D = { E0, E1, …., En-1 } 
where Ei is an element i in a document D. Thus, a similarity measure (Dw) between an 
element q and a document D is computed as follows. 

}1-ni 0 , ) ,( { MAX    ≤≤=
i

Eqw NODENODECOSINED  

3   Conclusions 

In this paper, we developed an XML document retrieval system for a digital museum. 
It can support efficient retrieval on XML documents for both structure- and content-
based queries. In order to support structure-based queries, we performed the indexing 
of XML documents based on their basic unit of element. For supporting retrieval 
based on content, we implemented a high-dimensional index structure. We finally 
provided a similarity measure for retrieval on a composite query, based on both docu-
ment structure and content.  
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1   Introduction 

The traditional contents distribution architecture was fixed pattern, as the distribution 
subjects - Contents Provider (CP), Contents Distributor (CD), and Contents Con-
sumer (CC) - create, distribute, and consume the digital contents, while in Conver-
gence Home-network Environment (CHE) it would be necessary for each subject to 
have the distribution system that can be flexibly changed. 

In this paper, we designed and implemented the Interactive Multimedia Service-
Intellectual Property Management and Protection (IMS-IPMPS) by supplementing 
and expanding MPEG-21 DID, IPMP, REL, and the mechanism of OMA-DRM. In 
the proposed system, it is possible for CP to complete the appropriate authentication 
in CHE, generate the contents, and then register the packaged contents in safety for its 
distribution. In addition, it is the IMS-IPMP system where one can simultaneously 
consume the contents that the users from the different home network environments 
have generated and registered.  

2   IMS-IPMP System 

IMS-IPMPS in a single-domain was designed so that CPS Module and CCS Module 
for the supporting the interactive transaction of contents can be supported simultane-
ously for the flexibility of the distribution subject under the CHE. In addition, Multi-
media Streaming Server (MSS) is used for the contents streaming service among 
multi-domains. User parts of IMS-IPMPS and the principle functions of each module 
in System Management Center (SMC) are as follows (Refer to Figure 1). 

- CPS (Contents Providing System) Module: The copyright holder who provides the 
contents uses this CPS module, and also takes charge of the CDS (Contents Distribu-
tion System) module function for its distribution. To take advantage of packager that 
is embedded in the IMS-IPMPS, it creates digital items by adding the contents-
related meta-data and the usage rule setting the usage rights.  
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Fig. 1. IMS-IPMP System Architecture 

- CMS (Contents Management System) Module: It manages the meta-data infor-
mation that is created when it is packaged with the streaming server for the service 
of contents streaming within a single domain. 

- CCS (Contents Consumption System) Module: It is the module for play of contents 
after receiving the issued license from SMC.  

- SMC: It takes charge of the authentication about the subjects participating in the 
contents distribution, the issuing and management of the key used when packaging, 
and the issuing and management of the license to use the contents. Such as above 
mention, It consists of CA (Certificate Authority) Module, LMS (License Manage-
ment System) Module, and KMS (Key Management System) Module. 

3   Conclusion  

In this paper, we have designed and implemented the IMS-IPMP system suitable for 
CHE. We have complemented weakness of the inflexible contents distribution among 
fixed subjects of the existing system. To take into account the environment where a 
single user can be flexibly changed in CHE, it supports interactive contents transac-
tion within an identical domain. Furthermore, it supports contents super-distribution 
among multi-domains that a CC well known the market characteristic of the specific 
domain, can be easily changed and transact contents for the 2nd distribution. More-
over, it supports license format which can be flexibly used in multimedia devices 
under the wire/wireless environment. Finally, the proposed system support security 
including device spoofing attack prevention, illegal license alteration attack preven-
tion, illegal user’s attack against contents prevention, and so on. 
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Abstract. This paper briefly introduces GIS, how the technology can be applied, 
and discusses the benefits of its use in design. To illustrate GIS applications, an 
actual project utilizing GIS is presented. 

1   Geographic Information Systems (GIS) 

Geographic Information Systems (GIS), which integrate hardware, software and digital 
spatial data, are powerful tools for organizing, analyzing, and presenting spatial data.  

GIS provide mapping capabilities, databases of geographic and feature information, 
and spatial analysis. GIS technology can be used for analyzing and demonstrating 
spatial related data. GIS technology makes data visualization become reality. 
Compared with other analytical, statistical, or reporting products, its powerful visual 
display of information allows users to comprehend a vast amount of data more easily 
and better. 

2   Digital Library Projects and GIS 

It is the mission of libraries to provide access to recorded knowledge, and help users to 
make good use of information. Thus libraries are constantly challenged to be aware of 
all kinds of new services and formats, and always be ready to make effective 
integration of new programs and services into libraries. And GIS is one such service. 

GIS technology plays a vital role in organizing and managing geospatial information 
well on the Web. With GIS services, it not only makes users feel more convenient and 
easier to search and browse what they need, but also enables users to take the same kind 
of digital representation of a geographic area, combines it with statistical or other 
feature information about that area, and conducts spatial analyses. 

3   GIS Application in a Digital Library Project 

GIS technology is applied to a digital library project in Wuhan University Library to 
provide an information system of China’s Hydroelectric Power Stations on the Internet. 
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This kind of net service is modeled as a server in a client/server or browser/server 
relationship. The application softwares are MapInfo Professional, MapXtreme for 
Windows; The developing language is ASP (Active Server Page).  

Step 1: Collecting Data and Forming a Map 
In a map, geospatial data has been modeled into three kinds of entities: points, lines and 
areas. The structure of information in GIS is most commonly organized in layers of 
maps or sets of data. Each layer may contain information of a different nature. We can 
think of layers as transparencies that are stacked on top of one another. In this project, 
we defined layers as follows: a layer of station names (points), a layer of rivers (lines), 
layers of water boundaries (areas), a layer of background and other layers. Then, added 
another database about the features into the spatial database, i.e., station database 
concerning names, location, capacity, design head, output, etc.  

Step 2: Layers Display in GeoSet Manager  
With Geoset Manager, we created a geoset and built a complete map by stacking the 
needed layers on top of the other. Then we could customize the way in which the layers 
display, and add, delete, or recorder them. That is, we set display and label properties, 
recorded the way in which layers display, removed or added additional layers and set 
whether layers were visible, contained automatic labels, or were selectable. 

Step 3: Website Design and Code Developing 
MapXtreme for Windows is a mapping application server. The MapXtreme 
Application Wizard provides a quicker, easier way to develop a simple MapXtreme 
application, or prototype sample applications and demos. First, we used the Application 
Wizard to create a sample application. Then, we customized the MapXtreme 
Application, using the code libraries to modify the sample applications to fit needs. 
Finally, we added cross-database search function to this system.  

Users can acquire the visualized map of these stations in China by clicking and 
dragging easily. From the map displayed, they can get the brief location of the station, 
and the detail information about the stations they are searching, or search for station’s 
location by typing the name of it. Also map’s download and print are available. 

4   Conclusion 

GIS is still not applied enough to aid the management of libraries and the research of 
libraries’ collections. User’s expectations are growing rapidly in areas relating to GIS. 
Thus, libraries must develop capabilities to work with spatial data and devise ways of 
collecting and sharing a vast amount of data to provide a more efficient and friendly 
information environment.  
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1   An analysis of Common Problems in Bibliographic Databases in 
China  

Due to the limitations of Chinese character set in the windows operating system, homo-
phones, pictographic characters or pinyin are often used to replace the complex tradi-
tional Chinese characters or any characters that haven’t been designed in the character 
set of the Computer Operating System; as an investigation shows [1] the item of subject 
in most bibliographic databases is not complete; there are various kinds of classification 
schemes co-exiting in the bibliographic database, which is very common in the merged 
universities and regional union catalogues. These problems have greatly affected the 
efficiency and sharing of digital service. To improve the retrieval efficiency within the 
present situation in the bibliographic databases, we can design a “multiple thesaurus” 
i.e. the “Database of Classification Reference" including two classifications and design 
new method of retrieval for the computerized management of libraries. 

2   The Content and Methods of Setting Up the MTCC 

2.1   The Theme in "The Multiple Thesaurus of Chinese Classification"  

The Multiple Thesaurus of Classification adopts the form of “a list of synonyms”, 
compiles synonyms among “CLC”, “LCASC”, “CLSC” and “CCD”, i.e., to combine 
the associated headings of classification, subject headings, and discipline name that 
are similar in meaning and conception, and forms a list of words for retrieval. It real-
izes cross-reference and exchange between words and codes, or classification Num-
bers and Disciplinary codes, for each items to start a retrieval is matched with the 
other three references.  

2.2   The Methods of Setting Up "The Multiple Thesaurus of Classification" 

2.2.1   Combine Various Classification Schemes 
Take the associated headings in the schemes of CLC as the origin source; compile the 
associated headings in CLC and LCASC. If the associated headings are the same, 
                                                           
∗ This work is supported by the fund of National Philosophy and Social Science of China under 

grant No 4401-2-010. 



M. Zhan  

 

470

keep the former one, quit the latter one, and match the two classification numbers to 
the associated heading. If the associated headings are different but shares one same 
concept, keep the words and link two classification numbers to them. For those asso-
ciated headings that could not be matched in the two classification schemes, keep its 
classification number and inherit the up-layer classification number of CLC. In this 
way, the cross-referential relationships between the up-layer and low-layer in the 
classification schemes will be established with a semantical base.  

2.2.2   Comparison Between the Classification Schemes and Subjects Schemes 
Index with the classification number in “DAHC”, we can compare the associated 
headings with the subject headings in the “Thesaurus of Chinese subject heading”. 
Merge the same headings and give each subject heading two classification numbers, 
than to set up the database of the referential relationships between classification num-
bers and subject headings, which is a combination of subject heading and classifica-
tion scheme. In this database, classification numbers, associated headings, and subject 
headings are cross-referential. 

2.2.3   Comparison Between the Subject Retrieval Scheme and Discipline 
Retrieval Scheme 

Take the disciplines in the “CCD” published by the National Education Committee of 
China as the source and check each of them in databases that are mentioned above. In 
our experience each discipline will match an associated heading. Compile the disci-
plines numbers in the database, and match each word with three-code attributes. The 
introduction of the disciplinary codes into the database helps to complete the cross 
reference among the associated heading, subject heading, classification number and 
discipline codes in “CLC”, “LCASC”, “CLSC” and “CCD” and at last comes out with 
"The Multiple Thesaurus of Classification", a database of referential relationship 
among classification, subjects and the disciplines. 

3   An analysis of the Application of MTCC to the Computer - 
Based Bibliographic Retrieval System 

�� Increase the Function of Retrieval Schemes Switch 
�� Set Up the Tree of Retrieval Schemes 
�� Setup of the Meta-Database of the Retrieval Languages Based on the Dublin 

Core (DC) Pattern 
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Abstract. This paper describes the implementation of DRMSCata, an XML 
Schema driven web-base cataloging subsystem, which helps to produce various 
METS encoded documents.  

1   Introduction 

Tsinghua University has initiated a series projects for long-term preservation of 
Chinese Science and Technology History resources, including Architecture, 
Mathematics, Mechanics, Hydraulics, Arts, and Crafts from early 2001. Fedora was 
chosen as the supporting platform of our Digital Resource Management System 
(DRMS). In 2003, we have developed a cataloging tool to record preservation 
metadata for mathematic resources, which is a Java GUI application, and XML 
Schema is bounded into Java objects with JAXB [1], so that it’s difficult to extend it 
to other subjects’ resources. To support heterogeneous collections of variant subjects, 
we design and developed a Web-based XML Schema-driven cataloging tool for 
METS document in 2004. 

2   Design and Implement 

The general working process of DRMSCata is: 1) XML Schema must be an input of 
the cataloging system; 2) metadata scheme in XML Schema should be translated into 
a set of program objects, the element name and attributes should not be hardcoded in 
program; 3) these objects should be able to present as user editable web forms in web 
browser; 4) user should edit the metadata and submit the result, XML documents will 
be marshaled in server-side, and validate with the schema-based tool. Editing existed 
METS documents is also an important feature of DRMSCata. 

It is a special characteristic of DRMSCata that DHTML and JavaScript are invoked 
as part of the cataloging system. With this dynamic layer embedded in the web 
browser, it is not need to do additional client-server interactions when user performs 
add/remove elements actions in web browser; the element will be created/deleted 
within web browser as an DHTML objects. It reduces the interactivities between the 
web browser and the server side, and makes the cataloging works more effective. 
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DRMSCata contains 3 different modules: 1) Definition Level: System wide 
schema configurations file and predefined metadata XSD files. When the system is 
used for cataloging different subjects, only this part needs to be changed; 2) Logical 
Level: A set of Java objects which used to present the relationship/rules of XML 
Schema elements. These objects are created by JDOM parser, and are based on the 
type of XML element tags. Each XML Schema element was mapped with one Java 
object, this mechanism makes this level simple, easy to implement, and extensible. 
These objects exist in Tomcat web application container. When the system is starting, 
all schema objects are created based on the content of XSD files. 3) Presentation 
Level: The JavaScript, DOM, and HTML form elements are used to provide a 
dynamic user interface in the Web browser. 

We have implemented an XML Schema-driven cataloging tool for METS 
document creation and modification. All the descriptive metadata, administrative 
metadata and structural metadata can be constructed for editing. It is proved to be 
schema independent and flexible.  

Currently, we have tested Mathematics resources with this tool, the result of METS 
documents can be imported into Fedora system properly. In future, we plan to refine 
the system in the following aspects: 1) Provide a GUI administrative tool for system 
configuration; 2) support more W3C XML Schema elements and attributes. 
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Fig. 1. Diagram of DRMSCata 
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Extended Abstract. In the web space, information of an entity is often presented by 
a set of pages that constitutes a logical page group and its proper handling is required. 
This paper proposes a method for collecting researchers’ homepages (or entry pages) 
by applying new simple and effective page group models for combining page group 
structure and page content, aiming at narrowing down the candidates for further pre-
cise and heavy processes. We mainly focus on high recall but less on precision. 

Combined with content-based methods, link/URL information can not only in-
crease the precision but also reduce irrelevant references [1]. Moreover, there several 
approaches to retrieving the relevant pages in “Information Unit” through search 
engine with high precision [2] or to collecting pages in “Web Units” from the web 
directly [3].  

Our method is different from other related works in three main issues: (1) Follow-
ing a heuristic procedure, we manually create property-based keywords on different 
keyword lists corresponding to researchers’ properties; (2) We introduce several page 
group models (PGMs) considering link structure and URL hierarchy together with the 
types of the keyword lists (kws) in a consolidated process; (3) The pages are selected 
on condition if they contain keywords from at least the threshold number of the kws 
rather than the number of keywords.  

In our method, 12 property-based keyword lists that characterize researchers’ 
homepages are first created and grouped into two types: organization-related and non-
organization-related keyword lists.  

Next, four page group models (PGMs), PGM-Od, PGM-Ou, PGM-I and PGM-U, 
are introduced, considering out-link to down directories, out-link to upper directories, 
in-link from upper directories and the site-top/directory-entry pages respectively. The 
keywords are propagated to a potential entry page of a logical page group from its 
surrounding pages based on the PGMs to compose a virtual entry page. All keywords 
for PGM-Od and only organization-related keywords for PGM-Ou, PGM-I and PGM-
U are propagated to the entry page. For PGM-Od and PGM-I, the kws are propagated 
only on condition if the number of out-links and the number of in-links are less than 
the out-link threshold and the in-link threshold respectively in order to reduce the 
amount of noise pages.  

Finally, the virtual entry pages that contain keywords from at least 4 kws are se-
lected. The threshold value “4” was selected based on our experiment results de-
scribed below to achieve recall more than 99.0%.  
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Fig. 1. Performance Comparison of Combinations of PGMs with Different Parameter 

For evaluating the effectiveness of the proposed PGMs, we use two other page 
group models for comparison: SPM that uses only the content in each single page and 
SSM that uses content in each page and its out-link target pages in the same site. We 
did experiments first on SPM, SSM and PGMs with various parameters separately, 
and then on combinations of the four PGMs with different parameters (Figure 1). 
Compared to that of SPM, the recalls of all the combinations of PGMs that contain at 
least 4 kws are improved from 96.95% to 99.30%. Meanwhile the recalls even outper-
form that of SSM by about 1% and the page amounts decreased considerably.  

Comparing to SPM and SSM, our method worked effectively since 99.30% of re-
searchers’ homepages can be collected within less than 14% of the whole page 
amount of the corpus. We assessed randomly selected 0.1% of the pages that scored 1, 
2, 3 or 4 with SPM but scored at least 5 with one of the combination of PGMs showed 
in Figure 1 and found 12 entry pages in logical page groups out of 695 pages. It 
shows the effectiveness of our method for finding researchers’ PGM-based entry 
pages that could not be found with SPM-based method. 

Collecting web pages efficiently with high recall is an interesting problem. Our 
method is simple and effective, and we expect it would also be applicable to other 
page categories. 
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Abstract. Social bookmarking is emerging as a new information infrastructure 
on the web, and has the ability of organizing multicultural metadata for large 
scale of digital entities. To achieve its potential, we propose a technique to 
extract the substantial correlation among tags. Based on it, we maintain profiles 
for users’ interests, and recommend items according to them. Experiments 
against data from del.icio.us reveal the superiority of our method. 

1   Introduction 

A digital library needs semantic labels or metadata for organizing digital entities. 
There are generally two ways of attaching metadata to digital entities. One is using 
elaborated catalogs created by dedicated professionals, but it encounters a severe 
problem of scalability. Another approach is author provided metadata. It might fail 
sometimes because it is difficult for authors to master the pre-declared schemas, 
especially in a multicultural setting of inconsistent vocabularies or taxonomies. 

Recently, a new paradigm has been emerged. It is called folksonomy [1] which is 
derived from social bookmarking website (e.g. http://del.icio.us). In this paradigm,  
users mark items they are interested in with their own words (tags). Because of the 
usefulness of bookmarking and the lower barriers of adding tags, people are inclined 
to use social bookmarking, and it yields a great mass of tags for each item. To turn 
tags into useful metadata, we need develop new technology to address issues with 
folksonomy, i.e. to deal with synonyms, polymers, typos, or even deceptions. 

In this poster, we report some insights from analyzing tags, and develop a method 
to distill the inherent knowledge beneath tags. Based on them, we also propose an 
approach to represent digital entities and users’ interests, and recommend items in 
user’s own vocabulary. Experiments against data from del.icio.us reveal the 
superiority of our approach over two other traditional recommend methods. 

2   Turning Tags into Metadata and Making Recommendation  

Four insights into social bookmarking help us to get a better understanding of tags’ 
potential to become metadata: (1) there are enough redundant tags for us to explore 
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patterns beneath them; (2) the distribution of tags for an item is stable, so we can 
represent an item by these tags; (3) the set of frequently used tags is small and stable. 
10% most used tags cover 84.3% URLs out of all the URLs that have been marked at 
least by 3 users. (4) LSA can find related tags effectively, even in complex settings. 

We extract inherent correlation of tags as follows. Based on insights (3) and (4), 
collect the most frequently used tags (denoted as TopTags) and several digital entities 
(here URLs) for each TopTag, apply LSA on the tag-URL matrix. Thus, get a 
compact k-dimension representation for each TopTag. As insight (2) suggested, 
represent a URL by the union of feature vectors of TopTags attached on it, and the 
result would be stable. Now the tags are turned into more informational metadata. 
Because of the high coverage of TopTags, most URLs can be marked by them.  

A user employs a tag to marks up some URLs in his own way. Most of these URLs 
have global feature vectors mentioned above. Summing them up will get an average 
representation for this tag by the specified user. This maps users’ language into global 
metadata without losing individuality. Recommendation is made by calculating the 
cosine similarity between users’ tags and global URLs. The feature vector of a URL 
will be altered as new tags are added.  

Experiments are undertaken with data from del.icio.us, including 398 users, 3740 
URLs and 1969 tags. We compare our Tag-based method (BTag) with two traditional 
methods, say content-based recommendation (actually title-based, BTitle) and pure 
collaborative filtering (PCF). Use ),min( CNCRHitRatio ∩=  to evaluate the 

recommendation quality. Here R is the recommended set of URLs, and C is the set of 
testing URLs that the user has collected. Experimental results in table 1 demonstrate 
the superiority of our method. 

Table 1. HitRatio for each recommend method with LSA (k=200) 

 Top5 Top10 Top15 Top20 Top40 
BTitle 0.012 0.016 0.022 0.034 0.057 
PCF 0.143 0.289 0.386 0.497 0.535 
BTag 0.173 0.339 0.589 0.700 0.735 

In summary, tags provide additional information to digital entities, and the method 
proposed here is a successful trial of using tags as metadata for recommendation. 
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Abstract. Indexing is one of the most important key factors in efficient XML 
information retrieval. Inappropriate indexing may result in improper search re-
sults. This paper presents a multi-indexing system that considers not only struc-
ture information of documents but also characteristics of pertinent elements in 
XML documents. The system extracts semantic elements from XML document 
corpus and identifies characteristics of the elements. By using the characteris-
tics, document structures are classified and a particular indexing method is as-
signed to each classified structure. Efficiency of our system is confirmed 
through XML dataset from news stories with relatively accurate formats. The 
results indicate that the system has significantly high precision in search by 
element. 

1   Introduction 

Since XML was proposed in World Wide Web (WWW) in 1996, it has been the stan-
dard document form designed to transmit structured documents. XML is intrinsically 
a hierarchical textual representation of significant data. Because of its simplicity and 
flexibility, XML is rapidly becoming the most popular format for information repre-
sentation and data exchange on the web. 

In this paper, a multi-index system was constructed which extracts not only struc-
ture information of XML documents but also types of meaning of contents entered 
into each relevant element. In order to implement multi-indexing techniques for XML 
documents, we designed an indexing system with news stories which have relatively 
accurate formats 

2   Multi-indexing System 

In order to embody multi-indexing techniques for XML documents, we designed an 
indexing system for news stories which have relatively accurate formats. We built a 
system to convert news stories into XML documents and created a corpus which con-
sists of 1,000 stories. From the corpus, we extract document structures and analyze 
semantic types of contents in each element. 

Figure 1. illustrates the multi-indexing system for XML documents. The system 
extracts semantic elements for retrieval by using structure information. Because the 



Y. Song et al. 

 

478 

indexing follows in document structures, we can retrieve news stories in each perti-
nent element. Moreover, the system gives different weight values to each element 
according to its importance of document structures, guaranteeing effective results.  

 

 

Fig. 1. Multi-Indexing Algorithm 

3   Conclusion 

Our work has a difference from existing indexing systems which focus only on XML 
document structure information. To obtain better retrieval results, we proposed a 
system which is able to extract more meaningful index by applying different indexing 
techniques according to elements, and also presented methods of creating summaries 
and restoring abbreviations. 
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1   Summary 

As large corporations and organizations increasingly exploit the Internet as a means 
of improving business-transaction efficiency and productivity, it is increasingly com-
mon to find operational data and other business information in XML format. Access 
control for XML database is non-trivial subjects. A number of recent research efforts 
have considered access control models for XML data[1-5]. Our first contribution is a 
novel model for specifying XML security access control. Given an XML document 
accompanied by a document DTD, we allow a two-stage access control policies to 
pledge to security access XML document at file-level and element-level respectively. 
On the element-level access control, our approach for these access control policies is 
based on the novel notion of hide-node views. While the hide-node view DTD is ex-
posed to authorized users, neither the internal XPath annotations nor the full docu-
ment DTD is visible. Authorized users can only operate data over the hide-node view, 
making use of the exposed view DTD to access data. Our hide-node view mechanism 
guarantees that unauthorized user cannot access sensitive data and protects the 
schema information from access by unauthorized users. We think that the schema 
information also is sensitive data and should be protected from gain through the data 
accessing. 

2   Two-Stage Access Control Model 

Firstly, In order to manage different documents in XML database, an authentication 
server component, plays an administrator role in XML database. Secondly, another 
two components are XBLP component for file-level access control and Hide-node 
views (element-level access control) component for XML document partial access. 
When a user wants to access to query some XML document, he or she must enter his 
valid information given by administrator. Then the authentication server component 
sends authentication information to Security information repository. The next step is 
that XBLP component handles the request of the user for certain XML document, and 
determines whether the user can access the XML document. If the user can access the 
XML document, XBLP component passes the request to Hide-node views component 
through the message broker. After Hide-node views component receives the informa-
tion from the broker, it starts to retrieve the data that the user can access. Intuitively, 
XPath language is used to help hide-node views component to specify which  
region element can be access. The Hide-node views component will rewrite the user  
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requests, and send the rewrite requests to XML database. The file-level access control 
component and the element-level access control component constitute the XMAC, 
MAC policy for XML. 

Authentication 
server 

XML Requests 
Results

File-level access contX rol (XBLP component) 

Element-level access control (hide-node views) 

M
A
C

XML Database 

Security 
information 
repository 

Results XML Requests and
User information

Security 
Information 

Results Rewrite XML Request

 

Fig. 1. Two-stage Access Control Model 

3   Conclusions 

We have proposed a new model for high securing XML data (based on the MAC 
security policy) and thoroughly studied its algorithm on the Hide-node views. This 
yields the first XML security model that provides both content access control and 
schema availability. There are file-level and element-level access controls on the 
model, implemented by XBLP and Hide-node views respectively. Further, our model 
can be implemented in query engine for query rewriting and optimization for XML. 
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Abstract. This paper proposes an algorithm on a face classification
by using 2D wavelet subband transform and nonsingular fisher discrim-
inant analysis for a face recognition. For a feature extraction, we apply
the multiresolution wavelet transform to extract waveletfaces. We also
perform the linear discriminant on waveletfaces to reinforce the discrim-
inant power. During classification, the nonsingular fisher discriminant
waveletfaces are used. In this study, we found that NDW (Nonsingular
Discriminant Waveletface) solves the small sample size matter. Thus,
NDW is superior to LDA for an efficient face classification.

1 Introduction

Many effective face recognition and classification algorithms and techniques us-
ing Principal Component Analysis (PCA) [1, 2] and Linear Discriminant Analysis
(LDA, also known as Fisher Discriminant Analysis-FDA) [1, 2]. PCA has been
used in face recognition handprint recognition, human-made object recognition,
industrial robotics, and mobile robotics. LDA has also been proposed for ge-
netic object recognition, but results using a large databases of objects have not
been reported yet. In this paper, the wavelet transform [3–10] is proposed for
facial feature extraction and classification. The most application use the wavelet
transform for image compression, edge detection and image fusion. A fundamen-
tal reason why the wavelet transform is en excellent tool for feature extraction is
its inherent multiresolution [11–13] approach to signal analysis. The dimension-
ality of a face image is greatly reduced to produce the waveletface. A rapid face
recognizer could be achieved. Also, we apply the LDA scheme to linearly trans-
form the waveletface to new feature space with higher separability and lower
dimension.
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2 Conclusion

The proposed algorithm was carried out by two transformations: nonsingular
transformation and discriminant transformation. This process was adequate for
LDA procedures in cases of either singular or nonsingular scatter matrices. More-
over, when we apply the NDW, the transformed within-class and between-class
scatters were unchanged when SB was nonsingular. However, when SB was sin-
gular, the transformed between-class scatter was unchanged and simultaneously
the the transformed within-class was shrunk. The resulting Fisher class separabil-
ity was increased. This method was different from principal component analysis
(PCA) plus LDA, which transformed the features using the eigenvectors of total
scatter matrix. In this study, we found that the nonsingular discriminant feature
extraction achieves significant face recognition performed compared to the other
LDA-related methods for a wide range of sample size and class numbers. Thus,
NDW is superior to LDA for an efficient face classification.
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1 Introduction

Digital libraries do not assign importance/relevance scores to their publications,
authors, or publication venues, even though scores are potentially useful for (a)
providing comparative assessment, or ”importances”, of publications, authors,
publication venues, (b) ranking publications returned in search outputs, and (c)
using scores in locating similar publications. Using social networks and biblio-
metrics, one can define several score functions.

Existing publication similarity functions, used to locate similar papers to a
particular paper, fall into two classes, namely, text-based similarity functions
from Information Retrieval, and citation-based similarity functions based on
bibliographic coupling and/or co-citation. In this study, we propose a number
of publication, author, and publication venue score functions and publication
similarity functions, which are then extended and evaluated in terms of accuracy,
separability, and independence.

2 Experimental Setup

For each paper in ACM SIGMOD Anthology (AnthP), we extracted titles, au-
thors, publication venues, publication year info, and citations. The experimental
dataset includes (a) 106 conferences, journals, and books, (b) 14,891 papers, and
(c) 13,208 authors. For more details, see [1].

3 Score and Similarity Functions

Existing citation-based publication score functions are all based on the notion
of prestige in social networks [2] and bibliometry [3]. As paper score functions
we use (i) the well-known PageRank [4] algorithm, (ii) the authorities score of
HITS (Hyperlink Induced Topic Search) algorithm [5], and (iii) the normalized
citation count which, for paper P that receives CP citations, is computed as the
percentage of papers that receive CP citation or less[6].

We compute author importances in four different ways. All author importance
functions are computed by averaging the scores of selected papers of a given
author A. For more details about different scoring functions, see [1].
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We use bibliographic coupling as a similarity indicator between papers, and
propose a number of similarity measures based on (extended)bibliographic cou-
pling similarity and considering the citations iteratively, which we refer to as
reachability analysis. We also utilize paper scores to explore additional alter-
natives to compute paper similarities. Finally, we define a number of different
co-citation-based similarity functions between papers.

Also, we compute similarity between two papers based on author-coupling (i)
directly via the number of common authors between the two papers, and (ii)
indirectly via co-authorship in other papers. For more details about different
similarity functions, see [1].

4 Major Findings

Our major findings in this study are as follows:

* Among paper scoring functions, the citation-count-based scoring is the best
in terms of separability. PageRank-based scoring is the best in terms of accuracy.

* Authorities scores and PageRank scores of papers are highly correlated.
* Separability of PageRank-based paper scores can be enhanced by (a) weigh-

ing citations, (b) weighing the Future Citation Probabilities represented by the E
parameter of PageRank, (c) postprocessing PageRank raw scores by (i) nonlinear
normalization, or (ii) linear normalization via a properly selected percentile score
or (iii) combining PageRank-based paper scores and publication venue scores.

* Author scores based on author’s top K-scored or top-K% scored papers
accurately capture author scores.

* Citation-count-based publication venue scores are more accurate than
author-score-averaging publication venue scores published in publication venues.

* By evaluating multiple levels of paper similarities based on bibliographic-
coupling, co-citation and author-coupling, we observe that: (a) similarity value
distribution curves are similar within the same group of similarity functions,
(b) citation-based and author-coupling based similarity functions are more sep-
arable than bibliographic-coupling-based functions, (c) top-K overlapping ratio
between paper similarity functions increases as we move to higher levels of simi-
larity functions since more papers appear to be similar, (d) text-based similarity
function show very low overlapping with citation-based and author-coupling-
based functions.
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1   Introduction 

Numerous papers have addressed building Union Catalog (UC) technologies, such as 
metadata schema, data exchange (e.g., OAI-PMH, Z39.50), and resource classification. 
In contrast to these approaches, in this article, we focus on UC technologies that 
leverage resource utilization across digital resources. We take the repositories of 
Taiwan’s National Digital Archives Program (NDAP) in Taiwan as the project content 
to identify major resource utilization issues. Our solution methodologies include 
resource unification, information query, information navigation, and unencoded 
character handling.  

2   Background and Issues 

The objective of the National Digital Archives Program [2], which is sponsored by the 
National Science Council (NSC) of Taiwan, is to promote and coordinate the 
digitization and preservation of content in leading museums, archives, universities, 
research institutes, and other content holders in Taiwan. Currently, NDAP’s digital 
collections comprise over two million records covering eleven thematic groups. To 
enhance information sharing among these repositories, we have built a UC prototype to 
evaluate various building technologies, including OAI-PMH and Dublin Core (DC). 
However, this consolidation process has raised the following challenging issues:  

Resource Unification: NDAP repositories are heterogeneous collections of diverse 
metadata principles, inconsistent coding systems, as well as assorted and distributed 
database storage systems. Unifying these heterogeneous repositories is therefore 
fundamental.  

User Needs: UC users range from academic researchers to the general public. Hence, 
in addition to cross-database and cross-domain search features for researchers, 
browsing mechanisms are also needed to help general users navigate resources with 
ease. 

Information Exploration: Utilization of NDAP’s resources is enhanced by an 
easy-to-use interface. Access technologies, such as spatial and temporal information 
browsing, are being developed so that users can view information from different 
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perspectives. Information visibility functions, such as content classification for 
resource navigation and data grouping for query results, are also being investigated to 
enhance data clarity. 

Unencoded Character Problem: This problem impacts on NDAP resource utilization 
in the areas of character encoding, text input, font generation, and display. As the UC 
unifies all NDAP repositories, all unencoded characters are aggregated; thus the 
problem is magnified. A total solution for the unencoded Chinese character problem is 
therefore required. 

3   Methodologies and Results 

We have implemented the following methodologies to facilitate resource utilization in 
the UC. 

Resource Unification: To transform and integrate NDAP’s heterogeneous repositories 
into a uniform resource, we use an extended DC scheme as the unified metadata 
framework. Two approaches (OAI-PMH and XML file import) have been developed 
for this purpose.  

Information Query and Navigation: By incorporating the Apache Lucene Search 
Engine, we have implemented full-text query and advanced DC query to consolidate 
NDAP resource utilization. In addition, four information classifications (participant 
organizations, content themes, spatial regions, and temporal domains) have been 
designed to provide comprehensive and intuitive information navigation of the unified 
NDAP resources. Spatial and temporal browsing are realized through the spatial and 
temporal data format conversion modules provided by the Academia Sinica Computing 
Center. 

Unencoded Character Handling: The approach developed by the Chinese Document 
Processing laboratory [1] is used to manage NDAP’s unencoded characters in the areas 
of data representation, storage, retrieval, display, and distribution. This resolves the 
problem of unencoded Chinese characters by applying a glyph expression model and 
glyph structure database to manage the characters. A set of tools is built into the data 
model to support character encoding, font generation, text display and input, and 
document dissemination functions. 

A UC application [3] that incorporates the proposed methodologies has been 
released to the public. The UC adopts a web-based UI method for exploring 
information. Furthermore, it categorizes navigated content and query results to enhance 
data visibility.  
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Abstract. CADAL (China America Digital Academic Library) is a cooperated 
project of universities and institutes in China and America. Regarding the prob-
lem that multi-discipline digital libraries are dispersed and isolated without suf-
ficient interconnection, grid technology is introduced for its advantages in 
large-area resource cooperation and sharing. This paper analyzes how design 
principles and mechanisms, applied to digital libraries, can be nested within the 
OGSA paradigm, and further improves multimedia retrieval. 

1   Introduction 

Digital library projects are developing towards a large-scale cooperation and sharing, 
while more and more multimedia files are digitized and stored in distributed physical 
nodes. Traditionally digitized data are connected by web links, and belong to different 
domains. This forms the so-called information island. And the performance of high-
level applications, like multimedia retrieval, is obstructed. Seamless and transparent 
resource organization and sharing are mostly needed. 

Meanwhile, grid emerges as an advanced technology representing “the third inter-
net revolution”, and is evolving towards an Open Grid Service Architecture (OGSA). 
Grid applications gradually extend from scientific computing to E-business, decision 
support, information retrieval, etc. This paper probes into a set of grid-aware mecha-
nisms and issues for better organization and utilization of digital library resources. 

2   Grid Architecture for CADAL 

With grid technology, we aim at integrating widespread data and computational re-
sources into super, ubiquitous and transparent aggregation. According to OGSA in-
formation service standards, we devise a hierarchical grid architecture, as Fig.1 
shows, to meet the infrastructure requirements of CADAL. 

Replica Management improves distributed data access. Reliable replica service 
provides coordinated and fault-tolerant data movement. Replica location service is 
designed to identify zero or more physical copies of the content specified by a logical 

                                                           
* This research is supported by the China-US Million Book Digital Library Project (see 

http://www.cadal.net), and the National Natural Science Foundation of China (No.60272031). 
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file name. With GridFTP protocol, file transfer service is responsible for secure and 
efficient wide area data transfer between heterogeneous storage systems. 

Virtual Organization Management mainly consists of four modules: Resource 
catalog service manages physical location information and virtual organization topol-
ogy structure on entire system scale; Multimedia database service provides data ser-
vices and corresponding resource creation factory based on Resource Description 
Framework (RDF); Semantic registry maps ontology information to low-level re-
sources; Ontology meta-information is packed as ontology service. 

heterogeneous resources layer 

Grid-oriented application toolkits layer
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Fig. 1. Grid Architecture for CADAL 

3   Grid-Aware Mechanisms for Multimedia Retrieval 

Multimedia retrieval is principal service in CADAL. Considering that fourteen mem-
ber universities in China provide respective multimedia storage and computational 
capabilities, we propose grid-aware retrieval mechanisms to address the imbalance of 
resource utilization and improve retrieval performance. 

First, CADAL grid portal is developed as the entrance for end users to use grid ser-
vices. Through grid portal, users can submit jobs, monitor the running process, and 
inquiry grid resource information. Grid portal provides facilities such as user man-
agement and accounting of grid resource usage. Besides, application descriptors, 
including lists of executable arguments, required environment variables, are organized 
in grid portal. Grid jobs are automatically created, and then submitted to the chosen 
Application Server, which is in charge of replica management, multimedia search 
engine, and application service registry. 

Computational resources are delivered by a GRB (Grid Resource Broker), which is 
realized by a Globus Toolkit installation. Based on a grid job description file and the 
current status of grid resources, GRB decides where and how to run the application 
program required by the job. 
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Abstract.  Manually annotated metadata usually contains errors from mistyp-
ing; however, correcting those metadata manually could be costly and time 
consuming. This paper proposed a framework to ease metadata correction 
processed by proposing a system that utilizes OCR and NLP techniques to 
automatically extract metadata from document image. The system firstly con-
verts images into text using OCR and then extracts metadata from OCR re-
sults. After that, the extracted metadata are compared with the data in existing 
repository to locate error entries. The error entries are then displayed to users 
whom will correct them using supporting information. Although human deci-
sion is required to correct the error manually, this step is necessary with only 
error entries. The experimental results with 3,712 thesis abstracts show that 
the proposed solution can automatically extract the relevance information 
with 91.41% accuracy. 

1   Introduction 

Like many universities that want to create an online repository of their thesis and 
dissertations, Kasetsart University faces a problem that most of its documents are 
available in paper format. To provide a short-term solution to this problem, the 
Graduate School initiated a project to digitalize the abstract of all documents by using 
the optical scanner. Unfortunately, the data in existing repository, obtained by manu-
ally annotating the document, is inconsistency, incomplete and incorrect. 

This paper offers a practical solution to ease the data correction process by utiliz-
ing optical character recognition and natural language processing techniques.  

2   Methodology 

The proposed system [1] consists of three main components: the Optical Character 
Recognition module for converting abstract images into texts, the Task-oriented 
Parser module for automatically extracting the relevant information (e.g. thesis title, 
thesis author, and Supervisor’s name) from abstract texts, and the Data Verification 
module for identifying and correcting error entries of the existing repository by using 
the extracted information. 
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The input to the system is an image of thesis abstract obtained by scanning an 
original document.  The Character Recognition Module firstly removes the noise from 
scanned images by using the state of the art techniques [1]. The system then analyses 
the image to locate the header of the abstract image and recognizes only the header of 
the image since it contains all the metadata needed to update the existing database. 
The algorithm for recognizing character images is the one described in [2]. 

After converted to text, the result is sent to the Task-oriented Parser Module to ex-
tract metadata from the text by using context-free grammar (CFG) [3] together with 
YAPPS2 (Yet Another Python Parser System) which is a LL(1) parser as a parser 
engine [4] as an internal engine. The underlying property that enables us to automati-
cally extract the relevant information from thesis abstracts is that thesis abstracts have 
a well-defined structure so that we can easily define a grammar to analyze its struc-
ture.  By using task-oriented parser together with defined grammar, the relevant in-
formation can be directly obtained from parsing results.  The extracted information is 
then used to identify human error entries of the existing repository, since information 
extracted from paper documents is more up-to-dated and accurate than human entry.  
After located all error entries, data verification module that display both extracted 
information and original image is used to ease the data correction process. 

3   Conclusion and Result 

This paper proposed a framework to ease data correction process by utilizing optical 
character recognition and natural language processing technology. The proposed system 
consists of three main components: the OCR Module for converting abstract images into 
texts, the Task-oriented Parser Module for automatically extracting the metadata from 
abstract texts, and the Data Verification Module for identifying and correcting the error 
entries of the existing repository by using the extracted information. 

The experimental results with 3,712 thesis abstracts show that the proposed solu-
tion can automatically extract the relevant information with 91.41% accuracy which 
greatly reduces the labors work of data correction process. 
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Abstract. In this paper, we present a peer-to-peer (P2P) architecture design called
PWAS to share personal Web annotations with a hybrid hierarchical P2P approach.
PWAS maintains a user-centric annotation environment in which personal anno-
tations can be flexibly shared with a reduced number of query messages.

1 Introduction

In the research areas of digital libraries, supporting annotation functionalities has been
a very interesting issue [1, 2]. Observing the rapid development of peer-to-peer (P2P)
technology, we propose a P2P annotation architecture called PWAS (Peer-to-Peer Web
Annotation System) to support user information sharing in a digital library environment.

Three major design features are addressed in PWAS. First, PWAS uses a hierarchical
architecture model to relieve the single point of failure and the hot-spot problem which
can be commonly found in many semi-P2P systems, such as Napster [3], where a cen-
tralized server is heavily employed. Second, PWAS adopts a grouping mechanism to
reduce the number of broadcasting discovery messages to prevent the flooding problem
incurred in many pure P2P systems, such as Gnutella [4]. Third, the establishment of a
PWAS environment is straightforward because of its off-the-shelf software components.

2 PWAS Architecture

Figure 1 (a) shows the hierarchical architecture in PWAS. The bottom of the hierarchy
consists of groups of PWAS peer nodes. Each peer node has a local annotation infor-
mation repository (LAIR) database to maintain the sharing information of annotations
with group and public permission control. In each group, a peer node is elected as the
leader according to its availability to form the middle layer. On the top of the hierarchy,
an annotation information provider (AIP) is designated as the global directory server to
maintain global annotation information with a global annotation information repository
(GAIR) database. AIP keeps the GAIR database synchronized with the LAIR databases
located at the leader nodes and the PWAS peers. Figure 1 (b) shows the peer node

� This work was supported in part by National Science Council of R.O.C. under grant NSC
94-2213-E-155-050.
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Fig. 1. The system architecture of PWAS

Fig. 2. The PWAS toolbar interface

architecture. Each PWAS peer consists of four components: an MSIE (Microsoft In-
ternet Explorer) annotator, a PWAS P2P manager, a LAIR database, and an annotation
database. Figure 2 shows the toolbar interface of the MSIE annotator which provides
three functions: Search, Annotate, and Option.

3 Concluding Remarks

This paper presents a P2P architecture design to share personal Web annotations. PWAS
has three distinctive features: (1) PWAS is a fully user-centric Web annotation system;
(2) the network traffic of annotation sharing is kept low due to its hierarchical structure;
(3) annotation searching and sharing is more convenient due to the P2P design. From
our experiences with the PWAS prototype, P2P annotation shows its suitableness for an
open distributed annotation environment.
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Abstract. In its tenth year, the Dublin Core Metadata Initiative has
published the “DCMI Abstract Model” (DCAM) as a syntax-independent
basis for interoperability of metadata across a diversity of technologies and
implementation platforms. Developed since 1997 in parallel with related
W3C standards, the DCAM provides a praxis-oriented model for describ-
ing resources and for carrying descriptions of multiple resources — i.e., a
Dissertation, its Author, and the author’s Institution — in exchangeable
records. The model associates properties with resources in a way designed
to facilitate the creation of mappings and the merging of metadata from a
diversity of sources into cross-domain portals and repositories. By design,
the model is also compatible with more complex and expressive ontology
languages.

Underlying the DCMI approach are several practical insights: The
first is that in our complex, multi-lingual world, it is realistic to limit
expectations for shared understanding (“semantic interoperability”) to a
pidgin-like core of generic concepts. The second is that metadata based
on complex, hierarchical schemas is difficult to re-use outside a specific
application context unless it was pre-designed to be mapped to simpler
models.

This approach to interoperability — a focus on core semantics on
the basis of a modular, generic model — is of more general use than
for describing resources with the well-known, fifteen-element “Dublin
Core.” The approach is also reflected in standards such as “SKOS Core,”
an RDF vocabulary for translating existing thesauri (and other Sim-
ple Knowledge Organization Systems) into a form usable for intelligent
processing. Sharing a model allows implementers to draw on a diver-
sity of vocabularies — DC, SKOS, and vocabularies more specialized or
application-specific — as needed, in creating “application profiles” that
reflect requirements and content-level agreements (“cataloging rules”)
within particular implementation communities. Sharing a common model
also allows different communities to maintain vocabularies which them-
selves remain small and manageable, yet when combined in application
profiles may be highly expressive.

Having achieved a stable model, DCMI is shifting the emphasis of
its activities to that reviewing real-world profiles which can be used as
good-practice examples by designers of new applications.
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Abstract. In this digital era, the mode of universal access for information 
seeking and knowledge acquisition differs greatly from the traditional ways. We 
have witnessed the exciting convergence of content, technology, and global 
collaboration in the development of digital libraries, which has offered us 
unbounded opportunities for dynamic information access and delivery.  This 
author has experienced much of the transformations from analog to digital in 
the last two decades through her own R&D activities -- from the creation of 
interactive videodiscs and multimedia CDs on the First Emperor of China’s 
terracotta warriors and horses in the 1980s and 1990s to leading a current 
international digital library project, Global Memory Net (GMNet), supported by 
the US National Science Foundation. In presenting her vision for linking world 
digital resources together for universal access, she will share with the audience 
the latest development of Global Memory Net In honor of H.R.H. Princess 
Maha Chakri Sirindhorn at the special occasion of her 50th Birthday. The 
invaluable images of H.R.H. Princess and the Royal Family, as well as some of 
the most attractive sites of Thailand, such as the Grand Palace, etc. are included 
in GMNet as a part of the rare Thai Memory.  

I am delighted and deeply honored to be at the ICADL 2005 meeting in Bangkok.  
Some of you know that I organized the First Pacific Conference on New Information 
Technology in 1986 in Bangkok, which became the first of a series of twelve 
International Conferences on New Information Technology (NIT) in different parts of 
the world from 1986 to 2001.  So, Bangkok is very special to me in that very personal 
sense. It is a great pleasure to see many friends, particularly Prof. Khunying Maenmas 
Chavalit after 20 years, and many former doctoral graduates of Simmons.  

*
Concepts and systems functionalities presented are modified from an invited talk, entitled 
“New mode of universal access: Latest development of Global Memory Net,” delivered at the 
Distinguished Seminar Series of OCLC, Dublin, OH on September 30, 2005. 
http://www.oclc.org/research/dss/. This paper follows much of the format of the Invited 
Speech given at the International Conference on Universal Digital Libraries, Hangzhou, 
China, Oct. 31-Nov. 2, 2005 [1]. The image contents shown are related to H.R.H. Princess 
Maha Chakri Sirindhorn, courtesy of the Thai Library Association, and the Royal Family, 
particularly those related to the late H.R.H. Princess Mother Somdej Phra Srinagarindra 
Boromarajajonani, and her husband, the late Prince Mahidol of Songkla. These imges are 
provided by courtesy of the Simmons College Archives. 
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Much more important than these, it is my special privilege and honor to be able to 
celebrate the 50

th

 Birthday of H.R.H Princess Maha Chakri Sirindhorn, the Patron of 
the Thai Library Association. In following the theme of this conference, 
“Implementing Strategies and Sharing Experience,” and reflecting on the role of 
digital libraries, I have chosen to share with you a part of the valuable Thai memory 
in GMNet when I introduce both the concept and systems functionalities of GMNET.  

1   Introduction 

In technological terms, it has been a long time since my PROJECT EMPEROR-I --a 
multimedia interactive videodisc project on the First Emperor of China’s famous 
terracotta warriors and horses in 1984.  At that time, PROJECT EMPEROR-I 
demonstrated that multimedia technology could change the way we seek, demand, 
and use information.  Two decades later, fueled by enormous progress in science and 
technology, we have come a very long way from the use of interactive multimedia 
technology in the workstation environment to the global networked environment… 
We are truly living in a new period of unprecedented opportunities and challenges! 
[2] So, in this digital era, we have witnessed the exciting convergence of content, 
technology, and global collaboration in the development of digital libraries [3] with 
great potential for providing universal information access.  

Thus, today’s information seekers, regardless of whether they are the general 
public, school children, or those from research and higher education communities, 
seek information for education, research, entertainment, or enrichment in very 
different ways from before.  From the information resources point of views, the old 
model of “owning” a collection has given way to “sharing,” and the new emphases 
have shifted from possessing large “physical libraries” to “virtual libraries” digitally 
distributed all over the world.  

In the last two decades, I have experienced much of these transformations up-close 
and personal through my own R&D activities – from the creation of interactive 
videodiscs and multimedia CDs in the 80s and 90s to leading a current international 
digital library project, Global Memory Net, supported by the International Digital 
Library Program of the US National Science Foundation [1, 2, 3, 4, 5].  

2   Vision for Universal Access 

During 1998~2002, I was privileged to serve as a member of the US President’s 
Information Technology Advisory Committee (PITAC), and all members were deeply 
involved in the drafting of several PITAC Reports to the President. The one related to 
digital libraries was the 2001 Report of the PITAC Digital Library Panel, entitled 
Digital Libraries: Universal Access to Human Knowledge [6].  It offers an ambitious 
vision:  

“All citizens anywhere anytime can use any Internet-connected digital 
device to search all of human knowledge. Via the Internet, they can 
access knowledge in digital collections created by traditional libraries, 
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museums, archives, universities, government agencies, specialized 
organizations, and even individuals around the world. These new 
libraries offer digital versions of traditional library, museum, and 
archive holdings, including text, documents, video, sound, and images. 
… Very-high-speed networks enable groups of digital library users to 
work collaboratively, communicate with each other about their 
findings, and use simulation environments, remote scientific 
instruments, and streaming audio and video… In this vision, no class-
room, group, or person is ever isolated from the world’s greatest 
knowledge resources.” [6]  

If we dissect this abbreviated vision statement, and compare the segments with the 
title and several themes of the ICADL 2005 Meeting, we should be clear on the 
targets for which we should be aiming. It is clearly stated in the PITAC’s vision that 
one should be able to find any information he/she needs whenever and wherever 
needed. It is a vision so much easier said than done!  It will require sustainable and 
long-term commitment of many. We should expect many obstacles on the long road 
to this “elusive” vision, as stated in the Report of the US National Science 
Foundation’s (NSF) Workshop on Research Directions for Digital Libraries, entitled 
Knowledge Lost in Information [7].    

Despite the challenges, in the US, we believe that we have made substantial 
advances in the technical area in terms of advancing capabilities, through an 
interagency program of integrated, interdisciplinary, project-oriented research 
initiatives in the last decade. Now, the convergence of content, technology, and global 
collaboration in the development of digital libraries should be a natural process. In 
this digital environment, from a content or information resources point of view, no 
one institution—no matter how large it is, or one country—no matter how abundant in 
resources, can possibly have everything. Thus, the old model of “owning” a collection 
has to give way to “sharing,” and the new emphasis has to shift from possessing large 
“physical libraries” to “virtual libraries” digitally distributed all over the world. If we 
are talking about content building on a “global” scale, then we must have global 
collaboration through global community building. Thus, our usual “user community 
building” has to be of the global scale [1,2,3,4].  

3   Components of Digital Library Research 

In 2002, I co-chaired the DELOS-NSF Working Group in Digital Imagery for 
Significant Cultural and Historical Materials [8, 9]. We presented a conceptual model 
of interdisciplinary digital library research programs with a triangular relationship 
among people, content, and technology with the center area as “Applications and 
Use”. The scope and parameters set for “users” and “use” are:  

Users: ALL citizens of the world regardless of age, ethnic group, education, social 
status, religion, etc.    
Uses: For whatever they need.  
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o Contents - All subject areas, all types of formats, all types of digital collections 
created by all types of organizations;  

o Geographical areas - All parts of the world.  

Content is the vast array of significant materials of subject areas throughout the 
world. Technologies are the enabling research and development in all related 
technical areas such as information retrieval for multimedia contents, multilingual 
retrieval, image processing, artificial intelligence, visualization, data mining, etc. In 
other words, an interdisciplinary digital library research team will develop 
empowering technologies to enhance the way people can create, disseminate and 
access the content. Research into application development, presentation and usability 
will help to focus our R&D work with specific application in mind for the purpose of 
increasing universal access.  [1]  

3   New Mode Of Universal Access and Global Memory Net 

Effective and collaborative application development in digital libraries will contribute 
to the eventual realization of the PITAC vision as articulated earlier. Thus, 
applications and use will be the centerfold of this paper.  

To address this, I would like to start by approaching information seeking and use 
of information from a more conceptual angle. When talking about information 
seeking to satisfy the users’ information needs, organizations like libraries have 
traditionally followed a linear reference model [1]:  

Fine out what one wants? [through Author, Title, Keyword, Terms, Subject, etc.] 

→ Find the book(s) or publication(s) containing the information. Use the 
keyword(s) etc. to search library card catalog; 

→ Find the book(s) or publication(s) containing the information.

Many libraries approach the use of digital resources in the same manner. In other 
words, taking Web search as an example, one determines the appropriate term(s) 
[keyword(s), subject(s), etc.], searches the Internet, goes to the located Web site(s), 
and finds the information in that navigational path. Likewise, many digital libraries 
are developed with this similar retrieval route in mind using metadata as the sole 
source of “descriptive” information.  

This traditional approach has been very effective for finding needed information 
for many years and will continue to be, provided one knows what he/she is looking 
for! Yet, in the current digital environment with the rich and diversified resources 
available, we should expand our capabilities far beyond the traditional ones. We 
should realize that “digital libraries offer unparalleled access to information for a far 
broader range of users than prior physical and organizational arrangement” [4]. In 
order to benefit from this digital environment, we need to find out whether we have a 
scalable, interoperable infrastructure that is able to bridge context, culture, and 
language, and enable us to gather, organize, utilize and share the rich information 
resources effectively. We need to change the traditional linear reference model to a 
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new one on use and usability, in which information resources actually “talk” to each 
other. It is a model which stimulates the users’ thinking and learning, redefines user 
experiences, and is geared to much widerranging and broader-based user groups. In 
this direction, “universal access” is taking on a very different meaning, while data, 
information, knowledge, users, information services and applications all have much 
more expanded and different definitions than before [4].  

3.1   Role of Global Memory Net in This New Paradigm

Now I shall shift gears to share my own experience during this period of dynamic 
technological transformations since 1983. The presentation will be quite visual, but 
for the benefit of the readers, I shall provide some summary descriptions.  

In the last two decades, I have experienced these transformations up-close and 
personal. I have created the interactive videodisc called “First Emperor of China”, in 
the early 1980s; then converted the contents of the analog videodiscs and authored the 
digital multimedia CD of the same title in the early 1990s. While busy in building up 
contents, and developing more complete descriptive information (later known as 
metadata) of the Emperor resources, I proposed the Chinese Memory Net (CMNet) 
when the US National Science Foundation (NSF) first introduced its International 
Digital Library Program (NSF/IDLP). CMNet became one of the first NSF/IDLP 
Projects. Since 2002, CMNet has expanded its scope to Global Memory Net [1].  

Although, as the name suggests, Global Memory Net (GMNet) can and should 
accommodate all types of “memories” therefore all subject areas, but in order to focus 
our developmental work, for now, GMNet is focusing on topics related to culture, 
history and heritage; and hopes to be an effective gateway to the world cultural, 
historical, and heritage image collections from academic educational and research 
partners in the world. Much of these unique collections of great value to education 
and research as well as to general public are not currently accessible due to distance, 
form, and technical barriers. GMNet is to find new ways to enable users to access and 
exploit these significant research collections via the global network. Each collaborator 
of this complimentary and synergistic group possesses experience, knowledge, 
expertise, and capability in different but related research area(s). Each contributes 
either part of its superb culture and heritage collection, or cutting-edge techniques to 
facilitate the effective retrieval of multimedia resources.  More background 
information on the conceptual framework of GMNet as well as the system structure 
and development of the recent version of GMNet can be found in Zhang and Chen 
[10], but I shall present the system functional chart in Fig. 1 to show the various 
systems functionalities of GMNet, as presented to the users as shown in Fig. 3 (the 
Home Page of GMNet).  Fig. 2 shows how the invaluable images and other 
multimedia resource of the world’s culture, history and heritage are organized, 
dynamically managed, and intuitively retrieved and delivered to the end users for their 
uses via both traditional and cutting-edge technologies.  

Figures 1-2 also show clearly that GMNet has several major components – such as 
User, Archives, About Us, News, Policies, etc., but the single most important 
component, also the most important part of any digital libraries, is “Collections,” 
images or information of which will be displayed at the center of the search screen 
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Fig. 1. System functionalities of GMNet (from Zhang & Chen [8])  

Fig. 2. GMNet’s Home Page (Verision 3.0)  
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Fig. 3. Results of  “traditional search” using one of the metadata 
fields

once they are located and retrieved.  Thus, this paper will concentrate on how GMNet 
is conceptualized and developed, in light of the new mode of universal access, to 
enable every potential user to benefit from the invaluable world’s digital image and 
multimedia resources.  

4   Global Memory Net Offers the World Instantly 

It is impossible to describe all the features of GMNet in such a short introduction. In 
the simplest way, consider GMNet an easy to use digital portal utilizing the cutting 
edge image retrieval technology to enable one to take a visual tour of any country’s 
culture, heritage, history, and world contributions, all while sitting at one’s computer. 
Here one is able to conduct “traditional” searches by choosing any field or all fields of 
the metadata - creator, title, location, time period, description, keyword, reference 
source, etc. - using the Google syntax.  To do this effectively, one must have some 
knowledge of the chosen collection, and know some of the predefined specifics of the 
contents of a chosen image collection. For this traditional approach, keyword search 
is generally the most popular one, although one also can search any other or all fields.  
At this conference, Nagatsuka and Chen show one good example of how GMNet 
offers innovative access 
to the retrieval of 
ancient Japanese Waka 
poems and tables with 
cutting-edge image re-
trieval capabilities with 
supporting contempory 
Japanese translations 
and sounds [11]. Here 
we shall demonstrate 
with Thai Memory 
images of H.R.H. 
Princess Maha Chakri 
Sirindhorn as well as 
members of the Royal 
Family, particularly 
those of the late H.R.H. 
Princess Mother Som- 
dej Phra Srinagarindra 
Boromarajajonani, and 
her husband, the late 
Prince Mahidol of 
Songkla.  

When one enters the 
Thai Memory Collec- 
tion, and knows pre- 
cisely specific topics of 
interest, he/she can 
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simply type the keyword(s) and retrieve. Such is the case of Fig. 3, when one wants to 
find H.R.H. Princess and the Thai Library Association, for example, he/she can type 
“Thai Library Association,” then three pictures will be found instantly. Then, a 
chosen picture can be enlarged, such as the one showing the US IFLA Delegation’s 
audience with H.R.H. Princess in 1999 when IFLA met in Bangkok.  

However, in most cases, one does not have any idea on what kind of images are 
available in a given image collection. This is a very important point! Thus, just like a 
library, we need to provide the users an opportunity to browse the stack, and find 
what they need and want. In this case, in GMNet, we provide our users the ability to 
“browse” what is included in a collection in the order of image organization, or to 
request the random display of images included in the collection by clicking on the 
“Random” button. This random feature is a significant one because this will provide 
the user a fast exposure to the scope of coverage as well as some of the specific 
keywords for pursuing traditional searches as stated above. Yet, what is even better is 
that once an image strikes the interest of a user, then images of similar color and 
shape can be instantly displayed by clicking on the “Similar” button. This latter 
feature utilizes the cutting edge content-based image retrieval technique, SIMPLIcity, 
developed by Prof. J. Wang of Penn State University (see Zhang and Chen [10]) [12]. 
The combination of the above mentioned capabilities permit the users to browse, 

Fig. 4. Images with both English and Thai titles are shown randomly (Circled one is the chosen 
image for further information)  
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retrieve, enjoy, and learn about a chosen subject in just seconds through multiple 
thousands of digital images accurately and effectively.   

If one does not know what kinds of images are included in the collection, how can 
one be expected to know how to retrieve by keyword and browse by title or subject?  
Thus, the GMNet’s cutting-edge content-based image retrieval technique, as shown in 
Fig. 4, can enhance both the retrievability and usability of a collection. “Random” 
search in this case has provided the user an enormous amount of information in a 
great hurry.  It shows images randomly with words in the titles which can be used in 
traditional searches.  

Once a picture of interest is chosen, as shown in Fig. 4, the user has three choices 
for asking for more information at the click of any of the three choices (Fig.5).  

• Similar -- for all the images of similar color and shape. This opens up all 
possibilities for all related images which are totally unknown to the user earlier;   

Fig. 5. Three different approaches to instantly provide more information on a chosen image 
(note the bilingual capabilities in both retrieval and display of Thai language)  
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• Larger -- for enlarging the images at multiple levels of zooming depending on 
the resolution of the image. Once the image is larger than the icon, a digital 
watermark will be shown dynamically to protect the copyright and intellectual 
property of the image creator;  

• Info -- for textual descriptive information showing all the available metadata 
fields.   

When PDF document, URL address, or sound and video are available, a user can 
retrieve these instantly. Space limitations do not permit further examples, but it is 
necessary to mention that the current Thai Memory will have additional images from 
the Simmons College Archive on H.R.H. Princess’ grant-parents, the late H.R.H. 
Princess Mother Somdej Phra Srinagarindra Boromarajajonani, and the late Prince 
Mahidol of Songkla, when she was a nursing student at Simmons.  Beautiful images 
of notable sites, like the Grand Palace, will also be included as shown in Fig. 6.  

4.1 Linking Images to 
Bibliographical Resources 

Thus, with just a few clicks, 
a user’s knowledge on a 
subject can have a quantum 
jump from total ignorance to 
knowing rather substantially 
about the subject. At this 
point, should the user wish to 
find more information, such 
as books, journals and 
additional Web resources on 
any other related topics, 
he/she can be linked instantly 
to these bibliographical and 
Web sources, such as 
OCLC’s World Cat with the 
world rich bibliographical 
resources (about 1 billion 
records) and Google. With 
these instant links, a user can 
truly and seamlessly access 
the world’s invaluable 
resources in all formats at 
their fingertips. This is also 
where the users can benefit 
from projects like the Million 
Books when both the 
quantity and quality of the 
digital resources grow!   

Fig. 6. Images on H.R.H Prince Mother and Prince  
Mahidol, and Grand Palace  
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4.2   Linking to World Digital Resources 

Since GMNet is intended to be an effective gateway to the world cultural, historical, 
and heritage image collections from academic educational and research partners in the 
world, it is important that it can link to the world digital collections for instant access 
by the users. Considering the enormous cost involved by an institution in developing 
its digital collection(s), it becomes clear to us that it is not only impossible but also 
conceptually unsound to consider purely centralized digital collections. For this 
reason, we have judiciously identified over 2300 digital collections around the world, 
and all of these are instantly searchable and linked from GMNet.  Online users are 
provided with similar search capabilities to enable them to retrieve these world digital 
resources -- images, sound, and videos -- with complete backup of textual descriptive 
information and referral to the world rich bibliographic resources, such as OCLC’s 
World Cat.  In GMNet, users also can access all collections include the World Digital 
Collections by geographical locations. Over 230 countries and geographical areas are 
also listed for instant retrieval of the available digital resources on and from those 
areas.  

It is impossible to cover all the features of GMNet, but two additional ones are worthy 
of brief mention:  

Multi-collection, multilingual and multimedia search capabilities — Currently 
users can search all the collections at once or go to each individually.  When there 
are languages other than English present in any of the collections listed, language 
search selection will be shown for Chinese, Vietnamese, Thai, Croatian and Italian 
etc.
User’s own project creation — When a user finds images of his/her choice and 
would like to keep them for whatever purposes --report writing, lecture 
presentation, showing to friends, etc. --they can create up to 3 own projects on any 
subjects for a selected time period. Upload functions also are possible for them to 
be a contributor to the system depending on the resolution of security issues.  

5   Conclusion 

The above is a quick birds’ eye view of Global Memory Net and its latest 
development. Our next steps will consider the development of a simpler system 
version to enable the involvement of more organizations in the world with lesser 
technological capabilities, the expansion of subject areas beyond the culture, history 
and heritage, etc.   

When we view our world from a global dimension, it is really much smaller than in 
the past. To be able to fully leverage the world’s rich information resources for the 
benefit of all citizens in the world, we have shown GMNet’s way to seamlessly 
integrate all types of resources together, and make the use easy and transparent to 
users. To accomplish our goals, we seek international partnerships and collaboration. 
As I traveled from country to country with a special “global” lens focused on the 
potential sharing of cultural and heritage resources in the cyberspace, I was struck  
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with the great potential for meaningful collaborative activities. GMNet has a place for 
everyone. Instead of building localized digital libraries, let us work on building up 
large-scale digital contents in multimedia format together beyond national borders, 
and let us also explore together the fertile future for distributed cross-disciplinary 
collaboration [13].  
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Abstract. Over the past decade the development of digital library activities 
within Asia Pacific has been steadily increasing. Through a meta-analysis of the 
publications and content within International Conference on Asian Digital 
Libraries (ICADL) and other major regional digital library conferences over the 
past few years, we see an increase in the level of activity in Asian digital library 
research. This reflects high continuous interest among digital library researchers 
and practitioners internationally. Digital library research in the Asia Pacific is 
uniquely positioned to help develop digital libraries of significant cultural 
heritage and indigenous knowledge and advance cross-cultural and cross-
lingual digital library research.  

1   Introduction  

The location and provision of information services has dramatically changed over the 
last ten years. There is no need to leave the home or office to locate and access infor-
mation now readily available on-line via digital gateways furnished by a wide variety 
of information providers, e.g., libraries, electronic publishers, businesses, organiza-
tions, individuals. Information access is no longer restricted to what is physically 
available in the nearest library. It is electronically accessible from a wide variety of 
globally distributed information repositories.  

Digital libraries represent a form of information technology in which social impact 
matters as much as technological advancement. It is hard to evaluate a new technol-
ogy in the absence of real users and large collections.  The best way to develop effec-
tive new technology is in multi-year large-scale research and development projects 
that use real-world electronic testbeds for actual users and aim at developing new, 
comprehensive, and user-friendly technologies for digital libraries. Typically, these 
testbed projects also examine the broad social, economic, legal, ethical, and cross-
cultural contexts and impacts of digital library research.  

2   The NSF DLI-1, DLI-2 and NSDL Programs  

2.1   DLI-1, 1994-1998  

The original Digital Library Initiative (DLI or DLI-1), sponsored by the NSF, 
DARPA, and NASA, was started in 1994. The original program announcement stated:  
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Table 1. Major (Asian) digital library research and development milestones  

1994 NSF Digital Library Initiative Phase 1 (DLI-1) 
The First Annual Conference on the Theory and Practice of 
Digital Libraries, College Station, Texas 

1995 First IEEE Advances in Digital Libraries Conference, McClean, 
Virginia 

1996 First ACM Conference on Digital Libraries, Bethesda, Maryland 
1997 First European Conference on Research and Advanced Technol-

ogy for Digital Libraries (ECDL), Pisa, Italy 
1998 The First International Conference on Asian Digital Libraries 

(ICADL 1998), Hong Kong, China 
1999 President’s Information Technology Advisory Committee 

(PITAC) Report  
NSF Digital Library Initiative Phase 2 (DLI-2) 
Institute of Museum and Library Services (IMLS) Program 
NSF National Science, Mathematics, Engineering, and Technol-
ogy Digital Library (NSDL) Program 
ICADL 1999, Taipei, Taiwan 

2000 ICADL 2000, Seoul, Korea  
2001 ICADL 2001, Bangalore, India  

First ACM/IEEE-CS Joint Conference on Digital Libraries 
(JCDL 2001), Roanoke, Virginia 

2002 ICADL 2002, Singapore  
JCDL 2002, Portland, Oregon 
China DL Conference, Beijing, China 

2003 ICADL 2003, Kuala Lumpur, Malaysia  
JCDL 2003, Houston, Texas 

2004 JCDL 2004, Tucson, Arizona 
International Conference on Digital Library, New Delhi, India 
ICADL 2004, Shanghai, China 

2005 JCDL 2005, Denver, Colorado 
ICADL 2005, Bangkok, Thailand 

 

“The Initiative’s focus is to dramatically advance the means to collect, store,  
and make it available for searching, retrieval, and processing via communica 
tion networks – all in user-friendly ways. Digital Libraries basically store ma 
terials in electronic format and manipulate large collections of those materials  
effectively. Research into digital libraries is research into network information  
systems, concentrating on how to develop the necessary infrastructure to effec 
tively mass-manipulate the information on the Net. The key technical issues  
are how to search and display desired selections from and across large  
collections.”  

After a competitive proposal solicitation and review process, six large-scale projects 
($4M per project on average) were selected. Most projects were more technical in 
nature and lead by reputable computer scientists. Each project consisted of a strong 
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team of computer, information and library science researchers, sociologists, and con-
tent specialists (http://www.dli2.nsf.gov/dlione/). The DLI projects were extremely 
successfully and had helped build an international digital library community.  

2.2   DLI-2, ITR, IMLS, and NSDL, 1999-  

The excitement of Internet-enabled IT developments and e-commerce opportunities in 
the 1990s prompted the U.S. Government to examine the role of IT research for long-
term U.S. interest. A President's Information Technology Advisory Committee 
(PITAC) was formed, which included many leading U.S. IT researchers and practi-
tioners.  Digital library research was identified as one of the successful federal re-
search programs and a target research area.   

The success of the original DLI program and the continued IT research interest as 
stated in the PITAC report allowed the NSF to continue to spearhead the development 
of the DLI Phase 2 (DLI-2) research program (http://www.dli2.nsf.gov/).  DLI-2 
funded 29 research projects, with an additional nine projects with an undergraduate 
emphasis (http://www.dli2/nsf/gov/projects.html).  

An additional 15 projects have been funded since 1999 under the Information 
Technology Research (ITR) program (http://www.dli2.nsf.gov/itrprojects.html). Some 
address language (e.g., CMU’s AVENUE project for adaptive voice translation for 
minority languages) and 3D modeling topics (e.g., Columbia’s project for modeling, 
visualizing, and analyzing historical and archaeological sites), others research topics 
in law enforcement information sharing and knowledge management (University of 
Arizona’s COPLINK agent project) and multilingual access to large spoken archives 
(Survivors of the Shoah Visual History Foundation, a $7.5M project, 20012006).  

In addition to the core DLI-2 and related ITR projects, DLI-2 also sponsors 12 in-
ternational digital library projects (http://www.dli2.nsf.gov/intl.html) involving part-
ners from the U.K. (e.g., University of Liverpool, Southampton University, King’s 
College London), Germany (University Library of Gottingen, University of Trier), 
China (Tsinghua University, National Taiwan University), Japan (National Institute 
for Informatics), and Africa (West African Research Center). Most international pro-
jects face unique logistics and collaboration challenges.  

Several U.S. agencies also began to develop digital library projects that are 
uniquely tailored to their institution’s function. For example, the Institute of Museum 
and Library Services (IMLS, http://www.imls.gov/about/index.htm), which is an 
independent federal agency that fosters leadership, innovation, and lifetime learning, 
supports a series of 130+ smaller-scale digital project grants to libraries and museums 
for research, digitization, and management of digital resources (http://www. 
imls.gov/closer/cls_po.asp), from the Brooklyn’s Children’s Museum to the Chicago 
Academy of Sciences, and from Duke University’s library to the Georgia Department 
of Archives and History.   

Another significant digital library research program was developed concurrently 
under the NSF National Science, Mathematics, Engineering, and Technology Digital 
Library Program (NSDL, http://www.nsdl.nsf.gov/indexx.html). The NSDL will 
offer, via the Internet, high-quality materials for science, mathematics, engineering, 
and technology education. It will strongly affect education at all levels, including 
preK-12, undergraduate, graduate, and life-long learning, by providing anytime, any-
where access to a rich array of authoritative and reliable interactive materials and 
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learning environments. More than 60 projects have been funded since 1998 in three 
areas: the collection track for offering contents (e.g., National Biology Digital Li-
brary, Digital Mathematics Library, Experimental Economics Digital Library), the 
service track for providing technologies and services (e.g., University of Arizona’s 
GetSmart e-learning concept map system), and the core integration track for linking 
all contents and services under a unified framework.   

3   JCDL, ECDL, and ICADL: Building an International Digital 
Library Community   

3.1   JCDL, ECDL, and ICADL, 1995-  

Digital Libraries have become far more important nationally and internationally in 
2005 than they were in 1996. Many new and significant national digital library initia-
tives have emerged. In addition, international conferences in digital library have pro-
liferated from their roots of ACM and IEEE Digital Conferences (and then the Joint 
Conference on Digital Libraries, JCDL) to the European version of ECDL (European 
Conference on Digital Libraries) and the Asian version of ICADL (International 
Conference of Asian Digital Libraries).   

The ICADL has evolved from its modest inception of about 80 participants in 
Hong Kong in 1998, to 150+ participants in Taipei, Taiwan in 1999, 300+ partici-
pants in Seoul, Korea in 2000, 600+ participants from 12 countries in Bangalore, 
India in 2001, 400+ participants from 20 countries in Singapore in 2002, 350+ par-
ticipants from 16 countries in Malaysia in 2003, and 350+ participants from 17 
countries in Shanghai, China in 2004. Even regional digital library conferences such 
as the recent First China Digital Library Conference, hosted by the National Library 
of China and held in Beijing on July 9-11, 2002, drew 450 participants from 18 
countries and 125 exhibitors. Such a high level of activity is due to the continuous 
interest among digital library researchers and practitioners internationally. This is 
also partially due to the exponential growth of information content on the Web 
around the globe, which web searchers are rapidly failing to handle successfully. 
The 8th ICADL meeting (ICADL 2005) is scheduled to be held in Bangkok, 
Thailand in December 2005.  

4   Digital Library Development in Asia Pacific: Analysis Through 
ICADL  

Over the past decade the development of digital library activities within Asia Pacific 
has been steadily increasing.  Through a meta-analysis of the publications and content 
within ICADL over the past 7 years, the countries that have contributed and partici-
pated in digital library research can be determined.  In addition, the various disci-
plines involved and the research focus of each region can be ascertained.  Other major 
regional digital library conferences held in the past few years are also discussed, 
following the ICADL analysis.  
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4.1   Country and Institution Analysis  

In August of 1998 the first ICADL was held at the University of Hong Kong.  The 
theme of the conference, “East Meets West,” emphasized to the participants the ongo-
ing exchange of ideas between researchers located in the Western and Eastern parts of 
the globe.  Researchers in 7 countries/regions of the world presented twenty-three 
papers.  Of those papers, 18 were from Asian Pacific countries such as mainland 
China, Hong Kong, Taiwan, Singapore, Korea, and New Zealand.   
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Fig. 2. Number of countries represented in ICADL  

The following year the National Taiwan University in Taipei, Taiwan hosted 
ICADL 1999.  Eighteen papers were from 5 Asian and 2 Western countries; 14 being 
directly from Asia.  In 2000, ICADL was held in Seoul, Korea where 37 papers from 
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14 countries were presented at the conference.  This conference saw an increase in 
interest by countries that were not originally associated with the conference. The 
number of Asian countries involved in this conference increased from 5 to 7. The 
fourth ICADL in 2001, held in Bangalore, India, hosted 14 countries: 9 from Asia 
Pacific, 4 from Europe, and 1 from North America, and a total of 35 papers.  Two 
newcomers from Asia, India and Thailand, were present at the conference.  The fifth 
ICADL conference was held in Singapore in 2002. ICADL 2002 saw a dramatic 
increase in paper submissions, from 35 in the previous year to 54.  In addition to the 
papers, 16 poster presentations were added to the conference’s schedule. The number 
of countries being represented also increased from 14 to 20: 12 from Asia Pacific, 7 
from Europe, and 1 from North America; Malaysia and Nepal were two of the new  
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Fig. 3. Number of institutions represented in ICADL 

Table 2. Participation summary of ICADL conferences 

ICADL 
1998 

ICADL 
1999 

ICADL 
2000 

ICADL 
2001 

ICADL 
2002 

ICADL 
2003 

ICADL 
2004 

# of Papers 23 18 37 34 54 71+ 73 
# of Papers 
from Asia  

18 14 26 25+ 31+ 53 54 

# of Countries 7 7 12 12 20 16 17 
# of Countries 
from Asia 

6 5 7 9 12 11 12 

# of Institutions 17+ 14+ 31+ 33+ 55+ 54+ 61+ 
# of Institutions 
from Asia 

12+ 10+ 21+ 22+ 23+ 39+ 44+ 

# of Academic 
Departments 
/Disciplines 

6+ 6+ 8+ 8+ 11+ 17+ 18+ 
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Asian Pacific country additions. The sixth  ICADL conference was held in Malaysia 
in 2003. Despite the fact that the Iraq war and SARS affected world travel, ICADL 
2003 still recorded 6 invited talks, 68 research paper presentations, and 15 poster 
presentations from 16 countries: 11 from Asia Pacific, 4 from Europe, and 1 from 
North America. Iran was the newest country that attended the conference. The most 
recent ICADL conference was held in Shanghai, China in 2004. ICADL 2004 fea-
tured 14 invited speakers, 59 research paper presentations and 37 posters and demon-
strations from 17 countries, with 12 from Asia Pacific. Bangladesh was a newcomer 
from Asia. The number of participant institutions grew from 54 in 2003 to 61 in 2004, 
among which 14 institutions were from China.  

Table 2 summarizes the previous seven ICADL conferences:  the number of papers 
accepted and the number of participating countries, institutions, and departments. 
Figures 1-3 illustrate the increased number of papers presented at the conferences, as 
well as the number of countries and institutions attending the conferences.  

4.2   Academic Department (Discipline) Analysis  

The digital library research and development being conducted within Asian Pacific 
countries spans many different academic departments and disciplines.  Over the past 
seven ICADL conferences there was an increase from 6+ academic departments to 
over 18 academic departments being accounted for in technical sciences such as com-
puter science and engineering, as well as within the social science domains.  The 
overwhelming majority of participants came from disciplines such as Information 
Science (Studies), Library Science, Management Information Systems, Computer 
Science, Information Engineering, System Engineering, Electrical Engineering, 
Communication and Information, Education, Anthropology, Geography, Mathemat-
ics, Linguistics, and Medical Informatics.   

Figure 4 shows the growth in the number of departments (disciplines) that have 
participated in ICADL.  

Aside from popular belief, digital library research is not restricted to those re-
searchers involved in the technical aspects and components of the system; research 
within digital libraries involves social aspects as well. From a technological  
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standpoint, digital libraries are a set of electronic resources that are built to help 
create, search, and use information.  From a sociological perspective, digital libraries 
are constructed by a community of users who use the system to better support their in-
formational needs and applications [6]. In the following sections we analyze the re-
search presented at the ICADL conferences according to these two aspects.  

4.3   Topical Analysis: Technical Aspect  

Several major technical research areas, including content building and management, 
text indexing and retrieval, document summarization and categorization, personaliza-
tion and visualization, interoperability, and multimedia information retrieval, have 
been reported in the ICADL proceedings over the past 7 years.  

Content Building and Management: Digital libraries consist of the collections of 
digitized resources as well as the links or pointers to other digital sources.  Oftentimes 
they are based on library collections that have been selected by existing library 
collections or development/archival criteria [30].  The Internet has also been classi-
fied as a (somewhat chaotic) digital library by some, where spidering or crawling 
techniques are needed in order to navigate and create unique content.  For example, 
HelpfulMed, developed at the University of Arizona, provides medical information 
not only from web pages but also from a variety of online medical databases [13].  A 
medical spider was designed specifically to collect relevant medical web pages. As a 
collection building tool, the Greenstone Digital Library Software produced by the 
New Zealand Digital Library Project has been used to build many digital library col-
lections all over the world [43].   

Text Indexing and Retrieval: Indexing is another rapidly growing topic of interest in 
digital libraries. Indexing is an important task for retrieval. However, while indexing 
research is on the rise, the ability to correctly index Asian languages such as Chinese 
and Japanese becomes challenging due to the lack of explicit word boundaries 
inherent in the language [48]. New research techniques involving the use of n-gram 
indexing and phrase-extraction algorithms within the Asian digital library community 
have been used in many research works in order to transcend the word boundary 
problem.  Yang et al. [48] compared n-gram and mutual information-based indexing 
approaches for the Chinese language and found that a mutual information algorithm 
could extract more correct Chinese phrases for indexing and retrieval.  Ong and Chen 
[25] presented a Chinese phrase extraction algorithm using an updateable PAT-tree 
and obtained a precision level of 70%.  

Document Summarization and Categorization: Summarization offers a concise 
representation of a document and reduces its overall size and complexity.  In order to 
automate the summarization of documents, text extraction research has found ways to 
take sentences from the original document and use them to form coherent summaries 
[24]. In ICADL summarization techniques have been developed for Asian languages 
such as Chinese [37, 51]. Additionally, in order to help users identify relevant 
documents from databases containing thousands of pieces of information, categoriza-
tion and clustering are often used.  Text categorization is the process of assigning 
documents to one or more predefined categories based on their content [9].  Various 
categorization techniques have been presented in previous ICADL conferences.  Heß 
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and Drobnik [18] proposed a clustering algorithm which analyzed hyperlinks of web 
pages; Jones and Mahoui [19] described a key phrase-based hierarchical categoriza-
tion approach; Chan et al. [9] applied a Support Vector Machine algorithm to docu-
ment categorization. In the recent ICADL, Geng et al. [17], studied Chinese text cate-
gorization based on a boosting classifier.  

Personalization and Visualization: End users of a system want to be able to or-
ganize the information space according to their own subjective perspectives [28]. 
Personalization provides the ability for users to create their own profiles based on 
their interests, behaviors, and activities. Chan et al. [9] described a personalized 
categorization system in which a user could define his/her own category names and 
refine the categories by providing feedback to the system. Renda and Straccia [28] 
presented a personalized collaborative digital library system where users could organ-
ize the information according to their own interest as well as exchange information 
with each other.  Information visualization is also necessary when designing a human-
computer interface to effectively explore information [49].  Several visualization 
techniques have been studied in ICADL conferences to visualize queries or docu-
ments.  Yang and Kao [49] considered a 2D presentation of hierarchical information 
structure called Core Trees.  Anderson et al. [2] designed a system which visualizes 
the frequency of query terms within a document using pie charts and found the pie 
charts view was preferred by users over a normal text view.   

Interoperability: Interoperability in digital library concerns the need for and benefits 
of integrating distributed collections and systems.  Research in this area includes 
Metadata Encoding and Transmission Standard (METS), Open Archival Information 
System (OAIS), and Open Archives Initiative (OAI) [7].  

Digital libraries typically include content and associated metadata.  These metadata 
provide a description of content, format, ownership, and security as well as links to 
other versions, source codes, viewers, and related materials [6]. Many different meta-
data proposals have been presented in ICADL conferences.  Existing common meta-
data schemas such as Dublin Core and Resource Discovery Framework (RDF) were 
widely adopted in Asian digital library projects [10, 23, 50].  The Open Archives 
Initiative (OAI) and Open Archival Information System (OAIS) are designed to 
provide a low barrier for interoperability and are beneficial to collaboration between 
communities and service providers.  Several prototype systems based on OAI 
protocol were presented in past ICADL conferences [5, 11].  Multimedia data de-
scriptions based on the MPEG-7 standard and other XML-based representations have 
also been described in various projects [20, 52].  

Multimedia Digital Libraries: The contents of a digital library can contain text files, 
images, audio, and video representations.  Because digital libraries are capable of 
containing multimedia collections, research areas involving the searching and 
browsing techniques of these content collections have increased.  In the ICADL pro-
ceedings, Cha and Chung [8] introduced a system for lecture (audio) databases; 
whereas Rowe et al. [29] described a 3D retrieval system for American ceramic ves-
sels.  Ying and Heng [53] introduced the Digital Media Gallery (DMG), a Web-based 
system that was designed for audio, video, image, and clipart retrieval.  It is worth 
mentioning that digital music libraries have attracted significant interest recently.  For 
example, Bainbridge et al. [4] evaluated different symbolic music matching strategies 
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and explored the effectiveness and efficiency of those strategies under different con-
ditions. In 2004, Li et al. [21] proposed a music theme mining algorithm and content-
based music information retrieval algorithm.  

4.4   Topical Analysis: Social Aspect  

The social aspect of digital libraries emphasizes the activities people engage in when 
they create, seek, and use information resources.  Research within this area focuses on 
user studies, usage log analysis, multicultural issues, and language-specific issues [6].  

User Studies: How end users use and respond to digital libraries is always an im-
portant concern of system designers and researchers.   User studies provide a glimpse 
into understanding the users’ behavioral patterns when seeking information.  Liew et 
al. [22] conducted an empirical evaluation to study the design of e-journals and how 
users interacted with them.  Their findings showed valuable insights for the designing 
of e-journals, such as the need for advanced interactivity as compared with their print 
antecedents.   

Usage Log Analysis: Usage log analysis is one of the latest additions to digital li-
brary research. This technique analyzes the use of terms, operators, and number of 
queries per search from usage logs in order to provide a better understanding of digi-
tal library usage, user information needs, and system effectiveness [15].  Wolfram and 
Xie [41] reported on their experience analyzing usage logs and Web-based surveys 
for end users of the BadgerLink system and drew some conclusions about the 
behavioral differences between searching and browsing. Cunningham and Mahoui 
[15] collected usage logs for two digital library systems and compared different 
searching behaviors in terms of query length, query refinement, and so on when using 
the two systems.  Fu et al. [16] investigated a hybrid method to cluster user queries by 
utilizing both the query terms and the results returned to queries.  By determining and 
clustering similar queries in query logs, their system could augment the information 
seeking process by recommending related queries to users.   

Multicultural Issues: Digital libraries can help ensure the preservation of collective 
history and cultural memorabilia [42]. In Asian digital library applications there are 
countless scenarios that involve creating and distributing locally produced infor-
mation collections. ICADL publications have included local digital libraries ranging 
from teachers preparing educational material to medicinal knowledge based on local 
plants and herbs. For example, the INFLIBNT project aimed at creating a digital 
library of theses and dissertations from India [40].  SNDT Women’s University Li-
brary in India developed content for a digital library on Women and Health in South 
Asia [26].  The Tsinghua University Architecture Digital Library developed a proto-
type system to provide rich, valuable resources for traditional Chinese architecture 
research and education [46].  Vaidya and Shrestha [39] produced a study on rural 
digital library development in Nepal and provided suggestions on technical aspects 
and cost-effective solutions for digital library development in rural Nepal.  

Asian Languages and Cross-lingual Issues: A crucial feature of Asian digital li-
braries is the ability to work in various local languages [42]. The Chinese language  
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has been widely studied for information retrieval and extraction techniques. In 
ICADL 1998, Wong and Li [44] and Yang et al. [48] both studied Chinese informa-
tion retrieval and discussed issues related to Chinese language indexing techniques. In 
ICADL 1999, Wong et al. [45] presented their method for Chinese news event 
detection and tracking, where Chinese segmentation was discussed. Ong and Chen 
[25] studied an updateable PAT-Tree approach to Chinese key phrase extraction. 
Other Asian languages studied include Japanese, Korean, and Thai. A dictionary-
based morphological analysis approach for the Japanese language was proposed by 
Ando et al. [3].  Theeramunkong et al. [38] investigated using n-gram and HMM 
approaches for Thai OCR application.  

Cross-lingual information retrieval between English and Asian languages has been 
more widely studied in ICADL conferences than in other Western digital library 
conferences. Choi et al. [14] proposed a dictionary-based method of Korean-English 
query translation. Yang and Luk [47] constructed a Chinese-English cross-lingual 
concept space by utilizing a Hopfield network.  In ICADL 2001, Sugimoto [31] pre-
sented a multilingual document browsing tool and its metadata creation carried out at 
ULIS. The application was designed for Japanese, Chinese, Korean, and Arabic 
languages. Although no query translation was involved in the project, it was the first 
project of its kind to address the multilingual applications of digital libraries. Re-
cently, in ICADL 2003, Qin et al.[27] presented an English-Chinese cross-lingual 
Web retrieval system in the business domain. Their system adopted a dictionary-
based approach that combines phrasal translation, co-occurrence analysis, and pre-and 
post-translation query expansion. Sembok et al. [32] implemented a Malay-English 
scientific terms retrieving software. Several stemming algorithms for the Malay 
language was discussed and evaluated. More recently, Zhang et al. [54] researched the 
cross-lingual information problem via ontology alignment.   

Many papers have focused on language specific applications in digital libraries. In 
addition to the ones discussed, several projects and papers were dedicated to looking 
at collections contained within local languages.  For example, Adachi [1] presented 
NACSIS-ELS, a digital library system of Japanese academic journals.  Although the 
language issue was not the focus in those projects, the experiences were valuable for 
applying digital library technologies in a multilingual world.  Zhou et al. [55] devel-
oped a Chinese medical portal, CMedPort, which integrates various techniques such 
as meta-search, cross-regional search, summarization, and categorization.  Their ex-
perience provides a good example of adopting information retrieval techniques to 
non-English languages.  

5   Other Related Conferences in Asia Pacific  

Several other conferences have been gaining worldwide attention for their efforts 

within the digital library research domain.  Chaired by Ching-chih Chen, the 12
th 

International Conference on New Information Technology was held at Tsinghua 
University, Beijing, in May, 2001 [12].  She organized twelve International Confer-
ences on New Information Technology (NIT) in various places, including Asian 
countries such as Thailand, Singapore, Hong Kong, Vietnam, and Taiwan.  This series  
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of conferences has helped to encourage international collaboration among information 
and library professionals.  

The International Conference of Digital Library—Opportunities and Challenges in 
the New Millennium, hosted by the National Library of China, was held in Beijing in 
July, 2002 [33].  The gathering promoted the development of digital libraries in China 
as well as other countries.  More than 100 papers were published in the proceedings 
with participants from more than 140 digital libraries and information institutions. The 
meeting also featured 125 exhibitors ranging from provincial libraries and museums to 
digital library hardware and software vendors   In addition, the International Symposium 
on Digital Libraries (ISDL) was held in Japan in 1995, 1997, and 1999 [34, 35, 36]. The 
symposium was hosted by the University of Library and Information Science (ULIS) in 
Japan and attracted significant Asian and international participation.   

6   Conclusions   

Digital library researchers in Asia Pacific are facing some challenges in common with 
researchers in the U.S., Europe, and other parts of the world. However, they are also 
uniquely positioned to help develop digital libraries of significant cultural heritage 
and indigenous knowledge and advance cross-cultural and cross-lingual digital library 
research.  

Digital library collections have the widest range of content and media types, rang-
ing from 3D chemical structures to tornado simulation models, from the statue of 
David to paintings by Van Gogh. A mix of text, audio, and video is common among 
digital library applications. Collection, organization, indexing, searching, and analysis 
of such diverse information content continue to create unique technical challenges.  

Unlike digital government or e-commerce applications that often generate their 
own content, digital libraries provide content management and retrieval services to 
many other content owners. The intellectual property issues (rights and fee collection) 
surrounding such diverse collections need to be carefully addressed.  

Many patrons often would like library services to be “free” or at least extremely 
affordable. Compounding the issue further is the notion of “free” Internet content. 
However, for high-quality, credible content to be accessible through digital libraries, 
cost and sustainability problems needed to be resolved. Different digital library pric-
ing models would need to be developed for different contents and services.  

The long history and diversity of the different cultures and peoples in the Asian 
Pacific region has created a fertile environment for developing digital libraries of 
cultural heritage and indigenous knowledge. Such content and knowledge could help 
promote global understanding and collaboration.   

Digital library content is often of interest to people all over the world, not just in 
one region. Many content creation and development processes also require collabora-
tion among researchers and librarians in different parts of the world. Digital library 
researchers are facing the unique challenge of creating a global service that bridges 
cultural and language barriers.  Researchers in Asia Pacific could significantly con-
tribute to research advancement in cultural and language issues of relevance to the 
region and to the digital library community as well.  
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Extended Abstract 

Digital libraries have emerged since the early 1990s, distinguished in part by their 
emphasis on useful content, helpful organization, and a range of services that include 
at least indexing, searching, and browsing. In the 5S (Streams, Structures, Spaces, 
Scenarios, and Societies) formal model for digital libraries we precisely define key 
concepts and terms, so the field can move beyond the stage of continually explaining 
basic ideas and debating definitions. Thus, we define a minimal digital library in 
terms of clear definitions for repository, metadata catalog, services, and societies, 
which in turn build upon characterizations of digital object, collection, hypertext, etc. 

The 5S approach has led to 5SL, an XML-based description language, and 
5SGraph, a graphical tool that allows digital librarians to quickly prepare a 5SL de-
scription of a digital library suited to their needs. So far, 5SGraph can draw only upon 
two metamodels (which each include precisely the set of constructs needed for a 
meaningful class of digital libraries): 1. a minimal digital library whose base layer is 
of digital objects, and 2. an archaeological digital library that includes as well both 
real-world artifacts and discipline-specific constructs such as stratigraphic diagrams. 

In this work we advance the state-of-the-art in the field by discussing the develop-
ment of a much richer, third metamodel, for a powerful digital library, which includes 
most of what is handled by typical commercial, open-source, and research prototype 
digital libraries, as well as the WWW. 

To give a solid grounding to the services part of the new metamodel, we draw upon 
our development of a taxonomy of digital library services and activities. The top level 
structure of that taxonomy and some of the key elements is as follows: 

• Infrastructure Services 
o Repository Building 

 Creational 
• acquiring, authoring, cataloging, crawling, de-

scribing, digitizing, harvesting, submitting 
 Preservational 

• conserving, converting, copying, replicating 
o Adding Value 

 annotating, classifying, clustering, evaluating, extract-
ing, indexing, linking, logging, measuring, rating, re-
viewing, surveying, training, translating, visualizing 

• Information Satisfaction Services 
o browsing, filtering, recommending, searching 
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Metadata has been widely recognized as an important issue in digital libraries in many 
aspects. This report briefly describes models and frameworks of metadata schemas 
developed through metadata-centric research projects at University of Tsukuba, which 
are a few subject gateways and a few metadata schema projects primarily based on 
Dublin Core and Web technologies.  

From the subject gateway projects, the author has learned that conventional and 
comprehensive subject vocabularies, e.g., UDC and NDC, are not always useful as a 
subject classification scheme for a subject gateway, and, on the other hand, subject 
vocabularies which are reasonably small and tailored in accordance with characteristics 
of users and application domains are useful to organize information resources and to 
create navigational user interfaces. Software tools to support development and 
maintenance of the vocabularies are crucial for the vocabularies oriented to users and 
their application domains[1][2]. 

The primary goal of the metadata schema projects is to enhance interoperability of 
metadata and metadata schemas. The author and his colleagues have been collaborating 
with the Dublin Core Metadata Initiative (DCMI) for the development of a DCMI 
metadata schema registry[3]. From the experiences in the schema registry project, we 
have proposed a simple layered model to help understand a framework of metadata 
schemas suitable in the Internet environment in order to enhance interoperability and 
reusability of metadata schemas. Metadata schema registry has potential not only to 
enhance metadata interoperability but also to support development of software tools to 
handle metadata, e.g. metadata editor and retrieval tool. We have experimentally 
developed a software generator attached to our metadata schema registry in order to 
support development of the software tools. 
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