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Preface

Welcome to the proceedings of the EUC 2005 workshops, held in conjunction
with the IFIP International Conference on Embedded and Ubiquitous Comput-
ing in Nagasaki, Japan, December 6-9, 2005.

The objective of these workshops is to extend the spectrum of the main
conference by providing a premier international forum for researchers and prac-
titioners from both industry and academia, to discuss hot topics and emerging
areas, to share recent progress and latest results, and to promote cutting-edge
research and future cooperation on embedded and ubiquitous computing.

To meet this objective, we featured five workshops:

– UISW 2005: The Second International Symposium on Ubiquitous Intelli-
gence and Smart Worlds

– NCUS 2005: IFIP International Symposium on Network-Centric Ubiquitous
Systems

– SecUbiq 2005: The First International Workshop on Security in Ubiquitous
Computing Systems

– USN 2005: The First International Workshop on RFID and Ubiquitous Sen-
sor Networks

– TAUES 2005: The International Workshop on Trusted and Autonomic Ubiq-
uitous and Embedded Systems

They address five state-of-the-art research directions in embedded and ubiq-
uitous computing:

– UISW 2005: Following ubiquitous computers, networks, information, ser-
vices, etc., is a road towards a smart world (SW) created on both cyberspaces
and real spaces. A SW is characterized mainly by ubiquitous intelligence
(UI) or computational intelligence pervasive in the physical world, filled
with ubiquitous intelligent or smart real things, that are capable of com-
puting, communicating, and behaving smartly with some intelligence. One
of the profound implications of such ubiquitous smart things is that various
kinds and levels of intelligence will exist ubiquitously in everyday objects,
environments, systems and even ourselves, and possibly be extended from
man-made to natural things. Ubicomp or percomp can be regarded as the
computing of all these intelligent/smart real things. A smart thing can be
endowed with different levels of intelligence, and may be context-aware, ac-
tive, interactive, reactive, proactive, assistive, adaptive, automated, sentient,
perceptual, cognitive, autonomic and/or thinking. Intelligent/smart things
is an emerging research field covering many disciplines. A series of grand
challenges exist to move from the ubiquitous world with universal services
of any means/place/time to the SW of trustworthy services with the right
means/place/time.



VI Preface

– NCUS 2005: Historically, ubiquitous systems have been highly engineered for
a particular task, with no spontaneous interactions among devices. Recent
advances in wireless communication and sensor/actuator technologies have
given rise to a new genre of ubiquitous systems. This new genre is character-
ized as self-organizing, critically resource constrained, and network-centric.
The fundamental change is communication: numerous small devices operat-
ing collectively, rather than as stand-alone devices, form a dynamic ambient
network that connects each device to more powerful networks and process-
ing resources. IFIP International Symposium on Network-Centric Ubiqui-
tous Systems was launched to serve as a premier international forum for
researchers and practitioners, from both industry and academia to share the
latest research results and ideas on ubiquitous networking and its applica-
tions, thereby promoting research activities in this area.

– SecUbiq 2005: Ubiquitous computing technology provides an environment
where users expect to access resources and services anytime and anywhere.
Serious security risks and problems arise because resources can now be ac-
cessed by almost anyone with a mobile device in such an open model. The
security threats exploited the weakness of protocols as well as operating
systems, and also extended to attack ubiquitous applications. The security
issues, such as authentication, access control, trust management, privacy and
anonymity etc., should be fully addressed. This workshop provided a forum
for academic and industry professionals to discuss recent progress in the area
of ubiquitous computing system security, and included studies on analysis,
models and systems, new directions, and novel applications of established
mechanisms approaching the risks and concerns associated with the utiliza-
tion and acceptance of ubiquitous computing devices and systems.

– USN 2005: In the emerging era of ubiquitous computing, networked small
embedded devices with sensing capabilities will play a key role. Small enough
to guarantee the pervasiveness in the ubiquitous world, a network of sensor
devices provides valuable information to be exploited for a great variety of
sensor applications. While there has been intensive research during the last
few years, the consideration of anywhere and anytime presence still brings
new challenges, keeping the topic of sensor networks in the center of the
ubiquitous systems investigation. At the same time, radio frequency iden-
tification (RFID) shows a great potential in market penetration to address
today’s object identification systems, and its technologies already entail a
success for the industry with some field applications across the globe. How-
ever, numerous questions about its implementation, capability, performance,
reliability, economy and integration with other technologies still remain to
be answered. The purpose of USN 2005 was to establish a discussion frame-
work on all the challenges raised from the evolution of the ubiquitous sensor
networks and RFID technologies. As a unique opportunity to obtain an in-
sight into the leading technologies of the next pervasive era, USN 2005 tried
to provide the place for discussing and exchanging ideas from both academia
and industry worldwide.
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– TAUES 2005: Embedded and ubiquitous computing is emerging rapidly as
an exciting new paradigm to provide computing and communication services
all the time, everywhere. Its systems are now pervading every aspect of life
to the point that they are hidden inside various appliances or can be worn
unobtrusively as part of clothing and jewelry. To achieve this level of invisi-
ble ubiquitous and pervasive computation and communication, we will need
to study trusted and self-managing infrastructure. As such, it is necessary to
develop new trustworthy software, selfware technologies, and self-X proper-
ties to effectively and inconspicuously manage these emerging embedded and
ubiquitous systems. Trustworthy computing, which is essential to embedded
and ubiquitous systems, addresses all issues relating to security, privacy, re-
liability, and information integrity. One of the most promising paradigms for
self-managing systems is that of autonomic computing, which is inspired by
nature and biological systems (such as the autonomic nervous system) that
have evolved to cope with the challenges of scale, complexity, heterogeneity
and unpredictability by being decentralized, embedded, context aware, adap-
tive, ubiquitous and resilient. This new era is characterized by self-X prop-
erties such as self-defining, self-configuring, self-optimizing, self-protecting
and self-healing as well as context aware and anticipatory. This workshop
brought together computer scientists, industrial engineers and researchers
to discuss and exchange experimental or theoretical results, novel designs,
work-in-progress, experience, case studies, and trend-setting ideas in the area
of trusted and autonomic ubiquitous and embedded systems.

In pursuit of excellence, a distinguished international panel of reviewers was
assembled and worked hard to review the submitted papers in a timely and
professional manner.

UISW 2005, NCUS 2005, SecUbiq 2005, and USN 2005 attracted 175, 66, 51,
and 50 papers, respectively. The Program Committees accepted 59, 24, 21, and
18 papers based on peer reviews, for acceptance rates of 34%, 36%, 41%, and
36%, respectively. TAUES 2005 consists of ten accepted papers.

In total, 132 papers were chosen for delivery and inclusion in this volume
from many submissions all over the world, with a weighted average acceptance
rate of 36%. These, we believe, are of a high standard and resulted in stimulating
discussions when presented at the forum.

Numerous people deserve appreciation and recognition for their contribution
to making EUC 2005 workshops a success:

– UISW 2005: First of all, we would like to thank the EUC 2005 Organi-
zation Committee for their support, guidance, and help. We would like to
express our special thanks to Jeneung Lee, Satoshi Itaya, Hiroyuki Yoshino,
and Youhei Tanaka for maintaining the Web system, and handling the sub-
mission and review process. In addition, we would like to give our special
thanks to local organizers at Nagasaki. Finally, we also would like to take
the opportunity to thank all the members of the Organization Committee
and Program Committee as well as the authors for paper submission and
reviewers for paper review.
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– NCUS 2005: The exciting program was the result of the hard and excellent
work of many others. We would like to express our sincere appreciation to
all authors for their valuable contributions and to all Program and Tech-
nical Committee members and external reviewers for their cooperation in
completing the program under a very tight schedule.

– SecUbiq 2005: First, we would like to thank all the authors for their hard
work in preparing submissions to the workshop. We deeply appreciate the
effort and contributions of the Program Committee members, who worked
very hard to send back their comments and to put together an exciting pro-
gram. Especially, we thank the effort of those Program Committee members
who delivered their reviews in a timely manner despite having to face very
difficult personal situations. In addition, we would like to thank the EUC
2005 Organization Committee for their support, guidance, and help for the
workshop. We would like to give our special thanks to the local organizers at
Nagasaki Institute of Applied Science and to those people who kindly helped
us prepare and organize the SecUbiq 2005 workshop.

– USN 2005: We owe a great deal of thanks to the members of the Program
Committee and the reviewers. The success of this year’s USN would not be
possible without their hard work. We are also grateful to all the members of
Steering Committee, Jongsuk Chae, Joongsoo Ma, Hao Min, Kang Shin and
Yu-Chee Tseng, for their advice and support. Finally, our many thanks to
Tomás Sánchez López of the Information and Communications University
for his great help in preparing the workshop. USN 2005 was co-sponsored
by the Mobile Multimedia Research Center (ITRC program of Ministry of
Information and Communication, Korea) and the Auto-ID Labs Korea.

– TAUES 2005: The exciting program for this conference was the result of the
hard and excellent work of many others, such as Program Co-chairs, exter-
nal reviewers, Program and Technical Committee members. We would like
to express our sincere appreciation to all authors for their valuable contri-
butions and to all Program and Technical Committee members and external
reviewers for their cooperation in completing the program under a very tight
schedule. We were also grateful to the members of the Organizing Committee
for supporting us in handling the many organizational tasks.

October 2005 Tomoya Enokido, Lu Yan
Bin Xiao, Daeyoung Kim

Yuanshun Dai, Laurence T. Yang
EUC 2005 Workshop Chairs
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Abstract. This paper proposes human activity recognition based on the actual 
semantics of the human’s current location. Since predefining the semantics of 
location is inadequate to identify human activities, we process information 
about things to automatically identify the semantics based on the concept of af-
fordance. Ontology is used to deal with the various possible representations of 
things detected by RFIDs, and a multi-class Naïve Bayesian approach is used to 
detect multiple actual semantics from the terms representing things. Our ap-
proach is suitable for automatically detecting possible activities under a variety 
of characteristics of things including polysemy and variability. Preliminary ex-
periments on manually collected datasets of things demonstrated its noise toler-
ance and ability to rapidly detect multiple actual semantics from existing things. 

1   Introduction 

Owing to the downsizing and increasing sophistication of computing appliances, the 
Ubiquitous Computing Environment proposed by Mark Weiser [22] is becoming 
reality. In the Ubiquitous Computing Environment, people will enjoy new services 
called “ubiquitous services”. The appropriate ubiquitous services are provided de-
pending on user’s activities. While traditional services are reactive and uniform for 
every user, ubiquitous services are proactive and adaptive to each user. For example, 
when a user is shopping in a food court, the system can tell him what is in his refrig-
erator and what is missing. When the user unintentionally leaves his umbrella in a 
shop or train, the system detects the omission and informs the user. One of the essen-
tial issues in achieving ubiquitous services is how to recognize human activities since 
services are provided depending on the user’s activities not his explicit requests. If 
system misjudges the activity, the user will receive useless and annoying services. 

This paper presents a method to infer human activities based on the actual seman-
tics of the human’s current location. We name it activity space. Activity spaces (AS) 
are the logically defined spaces in which the user will perform a particular activity. 
By identifying activity space at user’s current position, the system can infer the user’s 
activities. Activity space is characterized by continual creation and disappearance. For 
example, when a flea market is held at a park, a shopping AS only exists during the 
period of the flea market. Therefore, we need a way of detecting the existence of 
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activity spaces automatically. To solve this issue, we focus on “things” that compose 
activity spaces. Since things basically have the purpose of existence and affordance 
[4] that offers people to do with them, they can specify human activities. Each thing 
can be identified by a Radio Frequency Identification (RFID) tag. Since various terms 
can be used to represent the same thing, we acquire all representations by utilizing 
ontology [5]. Activity spaces are detected by employing a topic detection method 
designed for document handling because we can draw an analogy between documents 
composed by words and activity spaces composed by things. Preliminary experiments 
utilizing actual things data demonstrate the feasibility of our proposed method. 

2   Related Work 

Approaches to tackle the essential issue of human activity recognition are classified 
into two types. One is utilizing wearable sensors [14] and the other is utilizing various 
sensors attached to things in the environment. Though the former approach is appro-
priate for fundamental activities such as sitting, standing, and walking by detecting 
limb motions, it places a burden on users since they wear the devices. For the latter 
approach, some papers focused on detecting the interaction between humans and 
objects by utilizing a camera [7] or an ultrasonic sensor [11]. Unfortunately, imple-
mentation costs are very high and the approaches only work in the laboratory. Tapia 
et al. [17] developed environmental state change sensors and Fishkin et al. [3] utilized 
RFID tags. They recognize user’s activities based on sequential data of things that the 
user touches or grasps. They achieved low-cost implementation and their work are 
applicable to real world environments. However, it is difficult for them to identify the 
activities including many non-sequential interactions with various things since the 
user may perform these activities in various ways. 

Our main idea is to focus on activity spaces in identifying human activities. The 
simple approach is inference based on the predefined semantics of location such as a 
map [13] [21]. They focused more on how to identify the spatial position of users and 
less on how to specify the semantics of the spatial position because they assumed that 
the semantics of a spatial position was static. However, the effectiveness of this ap-
proach is limited since the activities that a location can offer are fixed and some loca-
tions do not specify just one activity. As for the former, the location semantics can 
change over time such as a flea market. However, these semantics are not handled at 
all in prior works. Typical examples of the latter locations are a living room at home 
or a multipurpose room. Though a living room can support various activities such as 
studying, working, eating, and playing TV games, the system cannot identify the ac-
tivities actually supported by a room since it depends on the equipment in the room. 

Our approach is to focus on the things forming the user’s immediate environment 
to identify activity spaces. Moreover, things existing in a certain space can be easily 
detected by RFID tags. They are seen as replacing the barcode in the area of logistics. 
Some companies or governments now require suppliers to attach RFID tags to every 
item. EPC Global [2] and Ubiquitous ID center [19] have proposed an ID scheme that 
makes it possible to put a unique serial number on every item. Considering this  
background, we can assume that everything will soon have its own RFID tag. This 
means that RFID tags are the most promising approach to realizing the Ubiquitous 
Computing Environment. The use of RFID tags demands the use of RFID tag readers. 
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They are located in the environment or a user carries one. From the perspective of 
hardware cost, there is tradeoff between these two methods: if the target space is large 
and the number of users is small, the former method is better, and otherwise, the latter 
is better. In this paper, we assume RFID tag readers are placed in the environment. 

3   Activity Space Detection 

This section clarifies the definition, characteristics, and technical issues of an activity 
space. It then describes the proposed approach based on ontology and multi-class 
Naïve Bayes for automatic detection of activity spaces. 

3.1   Activity Space: Definition, Characteristics, and Technical Issues 

An activity space is a logically defined space that affords the user some particular 
activity. Examples are “shopping AS” such as supermarkets, flea markets, and stalls 
are where users buy commodities. “Eating AS” such as a dining room at home, res-
taurants, and cafeterias are where we eat and drink. “User’s own domains AS” such 
as the user’s own room in their house and the user’s desk at the office are where the 
user keeps his/her possessions. Activity spaces are not simply spaces defined in terms 
of X-Y-Z coordinates with no regard for semantics; activity spaces are inherently 
associated with semantics. Activity space is a subconcept of place. With regard to 
place, Tuan [18] mentioned that “place is space infused with human meaning”, and 
Curry [1] mentioned the several ways in which places are created: naming, categoriz-
ing, making a symbol, telling stories, and performing activities. In his categorization, 
an activity space is a place of performing activities with particular objects. 

Activity spaces have the following characteristics. 

Dynamics of existence: Activity spaces are dynamically generated, move, and disap-
pear. For example, “a shopping AS” such as a flea market is dynamically gener-
ated, moves, and disappears in parks or squares depending on the action of the 
booth owners. “An eating AS” can be dynamically generated by preparing a meal 
and disappears after the meal. Each activity space has a different period of exis-
tence. Some activity spaces, such as a bedroom in a house, can exist for long peri-
ods. On the other hand, the activity spaces such as an eating activity space or a 
flea market exist for short periods. This characteristic raises a technical issue: the 
transient activity spaces cannot be identified by using spatial maps. 

Spatial relationships: Several Activity Spaces can exist at the same spatial position. 
For example, while a living room is designed to enable people to get together for 
meeting or chatting with a family or friends, people do several other activities such 
as eating and working in a living room. Therefore, there are spatial relationships 
among activity spaces such as inclusion, overlap, and adjacency. This characteristic 
raises the fact that multiple activity spaces can occupy the same spatial position. 

Therefore, a key technical issue on activity space is multiple activity space detection. 

3.2   Thing-Oriented Activity Spaces Detection and Its Difficulties 

People can generally recognize an activity space simply by “looking at” it. For exam-
ple, if people look at a kitchen in a house, they can recognize it as a cooking AS. The 
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reason is affordance as introduced by Gibson [4]. Affordance is what things offer 
people to do with them. Affordance enables you to recognize what actions you can do 
with a thing by just looking at it. For example, a knife offers the function of cutting to 
people and they can recognize that a knife can be used to cut objects by just looking at 
the knife. By extending affordance, we believe that a set of things also affords particu-
lar activities to people. Therefore, we focus on sets of things to identify activity 
spaces. However, identifying activity spaces from a set of things suffers from several 
difficulties. We listed them based on the characteristics of things. 

Massiveness: People are surrounded by a huge number of things. While some of 
them are effective in identifying the activity space, others such as lamp and trash 
are useless; eliminating the ineffective things is very difficult [P1-1]. 

Mobility: Things can be moved by several causes. The things that are moved due to 
the user’s intention such as food or dishes for preparing meals are important in 
identifying the activity space. However, other things that move such as the user’s 
clothing are useless; it is necessary to suppress the noise [P1-2]. 

Polysemy: Everything has multiple representations. For example, the thing pencil has 
the meaning of a writing tool and stationery, and at the store, it has the meaning of 
a commercial goods. Thus, how to represent things is difficult [P2]. 

Variability: The things that form the same kind of the activity space are different in 
each activity space. For example, the cooking ASs of different houses have dif-
ferent things. This implies the manual creation of detection rules is extremely 
difficult [P3]. Furthermore, even if some learning approaches are utilized to 
automatically extract inference rules, the system cannot deal with unlearned 
things [P4]. 

While the above difficulties arise from the characteristics of things, other problems 
arise from the use of RFIDs: RFID tag detection is not completely reliable because of 
collision and differences in the interval of ID transmission. 

3.3   Ontology and PMM for Detecting Activity Spaces from Things 

To solve P2 and P4, we utilize ontology that defines explicit formal specifications of 
terms and the relations among them. As for P1-1, P1-2, P3, and the technical issue of 
multiple activity spaces detection, we employ the parametric mixture model (PMM) 
[20], a text classification method, because we draw an analogy between documents 
composed by words and activity spaces composed by things. 

The proposed system consists of four processes: preprocess, represent, learn, and 
classify. In the preprocess stage, the system aggregates detected RFID tags and ex-
tracts distinct things. For example, the system extracts only things that appeared re-
cently to detect newly generated activity spaces. In the represent stage, the system 
acquires terms that represent each thing. We acquire the attribute information of each 
detected thing from Physical Markup Language servers (PML servers) [12] of EPC 
Global. Utilizing the information, all terms representing the things are acquired 
through ontology. At the learn stage, the probability of a thing being in an activity 
space is specified by utilizing the terms and supervised activity space data. In the 
classify stage, the system uses PMM to classify a set of terms into activity spaces. 
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3.3.1   Ontology to Manage Representations 
Ontology has a long history in philosophy as it refers to the subject of existence. One 
definition of ontology involves the specification of terms in each domain and the 
relations among them. Ontology sets “basic concept” that represent underlying con-
cept such as pencil and “role concept” that represent the role that a thing plays in a 
particular domain such as product. In addition, it also sets “is-a relation” to represent 
the sub concept between two terms. For example, “A pen is-a writing tool” means a 
pen is a sub concept of a writing tool [8][9][10]. Utilizing these concepts and relations 
makes it possible to acquire all terms related to a thing by tracing relations. The low-
est terms in each concept are preliminarily linked to the ID of each thing in PML. 
Among all terms related to a thing, it is necessary to identify the appropriate term for 
the thing to identify activity spaces. Since it is difficult to identify proper terms and 
the appropriate level in a hierarchy based on is-a relation, we manually choose the 
appropriate concept instead of the appropriate terms. For example, basic concept is 
selected for a working AS, and role concept is selected for a shopping AS. This ap-
proach, however, leaves unanswered how to select the proper abstraction level in the 
is-a relation; this is solved in the next section. To solve P4, we transform the terms 
that have not been learned into the terms that have been learned by utilizing is-a rela-
tions. For example, if the thing eraser has not been learned but the thing pencil has, 
we can treat both as stationery, which has already been learned. 

3.3.2   Activity Space Identification Via Topic Detection 
Many schemes for tackling the identification of the topics of documents or web con-
tents have been proposed. The characteristics of their target are very similar to those 
of our objective: a document consists of a set of words that includes noise such as 
stop words [15], each document on the same topic consists of different words, but 
people can identify the topic of a document at a glance. Among the many approaches 
proposed for topic detection, most assume that a document has only one topic; the 
parametric mixture model (PMM), however, allows one document to have multiple 
topics. It employs a probabilistic approach which is efficient and robust against noise; 
it offers the highest accuracy in detecting multiple topics [20]. Since it is highly likely 
that multiple activity spaces will be detected from one set of things, we employ PMM. 

PMM extends Naïve Bayes [6] to provide multi-topic detection. PMM assumes 
that a multi-topic document is composed of a mixture of words typical of each topic. 
Based on this assumption, a multi-topic document can be represented as the linear 
summation of the word occurrence probability vector of each topic as shown in Eq. 
(1). Here, p(ti|cl) is calculated using MAP estimation. By replacing (words, topics) 
with (things, activity spaces), we can use Eq. (1) to detect multiple activity spaces. 
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To select the appropriate abstraction level of an is-a relation, conditional probability 
p(thing | activity space) is learned utilizing the lists of things at each abstraction level. 
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PMM then acquires the classification accuracy of activity spaces though the learned 
conditional probability. Finally, the abstraction level with the highest classification 
accuracy is employed to classify a test set of things. 

4   Preliminary Experiment 

Before doing experiments in an actual environment, we did preliminary experiments 
using actual data that was manually collected. We evaluate the feasibility of the pro-
posed method for activity space detection under the difficulties posed by P1-1, P2, P3, 
and P4 while P1-2 and the difficulties created by the RFIDs was left for the experi-
ments in actual environments. We did two experiments: exp.1), the detection of fre-
quently changing activity spaces to address P2, P3, and P4, and exp.2), the detection 
of an activity space that contains a large number of things to address P1-1. In exp.1, 
we focused on a table in a living room since it can support several activities as de-
scribed in 3.1. Since a meeting AS always exists, we detect three activity spaces: just 
a meeting AS, a meeting AS and a working AS, and a meeting AS and an eating AS. 
We assume that RFID tag readers are put on the table and detect things on or near the 
table. Though activity spaces on a table in a living room frequently change, the things 
on it are relatively few (94 things, 26 kinds). In exp.2 we focused on a room in a 
home since each room has many things (836 things, 472 kinds). We detect four types 
of activity spaces: a living room (a meeting AS), a kitchen (a cooking AS), a bath 
room (a bathing AS), and a study room (a working AS). We assume that each room 
has several RFID tag readers. We use F-measure to evaluate the accuracy of activity 
space detection. The F-measure is defined as the harmonic mean of precision and 
recall and is widely used in the information retrieval field. 

4.1   Input Data to Detect Activity Spaces 

First of all, we need to acquire the data of real world things that includes actual noise. 
As for exp.1, we manually identified all things on a table of a typical Japanese home. 
Although PMM must know of the things of each activity space to learn the condi-
tional probability, a meeting AS always exists when a working AS or a meeting AS 
exists. Therefore, we eliminate the data of things that indicate just a meeting AS from 
those  of an eating AS or a working AS. Fig. 1 (a) shows the things of each AS. As for  

6 dishes, 2 chopsticks, 2 table spoons, 2 mugs, 2 table linensEating place (Breakfast)

6 dishes, 2 chopsticks, 2 forks, 2 table knives, 2 glasses, 2 table linensEating place (Lunch)

2 ballpoints, 4 highlighters, 1 commonplace book, 1 digital computer, 1 
power code, 1 mouse, 7 files

Working place

6 dishes, 2 chopsticks, 2 forks, 2 table knives,       2 glasses, 2 beer cans, 2 
table linens

Eating place (Dinner)

1 dining table, 4 chairs, 4 cushions, 4 newspapers, 1 vase, 1 jotter, 5 window 
envelops, 5 ballpoints, 1 in-basket, 1 wastepaper basket, 2 coasters

Living place

ThingsActivity Space

6 dishes, 2 chopsticks, 2 table spoons, 2 mugs, 2 table linensEating place (Breakfast)

6 dishes, 2 chopsticks, 2 forks, 2 table knives, 2 glasses, 2 table linensEating place (Lunch)

2 ballpoints, 4 highlighters, 1 commonplace book, 1 digital computer, 1 
power code, 1 mouse, 7 files

Working place

6 dishes, 2 chopsticks, 2 forks, 2 table knives,       2 glasses, 2 beer cans, 2 
table linens

Eating place (Dinner)

1 dining table, 4 chairs, 4 cushions, 4 newspapers, 1 vase, 1 jotter, 5 window 
envelops, 5 ballpoints, 1 in-basket, 1 wastepaper basket, 2 coasters

Living place

ThingsActivity Space(a)

 

Fig. 1. (a): Things of each activity space for exp.1. (b), (c): Pictures used to identify things in 
an actual office desk for exp.2. 
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exp.2, we used the things in an actual Korean family’s house as collected by the Na-
tional Museum of Ethnology [16]. Since the house did not have a study room, we 
manually identified all things in and on an office desk from photos taken at various 
angles (Fig. 1 (b) (c)) 

To represent the data of things in abstract terms, we surveyed existing ontology bases 
in terms of the number of vocabularies, abstract terms, and hierarchy and the structure 
of conceptualization. In this survey, we decided to employ WordNet [23]. We set “arti-
fact” in WordNet as abstraction level 1, the most abstract term, and acquired terms on 
abstraction levels 2 to 6 by utilizing the is-a relations provided by WordNet. Instead of 
utilizing PML, we manually set the terms of abstraction level 6 representing each thing. 
We then added noise to the abstraction data sets with noise ratios of 0%, 25%, and 50%. 
In detail, we added the things of another activity space to reflect the presence of things 
not related to the activity space. In addition, we randomly eliminated some things from 
the data sets to reflect RFID detection error and the presence of things without an RFID 
tag. By randomly adding noise, we created 1000 data sets for each activity space. To 
include unlearnt things in test data for evaluating P4, we used eating ASs (breakfast) as 
learning data and those of lunch and dinner as test data in exp.1. 

4.2   Results 

Table 1 shows the F-measure in exp.1. The proposed method successfully detected a 
meeting AS and an eating AS with a high degree of accuracy, while that of a working 
AS was not high. This result indicates that a meeting AS and an eating AS have the 
particular things that clearly identify the activity space while a working AS does not. 
In detail, while the multiple activity spaces of working and living can be successfully 
detected, the single activity space of living is classified as the multiple activity spaces 
of working and living. This is because a meeting AS has some characteristic things of 
such as ballpoints and jotters. This result also demonstrates the noise tolerance of the 
proposed method since the accuracy of activity space detection did not drop as the 
noise ratio was raised. Furthermore, the accuracy of working AS detection increased 
with the abstraction level. By raising the abstraction level, the number of kinds of 
terms decreased: 1 kind in level 1 and 34 kinds in level 6. This means that the infor-
mation amount decreased and the accuracy of activity space detection generally falls. 
Ontology can provide an explanation: each activity space has many kinds but a few 
discriminative terms; the use of ontology raised the abstraction level which trans-
formed them into fewer kinds with a larger number of discriminative terms. This 
demonstrates that ontology can raise the accuracy of activity space detection. Note 
that it makes sense that the F-measure of level 1 is 0 in most activity spaces since the 
term of abstraction level 1 is just “Artifact”. As for unlearnt things, we did not learn 
forks, table knives, and glasses. WordNet transformed forks, table knives, and table-
spoons into cutlery in level 5. Glasses and mugs, which were known were trans-
formed into container in level 3. Therefore, ontology could utilize unlearnt things for 
activity space detection by raising the abstraction level. 

Table 3 shows the F-measure of each activity space in exp.2; the results also dem-
onstrate the feasibility of the proposed method. Table 2 shows the processing time 
needed for assessing 4000 sets of things data and the number of kinds of terms in each 
abstraction level. This demonstrates that the proposed method can rapidly handle 
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large sets of things and that increasing the abstraction level makes it possible to re-
duce the processing time. Furthermore, though 472 kinds of things were aggregated 
into 17 kinds in abstraction level 2, the F-measure of each activity space did not drop, 
which obviously demonstrates the effectiveness of ontology. 

Table 1. F-measure of detecting each activi-
ty space in exp.1 

Meeting AS

noise ratio Level1 Level2 Level3 Level4 Level5 Level6

0% 100.0% 100.0% 100.0% 100.0% 100.0% 100.0%

25% 100.0% 99.9% 100.0% 100.0% 100.0% 100.0%

50% 100.0% 98.3% 100.0% 100.0% 100.0% 100.0%

Meeting AS and Eating AS

noise ratio Level1 Level2 Level3 Level4 Level5 Level6

0% 0.0% 100.0% 100.0% 100.0% 100.0% 100.0%

25% 0.0% 100.0% 100.0% 100.0% 100.0% 100.0%

50% 0.0% 100.0% 100.0% 100.0% 99.8% 100.0%

Meeting AS and Working AS

noise ratio Level1 Level2 Level3 Level4 Level5 Level6

0% 0.0% 100.0% 100.0% 100.0% 100.0% 100.0%

25% 0.0% 75.9% 93.5% 94.2% 96.4% 90.5%

50% 0.0% 62.9% 81.0% 79.3% 86.1% 78.0%  

Table 2. Processing time for estimating 
4000 data sets and the No. of kinds of terms 

level1 level2 level3 level4 level5 level6

No. of kinds of terms 1 17 48 149 421 472

time for estimation (sec) 37 55 100 227 526 570  

Table 3. F-measure of detecting each activity 
space in exp.2 

Bathing AS

noise ratio Level1 Level2 Level3 Level4 Level5 Level6

0% 0% 100.0% 100.0% 100.0% 100.0% 100.0%

25% 0% 97.1% 95.6% 99.8% 98.9% 100.0%

50% 0% 86.6% 92.2% 99.4% 97.8% 100.0%

Cooking AS

noise ratio Level1 Level2 Level3 Level4 Level5 Level6

0% 40% 100.0% 100.0% 100.0% 100.0% 100.0%

25% 40% 91.1% 96.5% 98.7% 99.4% 100.0%

50% 40% 82.5% 92.5% 97.6% 96.9% 100.0%

Meeting AS

noise ratio Level1 Level2 Level3 Level4 Level5 Level6

0% 100% 100.0% 100.0% 100.0% 100.0% 100.0%

25% 100% 94.6% 97.2% 98.1% 98.8% 100.0%

50% 100% 89.9% 94.0% 97.5% 97.7% 100.0%

Working AS

noise ratio Level1 Level2 Level3 Level4 Level5 Level6

0% 0% 100.0% 100.0% 100.0% 100.0% 100.0%

25% 0% 90.6% 97.5% 99.3% 99.4% 100.0%

50% 0% 83.9% 95.1% 98.4% 97.4% 100.0%  

5   Discussion 

The preliminary experiments described above evaluated the proposed method using 
actual but manually collected sets of things. Though the findings of these experiments 
are meaningful and interesting, some problems remain to be evaluated. 

Mobility of things: Noise data derived from this characteristic are not included in the 
manually collected sets. To evaluate it, we need to establish an environment where 
each thing has an RFID tag and gather the data of RFID tag detection over time. 

Human activity inference based on activity spaces: We need to evaluate the accu-
racy of inferring the user’s situation from the activity spaces. To do this, we can 
compare the activity inferred from activity spaces with actual user activity ac-
quired by asking the user what s/he is doing in the environment. 

Furthermore, we need to consider the following issues. 

Target activity spaces: Activity spaces need to be expanded and refined. As for 
expansion, we need to acquire as many activity spaces as there are human activi-
ties. As for refinement, we need to classify each activity space into more refined 
activity space. For example, a meeting AS has sub-concepts of a director’s meet-
ing AS and a group meeting AS. Ontology would be helpful in achieving this. 
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Concepts of ontology: WordNet defines only the basic concepts of terms. Though it 
is useful to identify many activity spaces, other activity spaces such as selling 
space are difficult to identify. Since no existing ontology base defines role concept 
such as product, we need to build the ontology of role concept. 

PMM for activity space detection: Since PMM is designed for identifying a topic 
from a large amount of words, it is difficult to identify the few important things. 
For example, takeout food consists of few things but important in identifying an 
eating AS. This issue can be solved by adding weight to thing in preprocessing. 

Human activity inference in multiple activity spaces: When multiple activity 
spaces overlap, the system needs to choose some of them to identify user activity. 
One approach is identifying the activity space generated most recently since a user 
intentionally moves things to perform a particular action such as preparing meal. 
Another approach is identifying the thing that the user is interacting with and 
specifying the activity space with the highest conditional probability. 

6   Conclusion 

This paper proposed a novel approach to recognize human activities based on activity 
spaces, the spaces that afford humans particular activities. Activity spaces are identi-
fied through the things that exist there based on the concept of affordance. We utilize 
ontology to specify terms representing things and the parametric mixture model to 
identify activity spaces from the terms. Since activity spaces represent the “actual” 
semantics of position, activity spaces infer human activities more precisely than con-
ventional approaches based on just location; moreover, this approach is more feasible 
than those based on just what the user is interacting with. Preliminary experiments 
demonstrated the noise tolerance, high accuracy of activity space detection, and the 
ability to rapidly handle large amounts of data. Though we focused on human activi-
ties with things, other activities that are independent of things remain to be recog-
nized. Such activities may depend on other entities such as human or time context and 
in that case, our approach based on ontology and topic detection may be applicable. 
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Abstract. Smart spaces are open complex computing systems, consisting of a 
large variety of cooperative smart things. Central to building smart spaces is the 
support for sophisticated coordination among diverse smart things collaborating 
to accomplish specified tasks. Multi-agent systems are often used as the soft-
ware infrastructures to address the coordination in smart spaces. However, since 
agents in smart spaces are dynamic, resource-bounded and have complicated 
service dependencies, current approaches to coordination in multi-agent sys-
tems encounter new challenges when applied in smart spaces. In this paper, we 
present Baton, a service management system to explicitly resolve the particular 
issues stemming from smart spaces while coordinating agents (delegating smart 
things in smart spaces). Baton is designed as a complement to coordination ap-
proaches in multi-agent systems with a focus on mechanisms for service dis-
covery, service composition, request arbitration and dependency maintenance. 
Baton has been now deployed in our own smart spaces to achieve better coordi-
nation for smart things. 

1   Introduction 

Smart Spaces [1] are typically open, distributed, heterogeneous and dynamic computing 
systems, which can be conceived as cooperating ensembles of a great variety of smart 
things, striving to achieve different missions. Accordingly, when building smart spaces, 
a fundamental aspect should be to support sophisticated coordination among diverse 
smart things working together towards accomplishing specified tasks. Many research 
projects have adopted multi-agent systems to enforce the coordination in smart spaces 
[2][3][4], where smart things are delegated by Agents, who provide services and con-
sume services, and are coordinated in terms of service dependencies. However, existing 
coordination mechanisms of multi-agent systems need to be enhanced to cope with the 
particular situations when coordinating smart things in smart spaces [5]. 

1) Smart spaces are open and dynamic environments, where smart things (i.e. a smart 
phone) may enter or leave at will. Along with the smart things’ appearance or ab-
sence, services provided by them are dynamically available or disappearing in a 
smart space, making the service consumers experience discontinuous services and 
thus tampering with the consumers’ tasks. As a result, coordination in smart spaces 
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needs to continuously maintain the service dependencies among smart things in 
spite of variations of service providers. 

2) Smart things in smart spaces are resource-bounded since they are integrated with 
physical environments where physical resources are limited in number and have 
many physical constraints. So when there are more requests than a service provider 
can handle, for example, a video player, an email notifier and a file controller si-
multaneously require to use the only wall-sized display of a smart space, service 
request collisions will be incurred. Therefore, coordination in smart spaces should 
try to resolve request collisions and ensure that each consumer can get its deserved 
services so as to satisfy its service dependencies. 

3) Besides the simple case in which a requested service can be directly provided by a 
single smart thing, smart spaces often encounter more complex situations where the 
requested service has to be fulfilled through the orchestration of multiple smart 
things conforming to certain control logic. A typical scenario is that a user may 
submit a PPT-Display service requirement, which must be satisfied by cooperating 
at least a File Reader and a Projector, or more considerately, a lamp controller (to 
dim the light for better vision) , a laser pointer (to control the PPT files) and so on. 
Consequently, to form new high-level services, coordination in smart spaces needs 
to comply with some coordination rules in addition to simple service dependencies. 

Some of the existing multi-agent systems [13] perform agent coordination by 
means of high-level agent communication language and conversation protocols, such 
as FIPA ACL and KQML, which assumes that the interaction patterns are established 
in a priori and thus doesn’t appropriately support the notion of openness and dynamic-
ity [6]. OAA [2] provides a loose-coupling framework to accommodate dynamic 
agents and utilizes a “delegating computing” notion to coordinate agents, but doesn’t 
deeply consider the problem of service request collisions. Metaglue [3] enforce its 
agent coordination with the assistance of a dedicated resource management system, 
called Rascal. Rascal [7] deals with many of the issues pertinent to smart spaces when 
coordinating agents, such as resolving request collisions, however, it doesn’t take 
many considerations on composing several services to fulfill a potential request [12], 
which are common cases in smart spaces and doesn’t pay much attention to maintain-
ing service dependencies when agents join or leave smart spaces.     

In this paper, we present Baton, a service management system to explicitly address 
the particular issues in smart spaces. Baton can be regarded as a complement to coor-
dination approaches of multi-agent systems with a focus on mechanisms for service 
discovery, service composition, request arbitration and dependency maintenance. 
Baton is implemented on Smart Platform [4], which is a multi-agent system designed 
as the software infrastructure for our own smart spaces (Smart Classroom [8] and 
Smart Meeting Room [9]), where agents are loose-coupled and interact in a black-
board pattern.  

The remainder of this paper is organized as follows: section 2 first defines some 
basic concepts, then presents an overview of the structure of Baton, and gives a de-
tailed description of its two major components, Knowledge Base and Service Broker, 
which play key roles in addressing the particular issues when coordinating agents in 
smart spaces. Section 3 concludes the whole paper and discusses our future work.  
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2   Architecture of Baton 

2.1   Basic Concepts 

Before detailed introduction of Baton, we’d like to clarify several concepts relating to 
our work.  

1. Agents. Agents are basic functional units in smart spaces, who provide services 
and in the meanwhile, consume services. Note that all the smart things are encap-
sulated as agents in our smart spaces. We assume that agents in smart spaces are 
trusted and friendly -- they can honestly express their service needs and capabili-
ties, and release the services when they have finished their jobs or when some oth-
ers need those services badly.   

2. Services. Services are well defined functionalities provided by smart things, dele-
gating by agents. An agent can provide one or more services, and a service may be 
provided by a number of agents. For example, a smart mirror may provide face 
recognition service and experience capture service, while a controlling service can 
be provided by a laser pointer or a speech recognizer. Services are the interfaces 
through which agents interact and cooperate with one another.  

3. Atomic Service and Composite Service. An atomic service can be provided by a 
single agent, while a composite service has to be fulfilled through the teamwork of 
multiple agents. For example, in an automated office [14], a message notification 
service needs to be accomplished by at least a message receiving agent, a user loca-
tion detection agent and a text or speech output agent.  

2.2   Structure  

The architecture of Baton is shown in Figure 1. Each of the smart spaces needs to run 
an instance of this architecture so as to perform its service management.   

 

Fig. 1. Architecture of Baton 
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Baton consists of five components, which are Knowledge Base, Service Broker, 
Request Analyzer, Service Monitor and Service Adaptor.  For the sake of efficiency, 
each of these components is encapsulated as a single agent, distributed among differ-
ent devices and cooperating to fulfill the tasks of Baton. 

Knowledge Base stores all the information about the services registered by agents, 
and performs the service-request matching. Service Broker is the core part of Baton, 
and takes charge of choosing the most suited services, deciding who should get the 
requested service when service request collision happens and constructing composite 
services. In fact, Service Broker (enveloped by dashed lines) may be extended to 
several distributed federated cooperating Service Brokers when the smart spaces be-
come larger or there are more services. Request Analyzer translates the service re-
quests into internal representations that can be parsed by Service Broker. Service 
Adaptor here is responsible for maintaining the service dependencies among agents in 
case of changes, and mainly considers two situations: (1) if a previous service request 
hasn’t been satisfied, then once the desired service appears in the system, Service 
Adaptor will help to establish this service dependency; (2) if a service consumer loses 
its service while it is being served, Service Adaptor will try to find another substitute 
to continue this service. Service Monitor monitors and collects the service information 
in a real-time fashion. We are now extending Service Monitor from a component in 
Baton to a visualized tool, through which we can see clearly what kinds of services 
are active in a smart space, what they can do, and what status they are in.  

In the following sections, we will give a further discussion on the two major com-
ponents of Baton, the Knowledge Base and the Service Broker. 

2.3   The Knowledge Base 

Knowledge Base contains the information of both atomic services and composite ser-
vices, and thus is the basis on which Baton makes all its decisions when coordinating 
agents. Atomic service information comes from the service descriptions submitted by 
agents when they first participate in a smart space, and is updated by agents themselves 
when change occurs in their lives. While composite service information is the knowl-
edge about how to construct a composite service, which may include what atomic ser-
vices are needed and what their logical relationship is to form this composite service.  

Service Descriptions. We have recognized that the descriptions of services should 
mainly cover the following two aspects: 

1) Inherent information. Inherent information describes the inherent features of a 
service, including service name, attributes and values, maximum capacity, pro-
vider, and service dependencies, which specify what other services are needed to 
provide this service, for example, the Speaker Recognition agent in Smart Class-
room [8] often depends on the aid of the User Profile agent to correctly recognize 
the speaker. Inherent information also includes the interface information, which 
specifies how the service should be accessed and interacted with. With the purpose 
of achieving the automatic service invocation and interoperation, we utilize OWL-
S [15] as the description language to describe the inherent information of a service.  

2) Dynamic information. Dynamic information reflects the runtime states of a ser-
vice, which describes to what extent the service has been used and how many of its 
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service dependencies have been satisfied. A service can be free, reserved, busy or 
busy reserved, its dependencies can be satisfied, unsatisfied or satisfying, and its 
current available capacity varies with its workload. Dynamic information is initial-
ized as free, unsatisfied and maximum capacity, and is dynamically updated by the 
service provider in case of changes. Since OWL-S doesn’t take many considera-
tions on the runtime status of a service, we use XML language to describe the dy-
namic information to supplement the description of a service. Baton keeps track of 
the services by examining the descriptions of their dynamic information, which re-
veal every detail of the services in their whole lives. 

Knowledge Representation for Composite Services. To accurately express the 
complicated relations among atomic services cooperating to perform different 
composite services, we borrow the idea of ConcurTaskTrees [10] to model a 
composite service. The tree-like structure with relational operators proposed by 
ConcurTaskTrees guarantees the integrity and clarity of the specifications of a wide 
variety of composite services. The nodes and relational operators used in the model of 
our composite service trees are defined as follows:  

1) CS. CS delegates a composite service to be constructed, which can be a root node 
or an internal node of a composite service tree. 

2) AS. AS is an atomic service, always being a leaf node of a composite service tree.   
3) The operators describing the temporal relationships of the services are only applied 

to those on the same level of a composite service tree. In view of the current smart 
spaces,  we only define four operators: 

• S1 >> S2: Service S2 is activated when S1 terminates. For example, in Figure 2(a), 
as with a PPT-Display service, the projecting service only makes sense after the 
File-access service finishes. 

• S1 []>> S2: When service S1 terminates, it provides some values for S2 besides 
activating it. A typical example is shown in Figure 2(b), a Bitmap-to-PPT trans-
formation service can be performed by a Bitmap-to-x service first, and then an x-
to-PPT service. Here x can be any transitional format, such as gif format. 

• S1 | S2: choosing. As is shown in Figure 2(a), PPT-controlling can be performed 
by hand-free controlling like speech command, or manual controlling like pointing.   

• [S]: S is optional. In Figure 2(a), marking service is optional and is activated only 
if the consumer needs to make annotations on the PPT file. 

 

Fig. 2. Examples of composite service trees 
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The knowledge for a composite service may either be well-predefined by applica-
tion designers, who just need to specify the composition strategy by using the Con-
curTaskTrees model (e.g. Fig.2.(a)), or be generated based on the OWL ontology of 
the atomic services (e.g. Fig.2.(b)).  

In terms of our own smart spaces [8] [9], a number of possible composite services 
have been modeled using the above nodes and operators. And for consistency, the Con-
curTaskTrees models are also mapped to OWL-S descriptions. For convenience and 
efficiency, the Berkeley DB XML [11], a dedicated database for mastering xml files is 
introduced in Baton as the Knowledge Base to maintain the descriptions of all services, 
and a query language, Xpath [16] is utilized and extended to access the database. 

2.4   The Service Broker 

Evaluation for Service Matching. In spite that there may be several candidate 
services for a request found in Knowledge Base, it is probable that some of them may 
be insufficient and some may be an oversupply. For example, as to a request for a 
color printing service, if a color printer doesn’t exist, a black-and-white one can be a 
substitute but is inadequate; while as to a request for a video playing service with 
maximum frame rate of 30fps, the service offering 40fps will be a waste. Actually, 
there exists an affinity between a service and a request --- the more perfectly the 
service matches the request, the closer the affinity. Given a request R, a candidate 
service S, then Affinity(R, S) = Match(R, S), where the value of Match(R,S) is 
estimated according to several predefined matching rules,  Match(R, S )  [0, 1].  

In simple cases, Service Broker just picks the free service owning the highest Affin-
ity value above a preset threshold as the final choice for a request. However, if all the 
candidate services are being occupied, the process of solving request collisions will be 
activated. 

Solution for Request Collisions. Services provided by agents in smart spaces are 
capacity-limited, so if multiple service consumers request the same service, a verdict 
must be made on who should get the service. While solving request collisions, we 
recognize that three guidelines should be followed in smart spaces:  

1) Agents have different priorities in smart spaces, for example, an agent delegates a 
teacher in Smart Classroom has a much higher priority than those delegating stu-
dents. So when different agents contend for the same service, priority is a very im-
portant factor in deciding to whom the service should go. 

2) Agents in smart spaces tend to be served continuously, rather than frequently dis-
turbed. So if request collision occurs and service redistribution is inevitable, then the 
changes of service dependencies brought by the redistribution should be minimized. 

3) Service types in smart spaces are varied, so it is difficult to achieve a global opti-
mal distribution of all services, but reaching an optimal distribution of a single ser-
vice is quite feasible.  

According to these guidelines, we take subsequent considerations: 

− Service consumers usually have contentment evaluations on the results of their 
service requests. Specifically, a contentment evaluation basically relies on whether 
the consumer can get its desired service, and how the affinity between the request 
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and the service is like. A formal description of the contentment evaluation is: 
Given a request R, a service S, then  

Contentment (R, S) = Affinity (R,  S) × Available (R,  S) (1) 

Available(R, S) demonstrates that whether service S can be used by R, if yes, then 
Available(R, S) = 1, otherwise, Available(R, S) = 0. 

− However, since Service Broker has to dynamically adjust the distributions of ser-
vices in response to requests submitted by agents at will, consumers’ contentment 
evaluations on a certain service vary from time to time. To be specific, for example, 
when the Nth request on service S comes, consumer A’s contentment evaluation on 
S may be 0, as its request for S hasn’t been fulfilled; whereas, when the N+1th re-
quest on S comes, A’s contentment evaluation may increase to 1 because it has ac-
quired S for some reason, and when the N+2th request comes, S may be taken away 
from A, making A quite displeased, and A’s contentment evaluation may decrease 
to -1. To reflect that contentment evaluation is changing with new coming request, 
we formulate contentment evaluation with a variation of equation (1):  

Contentment (R, S, N) = Affinity (R,  S)×  f (R, S, N)  (2) 

N indicates the Nth request on S and f (R, S, N) is defined as follows: 

( , , ) 1    ( , , ) 1 
0   ( , , 1) ( , , ) 0 

1  ( , , 1) 1& ( , , ) 0

f R S N if Available R S N
if Available R S N Available R S N
if Available R S N Available R S N

= =
− = =

− − = =

 
 (3) 

− The goal of Service Broker in solving request collisions is to take every effort to 
fulfill each request for a certain service so as to maximize the total contentment 
evaluations of all the consumers on this service, and ensure that this service is not 
exploited beyond its capacity. Therefore, the problem of solving request collisions 
turns out to be a constraint satisfaction problem. It is reasonable to believe that 
when two consumers request the same service, distributing the service to the one 
who has a higher priority will take more benefits to the sum of contentment evalua-
tions, so the priority value of each consumer can be assigned as the weight of its 
contentment evaluation when calculating the totals. Consequently, as with a given 
service S, when the Nth request on S comes and incurs a collision, the goal of Ser-
vice Broker can be clearly illustrated as:   

      Max C (S, N) =  [Priority (Ri) ×  Contentment (Ri, S, N) ] 
s.t.    [Require(Ri, S) ×  Available (Ri, S, N)] ≤  Maximum Capacity(S); 

Ri  RA = {Requests on S from service consumers}; 
Available (Ri, S, N) {0,1}; 
i = 1, 2 ….|RA|; 

 (4) 

Therein, Require(Ri, S) specifies the requirement that Ri poses on S, which will be 
discussed later.   

− In terms of capacity, we identify two distinct categories of services:  
1. Capacity of a service means the largest number of consumers that the service can 
support in parallel. For example, the capacity of a speech recognition agent may be 
that it can simultaneously handle three channels of speech stream. As to this case, 
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any consumer can only get a copy of the service, thus Require(Ri, S)=1, and the 
constraint condition in (4) can be simplified to:  

 Available (Ri, S, N) ≤  Maximum Capacity(S) = 3. 

2. Capacity of a service may have no explicit confinement on the number of con-
sumers, but is limited by its own capability. For example, a video on-demand agent 
can provide video data accessing service with a bandwidth of at most 1000KBps, 
and it can serve any number of consumers as long as the total sum of the bandwidth 
used by these consumers doesn’t exceed 1000KBps. In this case, Service Broker 
only checks whether the service can satisfy the minimum need of a request, and 
thus Require(Ri, S) equals the minimum requirement that Ri poses on S, for exam-
ple, consumer A may request a video data accessing service with a rate at least 
300KBps, consumer B may request at least 400KBps and consumer C at least 
500KBps. Thus the constraint condition in (2) will be expressed as: 

• 300× Available(Ra,S,N)+400× Available(Rb,S,N)+500× Available(Rc,S,N) ≤ 1000. 

As a matter of fact, looking into equations (2), (3) and (4), we can see that only 
Available(Ri, S, N)s are variables, therefore, solving a request collision turns to be 
solving a simple linear programming problem with the variable domain to be {0,1}. 
The solutions can demonstrate which consumer can get the desired service when there 
is a collision. For example, a solution, Available(Ra,S,N)=0, Available(Rb,S,N)=1, 
Available(Rc,S,N)=1, means only consumer A can not get service S. 

Algorithm for Service Brokering. A service request is handled by Service Broker  
as  a  transaction  because we believe that the process of satisfying a request should be  

 

Fig. 3. Algorithm for service brokering 
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indivisible, or we say atomic. Service Broker adopts a two-phase commit algorithm to 
guarantee the atomicity of the procedure of satisfying a request, in which Service 
Broker first collects and then reserves all the requested services, and according to the 
reservation responses from service providers, decides whether the request can be 
fulfilled. A short description of the algorithm is shown in Figure 3. For a composite 
service, when all its desired atomic services are available, Service Broker will take 
steps to coordinate agents providing these services to perform the composite service 
based on its knowledge description.  

3   Conclusion and Future Work 

When multi-agent systems are situated in smart spaces to address the coordination of 
various smart things, agent coordination approaches encounter new challenges. In this 
paper, we present Baton, a service management system to enhance the coordination 
mechanisms of multi-agent systems in smart spaces. Services in Baton are described 
by OWL-S language, which makes the processes of service discovery and composi-
tion more accurate and efficient. Solutions for request collisions are modeled as sim-
ple linear programming problems, which makes it easy to solve the collisions and in 
the meanwhile, keep changes of service dependencies to the minimum. The process of 
fulfilling a request is handled as a transaction, and a two-phase commit algorithm is 
utilized to assure its atomicity. Currently, Baton has been built into our Smart Class-
room [8] and Smart Meeting Room [9] to manage the services of the systems so as to 
sustain better coordination of the smart things in smart spaces.  

We are now trying to improve the dynamic service composition strategy by using 
the semantic information of services, and will add proper access controls of services 
to Baton so as to settle the security problem in smart spaces. 
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Abstract. Continuous technological innovation is entailing that living 
environments be equipped with products that improve the quality of daily life. 
Unluckily, the adopted solutions do not always represent an adequate support 
and people continue to execute repetitive tasks that software infrastructures 
could perform automatically. This is partially due to the fact that the existent 
technological solutions cannot be always integrated in a coherent 
communication platform, as they use proprietary protocols and ad hoc 
implementations not easily reusable. This paper proposes an extensible 
ubiquitous architecture for networked virtualized devices in smart living 
environments. The aim is realizing ubiquitous applications and integrating 
networked devices through an architecture that hides their complexity and 
heterogeneity. Several intelligence techniques have been integrated for offering 
a smart environment through the use of automatic learning techniques. 

1   Introduction 

People thirst for technological products helping them to have a better quality of the 
everyday life. They equip with these products their professional, personal, transit, 
transport, and so on, living environments. Academic and industrial world feel inclined 
to promote technological progress and terms as home automation, domotic system, 
smart home are diffusing in the industry, while expressions as pervasive computing, 
ubiquitous computing, nomadic computing, ambient intelligent, context-aware 
computing, augmentation of the real world, indicate academic research topics. The 
available technologies do not always represent an adequate support as they are often 
unable to interact with other products made by different makers and/or based on 
different solutions. Their communication and integration too often requires human 
intervention, and people are discouraged by the complexity of the new Information 
and Communication Technologies (ICT) facilities and by the redundancy of the 
needed administrative and configuration activities. In addition, the use of proprietary 
communication protocols in software architectures for smart environments does not 
facilitate the interoperability of the networked devices and the reusability and 
maintainability of software packages forming part of the architecture. This forces 
developers to perform repetitive implementation tasks.  
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The work presented in this paper has been carried on within the Demonstrator 
project of the Regional Centre of Competence in Information and Communication 
Technology, CRdC ICT. This Centre involves many researchers and industrial 
partners of the Campania Region in Italy. It aims at analysing, defining and realizing 
hardware and software platforms for permitting the provision of networked services 
and the implementation of advanced technologies. In particular, the activities carried 
on in the unit of the University of Sannio, RCOST (Research Centre On Software 
Technology), aim at developing a platform in the field of home automation that is 
endowed with different levels of intelligence. It addresses the following aspects: 
virtualization of devices, for defining a generic functional characterization of the 
networked devices, making the applications independent from the characteristics of a 
particular device and supporting implementation tasks of software developers; 
abstract description of devices, for defining a semantic characterization of the 
networked devices, making applications more aware of the triggered actions in the 
physical world and supporting human intervention and interaction; abstract 
description of services, for providing a functional and semantic characterization of the 
services with reference to their relations with the other services and devices. 

The proposed software architecture aims at facilitating the interoperability of 
networked devices, based on different technologies, and produced by different 
manufacturers; offering a middleware supporting different levels of intelligence as 
awareness, reactivity and adaptiveness; and permitting to activate services, through 
suitable applications respect to the typology of the client accessing it.  

In the following, Section 2 presents some related work, Section 3 describes the 
software architecture, Section 4 discusses an example of virtualization, and the final 
section summarizes the main conclusions and sketches future directions of research.  

2   Related Work 

The increasing request of telecommunication solutions conducted to the development 
of sophisticated networked heterogeneous devices, supporting one or more of the 
available communication protocols (e.g., X-10, EIB, LonWorks, Ethernet-TCP/IP) 
and/or service and discovery-focused standards (e.g., HAVi, Jini, OSGi, UPnP). 
Currently, these standards are complementary, rather than competitive, even if they 
are sometimes partially overlapped in some provided facilities. The use of networked 
devices supporting different protocols and standards requires the adoption of more 
complex networking techniques, facilitating the interaction and interoperability of the 
devices and their accessibility from both local-area and wide-area networks.  

In this scenario, it would be expected that different interconnected networks, 
supporting distinct features of smart living environments, exist. Consequently, 
manufacturers of different communication technologies, such as LonWorks and EIB, 
continuously upgrade their systems for increasing the reciprocal interoperability [4] 
and allowing devices from different vendors to communicate each other. However, 
the communication between devices is still not supported [4, 10, 11] in many cases. 
For example, it is possible to find living environments including EIB controlled 
devices, Ethernet networked devices and Bluetooth mobile devices, but it is unlikely 
to find living environments where other components, such as a X-10 and a EIB 
controlled lamp, interoperate.  
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In many cases, the effort addresses the integration of various physical elements, 
including sensors, actuators, microcontrollers, computers and connectors [5]. But, 
many of the proposed solution are mostly manual and ad-hoc, lack of scalability and 
are too close to the third parties. Likewise, each time a new component is inserted into 
the considered space, conflicts and uncertain behaviours may be verified in the overall 
system, requiring programming and testing interventions. For facing these problems, a 
middleware automating integration task is required for ensuring pervasive space 
openness and extensibility [6]. It must enable programmers to dynamically integrate 
devices without interacting with the physical world, and, then, decouple programming 
tasks from construction and integration of physical devices. 

The typical approach that is applied regards the connection of sensor-actuator 
devices using classical network infrastructures, such as OSI, CORBA, and so on, at a 
low level. Unfortunately, the use of these kinds of infrastructures does not ease the 
integration of the devices. The approach in [12] is based on the integration of the 
devices at high-level, and ad-hoc networking infrastructures that dynamically 
integrate sensors and actuators into complex interactive systems while providing 
services and interfaces. 

The architectural design presented in this paper has been defined for partially 
solving the problems of integrating devices, and for controlling and monitoring 
personal living environments from heterogeneous terminals. It considers requirements 
of interoperability, portability, extensibility, reusability and maintainability from the 
developer’s point of view and usability and adaptability from the end-user’s point of 
view. In addition, the proposed solution is based on the OSGi (Open Service Gateway 
initiative) [9], an emergent open architecture, which permits the deployment of a large 
array of wide-area-network services to local network services such as smart homes 
and automobile [5]. OSGi defines a lightweight framework for delivering and 
executing service-oriented applications. It presents advantages, such as: platform 
independence, different levels of system security, hosting of multiple services and 
support for multiple home-networking technologies. 

3   Extensible and Ubiquitous Architectural Design 

Figure 1 shows the proposed extensible ubiquitous architectural design. The various 
layers are grouped in six levels, going from A to F, and they are next presented. 

3.1   Levels F, E, D 

Level F in Figure 1 depicts the heterogeneous networked devices to be accessed. 
They may be produced from different manufacturers and/or using different 
communication protocols and, service and discovery-focused standards. Level E 
includes the needed drivers, grouped in two layers: a hardware layer and a layer of 
network IP cards, audio cards, RS-232 ports, etc., necessary for connecting the 
devices of level F. Level D concerns the portability of the implemented software and 
includes the operating system and the Java Virtual Machine (JVM). 
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Fig. 1. Extensible and ubiquitous architectural design 

3.2   Levels A, B, C 

Levels A, B and C form the Domus intelligent Keeper (DiK) software infrastructure. 
DiK is composed of three main components: a framework component, which aims at 
minimizing the activities of developers and helping the extensibility and ubiquity 
capability of the architecture; a service oriented applications component which uses 
the framework and aims at simplifying and minimizing human intervention and 
interaction activities; and an intelligence component aiming at decreasing repetitive 
daily activities and facilitating the automatic evolution of the software infrastructure, 
on the basis of people’s continuous changing habits and modifications of the 
networked devices adopted in the living environments.  

Level C assures the characteristic of interoperability of the proposed architectural 
design. It includes the OSGi (Open Service Gateway initiative) Framework [9] 
enabling the connectivity and management of the devices based on different 
transmission technologies. It defines a platform model where the software 
applications are installed and executed. These applications are Java archives, called 
bundles, which cooperate to the implementation of a service. The OSGi Framework 
represents a common environment hosting bundles. The bundles use: the resource of 
the OSGi Framework, all the standard Java libraries, virtualized devices and service 
interfaces. In addition, they access level E and, consequently, monitor and control the 
networked devices of level F. In particular, the OSGi Framework is the part that 
changes a JVM from a single application environment into a multiple one. The 
advantages are many. Actually, running multiple applications in a single JVM means 
less process swaps, fast inter-application communication, and significantly less 
memory consumption. Moreover, the OSGi Framework makes possible the 
interoperability among different devices, service providers, network operators, service 
gateway manufacturers, and home appliance manufacturers. Level C in Figure 1 
manages the life cycle of the bundles and solves their interdependence, keeps a 
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registry of services and manages the events informing the listeners when the state of a 
bundle is changed, when a service is stored and when an error occurs. Besides the 
usage of OSGi bundles, level C includes an alternative device access solution based 
on the Java Remote Method Invocation (RMI) and the Jini technology. RMI/Jini and 
OSGi solutions are not the only ones to be considered for level C, as this level is a 
dynamic container with changeable content according to the technological progress so 
that it can deliver access to services over any network and protocol. Level C was 
developed with the intention of ensuring the satisfaction of the extensibility 
requirement. This aspect is strongly related to the capability of evolving the software 
when new technologies are introduced and needs of the end-user change. The 
extensibility requirement is also preserved by the usage of class libraries in the level 
C. In this manner, developers can take advantage from the object-oriented techniques, 
which facilitate a more modular designing and encourage the use of constructs related 
to inheritability for better organizing the source code, avoiding repetitions, gaining 
time and reducing development costs.  

Level B, including the Devices Virtualization layer, is located between the bundles 
of the OSGi Framework and Level A of the services accessible from the user. Its 
objective is to provide an abstraction of the devices of level F, by generalizing their 
behaviour independently from their identity (or type), nature and communication 
protocol, and hiding the complexity of the reciprocal communications. In particular, 
two different devices have different identity expressed from a set of attributes like: 
name, serial, version, model, manufacturer, etc. Two devices with different nature are 
logically connected to two distinct physical concepts. Nevertheless, two different 
devices with distinct type and nature may share the same actuation mechanism. For 
example, a networked lamp is a device different from an alarm. The lamp is logically 
connected to the electric light concept and may change the state of the environment 
where it is installed by providing, or not providing, light on the basis of the switch 
on/off actuation mechanism. The alarm is logically connected to the sound concept 
and may change the state of the environment hosting it by providing or not providing 
noise in accordance with its open/close actuation mechanism. The lamp and alarm are 
devices of different identity, nature and semantic, but share an actuation mechanism 
with the same working procedure. So, it is possible to extract a functional view 
permitting a first classification of the devices grouping them in two families: Sensors, 
capturing information from the networked devices and/or the environments, and 
producing events; Actuators, consuming events and, triggering actions on the 
networked devices in the considered environments. Sensors and Actuators can be still 
specialized in other objects. For example, the networked rolling shutter has a 
mechanism of actuation different from that of the networked lamp and alarm. It 
cannot be defined by two values but considering a set of valid values. For instance, 
the rolling shutter may have five possible valid values, absent, low, medium, high, 
highest, modelling five different positions and brightness degrees. Besides the 
Sensors and Actuators, complex devices exist in the living environments. They are the 
result of the composition of more elementary devices. For instance, a camera is 
defined as a complex device with different elementary actuation mechanism related to 
different functionalities, as later described. Figure 2 exhibits a view of the device 
interface hierarchy. It shows that the specialization of the generic devices of type 
Sensor and Actuator is reasonable. For example, the networked lamp is a device of 
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Actuator type, which can be described by a BinaryActuator interface, able to assume 
only two valid values. While the rolling shutter is a device of Actuator type 
describable by a SetValuesActuator interface being able to assume different discrete 
defined values. Furthermore, a device with values inside a given continuous range can 
be characterized by a RangeValuesActuator interface. Besides those discussed, further 
specialization levels can be identified. In addition, Figure 2 highlights that Interface 
Device is characterized by methods adding/removing the EventListener objects and 
used from clients for registering/un-registering a listener in Device. Thus, clients can 
be notified in a push way of changes in the state of the devices for taking their 
decisions. Listener and event interface hierarchies are also defined. Moreover, 
interface Device is characterized by getting/ setting methods for accessing and/or 
manipulating the identity of a considered device. The identity information is 
maintained in the logical layer and its handling is a first step toward the modelling of 
devices that considers the semantic aspect. 

The interface hierarchy shown in Figure 2 is not complete. It permits the 
realization of reusable software components. Furthermore, the Devices Virtualization 
layer is still valid, even when the hierarchy is extended for including new devices, 
independently from their complexity.  

Finally, level A groups the layers oriented to minimize the work of the end-user. In 
fact, they allow DiK to adapt a personal living environment to the needs of common 
people and/or situations and to simplify the human interaction. Level A includes three 
layers named Logical, Services and User Interface (UI). 

Logical layer manages and maintains the information regarding the logical internal 
characterization of each networked electronic device and the optional logical external 
characterization. The internal characterization of a device is defined by its datasheet, 
while the external one is described by the logical connections between the considered 
device and the physical concepts it can affect. The physical concepts are attributes 
characterizing the environment that is external to the device. For example, a 
networked rolling shutter is a device internally characterized by the raising behaviour.  

<< Interface>>

Device

+addEventListener (eventListener):void

+getDeviceInfo():DeviceInfo

+removeEventListener(eventListener):void

+setDeviceInfo(deviceInfo:DeviceInfo):void

<< Interface>>

MutiDevices

+addDevice (device:Device):void

+getDevice(pos:int):Device

+getDevices( ):Device[ ]

+removeDevice(device:Device):void

+size( ):int

<< Interface>>

Actuator

+getState( ):Object

+setState(obj:Object):void

<< Interface>>

Sensor

+ getState( ):Object

<< Interface>>

BinaryActuator

+getBooleanState( ):boolean

+setBooleanState(state:boolean):void

+setState(state:boolean):void

<< Interface>>

RangeValuesActuator

+decreaseValue( ):boolean

+getRangeValues():RangeValues

+getValue():Value

+increaseValue( ):boolean

+setValue(value):void

…

…
…

<< Interface>>

SetValuesActuator

+getSetValues( ):SetValues

+getValue():Value

+setValue(value):void

…

…
…

 

Fig. 2. A simplified view of device interface hierarchy 
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This behaviour allows the rolling shutter to be (un)rolled at a given grade. In this way, 
it allows one to change the state of brightness of a given environment. Therefore a 
logical connection exists between the cited device and the solar light physical 
concept, which represents its external characterization.  

Services layer aggregates functionalities exported from single networked devices 
for providing services that are able to promote comfort, safety, security, initial 
minimization of human intervention and improved lifestyle for residential end-users. 
For instance, if an illumination control service exists in a house, it could promote 
comfort in terms of luminosity, while reducing associated cost for producing light in 
the area where the householder is located. This service may use: any localization 
sensor (e.g., presence sensor, RFID identification) for recognizing human presence in 
a given area; a luminosity sensor for knowing if a given luminosity threshold is 
achieved; and light actuators, like dimmer or on/off lamp, for reaching the light 
condition requested. Aggregating the functionality of networked curtains, rolling 
shutters and lamps allow the reduction of the associated cost for reaching a certain 
luminosity level, corresponding to the householder wished level of comfort. The 
control services use standard control mechanisms with loop control. However, in the 
context of home automation networks with slow action to effect, the control services 
were enhanced by using neural network for learning the relation between wishes (e.g., 
light condition), context (e.g., sensors, time, occupants), and possible actuations on 
the different actuator devices, that are located in the area where the service control 
takes place and are connected with the interesting physical aspect (e.g., devices 
connected with the illumination aspect). The use of a neural network allows the 
control services to achieve more rapidly their objective on slow networks and/or slow 
action/effect relation. In addition the Service layer includes a group of intelligent 
services permitting to support different levels of intelligence: context-aware, 
automated, reactive, adaptive. Whatever intelligence type might be, it requires the 
measurement and collection of data, as well as the extraction, aggregation and 
abstraction of information. The progress made in hardware technology allows storing 
very large amounts of data, while abstracting valuable information is still a very 
difficult task. This task is more difficult when applied to data collected when the 
people interact with devices and services in the living environments. A high degree of 
randomness in the real human life is source of high complexity.  

Despite the high degree of randomness, it is possible to identify patterns in the 
person’s life [3]. Patterns may represent regular repetitive interactions of the people 
with the networked devices. People have habits that are usually sampled in time and 
inter-connected with the other people’ habits through various constraints, which are 
dependent on the current role and activities that people have when they use the 
devices and services of the actual environment. A person’s life can be “sampled” on 
the basis of the hours, days, week days or week-ends, seasons, and so on. Human 
living environments can be “sampled” based on the location, room or areas, where 
federations of devices and persons are defined. The repetition of these patterns may 
have a high or low frequency according to the variability of the person’s life. These 
facts suggest that person’s life in human living environments can be automatically 
“photographed” and patterns captured, processed and transformed in rules for 
enabling control systems and autonomously acting, while remaining unobtrusive, in 
addressing people’s needs by requesting user’s feedback.  
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One important component of the intelligent services group is a rule engine named 
Jess [8] that allow the execution of rules describing relations between events and 
actions. The rules may be created by smart environment users, or be automatically 
generated by a learning system that was developed on  the basis of the WEKA 
(Waikato Environment for Knowledge Analysis) tool [14]. This tool provides a suite of 
facilities for applying data mining techniques to large data sets for supporting various 
tasks including classification, market basket analysis (MBA or association rules), 
prediction. Currently, MBA algorithms are used for analyzing end-user patterns.  

User Interface layer allows a transparent access to heterogeneous networked 
devices installed in living environments from interface AWT/Swing, Web and mobile. 

4   An Example 

Figure 3 depicts an example of virtualization. It refers to an Axis Video Camera with 
Pan/Tilt and Zoom functionalities [1]. The figure is organized in three blocks going 
from a) to c).  

Block b) shows that the Java AxisVideoCamera class is implemented as a 
specialization of the MultiDevices class. In particular, it is composed of the following 
parts: six RangeValuesActuators, which are specializations of the Actuator class and 
virtualize the Pan, Tilt, Zoom, Iris, Focus and Frame/sec functionalities; one 
SetValuesActuator, which is a specialization of the Actuator class and virtualizes the 
preset position functionality; two BinaryActuators, which are specializations of the 
Actuator class and virtualize the Auto iris and Auto focus functionalities; one 
VideoSensor, virtualizing the video functionality as a specialization of the Sensor 
class. The specific implementation of VideoSensor for the Axis Video Camera 
includes the implementation of the Java Media framework DataSource [7] for the 
encapsulation of the MJPEG format provided by the Web server included in the 
Internet video camera. All the implemented classes include the functional code 
needed for the communication between the specific Actuators and Sensors and the 
physical Axis Camera, in accordance to the contract between the device 
implementation and their clients. Further, they exhibit suitable interfaces, exemplified 
by the c) block, to the client objects. The implementation of the considered Axis 
Camera uses the same actuation mechanisms adopted in other devices, such as the 
networked lamp, alarm and rolling shutter, but with a different semantic specification.  

Focus Iris Pan Tilt Zoom Fs

Position Preset

Video

Audio iris Audio focus

RangeValuesActuator
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Fig. 3. Camera virtualization: a) mask of functionalities; b) implemented classes; c) interfaces 
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Therefore, a new complex device, different from the Axis camera, can be obtained 
simply changing the mask of the functionality shown in block a). This is possible 
thanks to the device virtualization process. In particular, the implementation of the 
defined classes are generic and provide a generic implementation of the methods for 
getting and setting the state of a device, for the (un)registering of listeners and events 
notification, related to the modification of the state of a device. Therefore, the device 
virtualization process simplifies the reuse of the generic parts of the devices and the 
mechanisms notifying change events to the listeners. When the implemented classes 
and their interfaces are introduced in the framework of the architectural design shown 
in Figure 1, it is possible to get and modify the video camera state trough any kind of 
user interfaces. For example, the Axis Video camera provides an http network 
protocol interface. Getting and modifying the video camera state (e.g., Rotating the 
video camera in PAN/TILT or Zooming), could be performed through the http 
interface, and connecting to the URL http://videocamerahost/axis-cgi/com/ptz.cgi? 
autofocus=on, sets the state of the BinaryActuator regarding the AutoFocus to ON. 
The Video source is acquired in a MJPEG format from an http connection to the 
networked video camera (e.g., http://videocamerahost/axis-cgi/mjpg/video.cgi). This 
video source is encapsulated inside a Java Media Framework DataSource for 
facilitating its integration with the video/audio streaming and the visualization utilities 
offered by the Java Media Framework. The video source is transmitted by using the 
Real Time Streaming protocol for permitting its visualization through unicast or 
multicast connection and in on-demand way. The device virtualization process also 
simplifies the implementation of the device remotization for letting it be accessible in 
a remote way by using a RMI interface. The actual protocol between the RMI client 
and server is defined through the Jini Extensible Remote Invocation [13] that permits 
the use of protocols different from the Java specific one, named JRMP.  

The described implementation was tested with frame rate of more than 30 
frame/sec through Real Time Streaming protocol and replicated with a D-Link DCS 
2100+ Wireless Internet Audio/Video Camera, providing the video and audio without 
the Pan/Tilt and Zoom functionalities. 

5   Conclusions and Future Work 

This paper describes an extensible ubiquitous layered architectural design for smart 
living environments supporting different levels of intelligence. The technologies used 
for developing it, were already used with success in other projects in the ubiquitous 
computing context. The main difference respect to the previous usage consists of the 
existence of the B layer. It contains the Devices Virtualization layer and is oriented to 
decouple the A layers from layers below it. So, several technologies can be integrated 
for providing an architecture that is open to different makers and adequately supports 
the developers implementation tasks and decisions of the users that can feel free to 
buy and insert different new devices in their living environments and make them 
operative. Devices Virtualization layer aims at defining a framework for easily 
developing services, by decoupling the physical devices from the clients accessing 
them, and offering a middleware that permits the activation of a service, choosing a 
suitable user interface implementation with reference to the type of client accessing it. 
Further, this layer enables DiK to better survive to the changes due to the 
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technological progress. This aspect is very important when a software system with 
unstable requirements has to be developed. This is the case of the applications for 
living environments, where people’s habits continuously change together with the 
physical devices to be used and integrated.  

The need of a semantic characterization for networked devices was also 
highlighted, for addressing the dynamic discovery of devices and services, promoting 
comfort, safety, security, communication, and so on. This aspect is deepened in [2]. It 
required investigation in using ontology and specialized representation mechanisms of 
contextual information for ubiquitous systems. Finally, the Intelligence services were 
developed to achieve automatic generation of rules based on the finding of patterns in 
the interaction between users and devices/services in the smart living environment. 
Another Intelligence service regarded finding the relations for each physical aspect 
(e.g., light, temperature) between sensor level target and possible actuations 
considering constraints like cost saving. The Intelligence services use data-mining and 
neural networks techniques and apply them for achieving smart living environments 
without creating autonomous and non-manageable or understandable environment.  

Future work will be considered in the field of embedded software in hardware 
devices with distributed infrastructure and intelligence. The aim is to support the 
cooperation between these devices to reach some comfort level based on the living 
environment occupants without needing of a semi-centralized architecture.  
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Abstract. A world model for ubiquitous computing environments is presented.
It can be dynamically organized like a tree based on geographical containment,
such as in a user-room-floor-building hierarchy and each node in the tree can be
constructed as an executable software component. It provides a unified view of
the locations of not only physical entities and spaces, including users and ob-
jects, but also computing devices and services. A prototype implementation of
this approach was constructed on a Java-based mobile agent system.

1 Introduction

Various computing and sensing devices are already present in almost every room of
a modern building or house and in many of the public facilities of cities. As a result,
spaces are becoming perceptual and smart. For example, location-sensing technologies,
e.g., RFID, computer vision, and GPS, have been used to identify physical objects and
track the positions of objects. These sensors have made it possible to detect and track the
presence and location of people, computers, and practically any other object we want
to monitor. There have been several attempts for narrowing gaps between the physical
world and cyberspaces, but most existing approaches or infrastructures inherently de-
pend on particular sensing systems and have inherently been designed for their initial
applications.

A solution to this problem would be to provide a general world model for represent-
ing the physical world in cyberspaces. Although several researchers have explored such
models, most existing models are not available for all ubiquitous computing, because
these need to be maintained in centralized database systems, whereas the environments
are often managed in an ad-hoc manner without any database servers. We also need of-
ten necessary to maintain computing devices and software in addition to modeling enti-
ties and spaces in the physical world. This paper foucsed on discussing the construction
of such a model, called M-Spaces, as a programming interface between physical enti-
ties or places and application-specific services in cyberspaces in ubiquitous computing
environments.

2 Background

Many researchers have explored world models for ubiquitous computing environments.
Most existing models have been aimed at identifying and locating entities, e.g., people
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and physical objects and computing devices in the physical world. These existing mod-
els can be classified into two types: physical-location and symbolic-location models.
The former represents the position of people and objects as geometric information, e.g.,
NEXUS [5, 2] and Cooltown [6]. A few applications like moving-map navigation can
easily be constructed on a physical-location model with GPS systems. However, most
emerging applications require a more symbolic notion: place. Generically, place is the
human-readable labeling of positions. The latter represent the postion of entities as
labels for potentially overlapping geometric volumes, e.g., names of rooms, and build-
ings, e.g., Sentient Computing [4], and RAUM [3]. Existing approaches assume that
their models are maintained in centralized database servers, which may not always be
used in ubiquitous computing environments. Therefore, our model should be managed
in a decentralized manner and be dynamically organized in an ad-hoc and peer-to-peer
manner. Virtual Counterpart [7] supports RFID-based tracking systems and provides
objects attached to RFID-tags with Jini-based services. Since it enables objects attached
to RFID-tags to have their counterparts, it is similar to our model. However, it only sup-
ports physical entities except for computing devices and places. Our model should not
distinguish between physical entities, places, and software-based services so that it can
provide a unified view of ubiquitous computing environments, where not only physical
entities are mobile but also computing devices and spaces.

The framework presented in this paper was inspired by our previous work, called
SpatialAgents [10], which is an infrastructure that enables services to be dynamically
deployed at computing devices according to the positions of people, objects, and places
that are attached to RFID tags. The previous framework lacked any general-purpose
world model and specified the positions of physical entities according to just the cov-
erage areas of the RFID readers so that it could not represent any containment rela-
tionship of physical spaces, e.g., rooms and buildings. Moreover, we presented another
location model, called M-Space [11] and the previous model aimed at integrating be-
tween software-based services running on introducing computing devices and service-
provider computing devices whereas the model presented in the paper aims at modeling
containment relationship between physical and logical entities, including computing
devices and software for defining services.

3 World Model

This section describes the world model presented in this paper. The model manages the
locations of physical entities and spaces through symbolic names.

Hierarchical World Model. Our model consists of elements, called components,
which are just computing devices or software, or which are implemented as virtual
counterpart objects of physical entities or places. The model represents facts about en-
tities or places in terms of the semantic or spatial containment relationships between
components associated with these entities or places.

– Virtual counterpart: Each component is a virtual counterpart of a physical entity
or place, including the coverage area of the sensor, computing device, or service-
provider software.
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Fig. 1. Rooms on floor in physical world and counterpart components in location model

– Component structure: Each component can be contained within at most one com-
ponent according to containment relationships in the physical world and cyberspace.

– Inter-component movement: Each component can move between components as
a whole with all its inner components.

When a component contains other components, we call the former component is called
a parent and the latter children, like the MobileSpaces model [8]. When physical en-
tities, spaces, and computing devices move from location to location in the physi-
cal world, the model detects their movements through location-sensing systems and
changes the containment relationships of components corresponding to moving entities,
their source and destination. Each component is a virtual counterpart of its target in the
world model and maintains the target’s attributes. Fig. 1 shows the correlation between
spaces and entities in the physical world and their counterpart components. The model
also offers at least two basic events, entering and leaving, which enable application-
specific services to react to actions in the physical world. Since each component in the
model is treated as an autonomous programmable entity, it can some defines behaviors
with some intelligence.

Components. The model is unique to existing world models because it not only main-
tains the location of physical entities, such as people and objects, but also the locations
of computing devices and services in a unified manner. As we can see from Fig. 2,
components can be classified into three types.

– Virtual Counterpart Component (VCC) is a digital representation of a physical
entity, such as a person or object, except for a computing device, or a physical
place, such as a building or room,

– Proxy Component (PC) is a proxy component that bridges the world model and
computing device, and maintains a subtree of the model or executes services located
in a VCC.

– Service Component (SC) is software that defines application-specific services de-
pendent on physical entities or places.

For example, a car carries two people and moves from location to location with its oc-
cupants. The car is mapped into a VCC on the model and this contains two VCCs that
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correspond to the two people. The movement of the car is mapped into the VCC mi-
gration corresponding to the car from the VCC corresponding to the source to the VCC
corresponding to the destination. Also, when a person has a computer for executing ser-
vices, his or her VCC has a PC, which represents the computer and runs SCs to define
the services.

Furthermore, the model also classifies PCs into three subtypes, PCM (PC for Model
manager), PCS (PC for Service provider), and PCL (PC for Legacy device), according
to the functions of the devices. Our model can be maintained by not only the server but
also multiple computing devices in ubiquitous computing environments.

– The first component, i.e., PCM, is a proxy of a computing device maintaining a
subtree of the components in the world model (Fig. 2(a)). It attaches the subtree of
its target device to a tree maintained by another computing device. Some computing
devices can provide runtime systems to execute services defined as SCs.

– The second component, i.e., PCS, is a proxy of the computing device that can ex-
ecute SCs (Fig. 2(b)). If such a device is in a space, its proxy is contained by the
VCC corresponding to the space. When a PCS receives SCs, it forwards these to
the device that it refers to.

– The third component, called PCL (PC for Legacy device), is a proxy of the com-
puting device that cannot execute SCs (Fig. 2(c)). If such a device is in a space,
its proxy is contained by the VCC corresponding to the space and it communicates
with the device through the device’s favorite protocols.
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For example, a television, which does not have any computing capabilities, can have
an SC in the VCC corresponding to the physical space that it is contained in and can be
controlled in, and the SC can send infrared signals to it. A computing device can have
different PCs whereby it can provide the capabilities to them.

4 Implementation

To evaluate the model described in Section 4, we implemented a prototype system that
builds on this model. The model itself is independent of programming languages but
the current implementation uses Java (J2SE or later versions) as an implementation
language for components.

Component

Virtual Counterpart Component: Each VCC is defined from an abstract class, which
has some built-in methods that are used to control its mobility and life-cycle. It can
explicitly defines its own identifier and attributes.

class VirtualCounterComponent extends Component {
void setIdentity(String name) { ... }
void setAttribute(String attribute, String value){ ... }
String getAttribute(String attribute) {..}
ComponentInfo getParentComponent() { ... }
ComponentInfo[] getChildren() { ... }
ServiceInfo[] getParentServices(String name) { ... }
ServiceInfo[] getAncestorServices(String name) { ... }
Object execService(ServiceInfo si,
Message m) throws NoSuchServiceException { ... }

....
}

Proxy Component: PCs can be classified into three classes, i.e., PCM, PCS, and PCL.
Each PCM attaches a subtree maintained by its target computing device to a tree main-
tained by another computing device. It forwards its visiting components or control mes-
sages to its target device from the device that it is located at, and vice versa, by using the
component migration mechanism. Each PCS is a representation of the computing de-
vice that can execute SCs. It automatically forwards its visiting SCs to its target device
by using the component migration mechanism. Each PCL supports a legacy computing
device that cannot execute SCs due to limitations with its computational resources. It is
located at a VC corresponding to the space that contains its target device. It establishes
communication with its target device through its favorite approach, e.g., serial com-
munications and infrared signals. For example, a television, which does not have any
computing capabilities, can have an SC in the VC corresponding to the physical space
that it is contained in and can be controlled in, and the SC can send infrared signals to it.

Service Component (SC): Many computing devices in ubiquitous computing envi-
ronments only have a small amount of memory and slower processors. They cannot



36 I. Satoh

always support all services. Here, we introduce an approach to dynamically installing
upgraded software that is immediately required in computing devices that may be run-
ning. SCs are mobile software that can travel from computing device to computing
device achieved by using mobile agent technology. The current implementation as-
sumes SCs to be Java programs. It can be dynamically deployed at computing de-
vices. Each SC consists of service methods and is defined as a subclass of abstract
class ServiceComponent. Most serializable JavaBeans can be used as SCs.

class ServiceComponent extends Component {
void setName(String name)
Host getCurrentHost() { ... }
void setComponentProfile(ComponentProfile cpf) { ... }
....

}

When an SC migrates to another computer, not only the program code but also its
state are transferred to the destination. For example, if an SC is included in a VC
corresponding to a user, when the user moves to another location, it is migrated with
the VC to a VC corresponding to the location. The model allows each SC to specify
the minimal (and preferable) capabilities of PCSs that it may visit, e.g., vendor and
model class of the device (i.e, PC, PDA, or phone), its screen size, number of colors,
CPU, memory, input devices, and secondary storage, in CC/PP (composite capabil-
ity/preference profiles) form [12]. Each SC can register such capabilities by invoking
the setComponentProfile()method.

Component Management System

Our model can manage the computing devices that maintain it. This is because a PCM
is a proxy for a subtree that its target computing device maintains and is located in the
subtree that another computing device maintains. As a result, it can attach the former
subtree to the latter. When it receives other components and control messages, it au-
tomatically forwards the visiting components or messages to the device that it refers
to (and vice versa) by using a component migration mechanism, like PCSs. Therefore,
even when the model consists of subtrees that multiple computing devices maintain, it
can be treated as a single tree. Note that a computing device can maintain more than one
subtree. Since the model does not distinguish between computing devices that maintain
subtrees and computing devices that can execute services, the former can be the latter.

Component migration in a component hierarchy is done merely as a transformation
of the tree structure of the hierarchy. When a component is moved to another compo-
nent, a subtree, whose root corresponds to the component and branches correspond to
its descendent component is moved to a subtree representing the destination. When a
component is transferred over a network, the runtime system stores the state and the
code of the component, including the components embedded within it, into a bit-stream
formed in Java’s JAR file format that can support digital signatures for authentication.
The system has a built-in mechanism for transmitting the bit-stream over the network
through an extension of the HTTP protocol. The current system basically uses the Java
object serialization package for marshaling components. The package does not support
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the stack frames of threads being captured. Instead, when a component is serialized, the
system propagates certain events within its embedded components to instruct the agent
to stop its active threads.

People should only be able to access location-bound services, e.g., printers and
lights, that are installed in a space, when they enter it carrying their own terminals
or using public terminals located in the space. Therefore, this model introduces a com-
ponent as a service provider for its inner components. That is, each VC can access its
neighboring components, e.g., SCs and PCs located in the parent (or an ancestor) of the
VC. For example, when a person is in the room of a building, the VC corresponding
to the person can access SCs (or SCs on PCs) in the VC corresponding to the room
or the VC corresponding to the building. In contrast, it has no direct access over other
components, which do not contain it, for reasons of security. Furthermore, like Unix’s
file-directory, the model enables each VC to specify its owner and group. For example,
a component can explicitly permit descendent components that belong to a specified
group or are owned by its user to access its services, e.g., PCs or SCs.

Location-Sensor Management. The model offers an automatic configuration mech-
anism to deploy components by using location-sensing systems. To bridge PCMs and
location-sensors, the model introduces location-management systems, called LCMs,
outside the PCMs. Each LCM manages location sensors and maintains a database where
it stores bindings between references of physical entities in sensors, e.g., the identifiers
of RFID tags attached to the entities and the identifiers of VCCs corresponding to the
entities. Each LCM is responsible for discovering VCCs bound to entities or PCs bound
to computing devices within the coverage areas of the sensors that it manages. When an
entity (or device) attached to an RFID-tag and an LCM detect the presence of the entity
(or device) within the coverage area of an RFID reader managed by the LCM, the LCM
searches its database for VCCs (or PCs) bound to the entity (or device) and informs
computing devices that maintain the VCCs (or PCs) about the VCC corresponding to
the reader. Then the VCCs (or PCs) migrate to the reader’s VCC. If the LCM’s database
does not have any information about the the entity (or device), it multicasts query mes-
sages to other LCMs. If other LCMs have any information about the entity, the LCM
creates a default VCC as a new entity. When the tag is attached to an unknown device
that can maintain a subtree or execute SCs, the LCM instructs the VCC that contains
the device to create a default PCM or PCS for the device.

5 Applications

This section briefly discusses how the model represents and implements typical appli-
cations and what advantages the model has.

5.1 Follow-Me Applications

Follow-me services are a typical application in ubiquitous computing environments. For
example, Cambridge University’s Sentient Computing project [4] enabled applications
to provide a location-aware platform using infrared-based or ultrasonic-based locating
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systems in a building.1 While a user is moving around, the platform can track his or
her movement so that the graphical user interfaces of the user’s applications follow the
user. The model presented in this paper, on the other hand, enables moving users to be
naturally represented independently of location-sensing systems. Unlike previous stud-
ies on the applications, it can also migrate such applications themselves to computers
near the moving users. That is, the model provides each user with more than one VCC
and can migrate this VCC to a VCC corresponding to the destination. For example,
we developed a mobile window manager, which is a mobile agent and could carry its
desktop applications as a whole to another computer and control the size, position, and
overlap in the windows of the applications. Using the model presented in this paper,
the window manager could be easily and naturally implemented as a VCC bound to the
user and desktop applications as SCs. They could be automatically moved to a VCC
corresponding to the computer that was in the current location of the user by an LCM
and could then continue processing at the computer, as outlined in Fig. 3.

5.2 Location-Based Navigation Systems

The next example is a user navigation system application running on portable comput-
ing devices, e.g., PDAs, tablet-PCs, and notebook PCs. The initial result on the system
was presented in a previous paper [10]. There has been a lot of research on commercial
systems for similar navigation, e.g., CyberGuide [1] and NEXUS [5]. Most of those
have assumed that portable computing devices are equipped with GPSs and are used
outdoors. Our system is aimed at use in a building. As a PDA enters rooms, it displays a
map on its current position. We has assumed that each room in a building has a coverage
of more than one RFID reader managed by an LSM, the room is bound to a VC that
has a service module for location-based navigation, and each PDA can execute service
modules and is attached to an RFID tag. When a PDA enters a room, the RFID reader
for the room detects the presence of the tag and the LSM tries to discovery the compo-
nent bound to the PDA through the procedure presented in the previous section. After
it has information about the component, i.e., a PCS bound to a PDA, it informs to the

1 The project does not report their world model but their systems seem to model the position of
people and things through lower-level results from underlying location-sensing systems.
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VC corresponding to the room about the capabilities of the visiting PDA . Next, the VC
deploys a copy of its service module at the PCS and then the PCS forwards the module
to the PDA to which it refers to display a map of the room. When the PDA leaves from
the room, the model issues events to the PCS and VC and instructs the PCS to returns
to the VC. Fig. 4 (right) outlines the architecture for the system. Fig. 4 (left) shows a
service module running on a visiting PDA displaying a map on the PDA’s screen.

5.3 Software Testing for Location-Based Services

To test software for location-based services running on a portable device, the devel-
oper often has to carry the device to locations that a user’s device may move to and
test whether software can connect to appropriate services provided in the locations. We
developed a novel approach to test location-aware software running on portable com-
puting devices [9]. The approach involves a mobile emulator for portable computing
devices that can travel between computers, and emulates the physical mobility and re-
connection of a device to sub-networks by the logical mobility of the emulator between
sub-networks. In this model, such an emulator can be naturally implemented as a PC,
which provides application-level software, with the internal execution environments of
its target portable computing devices and target software as SCs. The emulator carries the
software from a VCC that is running on a computer on the source-side sub-network to an-
other VCC that is running on another computer on the destination-side sub-network. Af-
ter migrating to the destination VCC, it enables its inner SCs to access network resources
provided within the destination-side sub-network. Furthermore, SCs, which were tested
successfully in the emulator, can run on target computing devices without modifying or
recompiling the SCs. This is because this model provides a unified view of computing
devices and software and enables SCs to be executed in both VCCs and PCs.

6 Conclusion

We presented a world model for context-aware services, e.g., location-aware and per-
sonalized information services, in ubiquitous computing environments. Like existing
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related models, it can be dynamically organized like a tree based on geographical con-
tainment, such as a user-room-floor-building hierarchy and each node in the tree can
be constructed as an executable software component. It also has several advantages in
that it can be used to model not only stationary but also moving spaces, e.g., cars. It
enables context-aware services to be managed without databases and can be managed
by multiple computers. It can provide a unified view of the locations of not only phys-
ical entities and spaces, including users and objects, but also computing devices and
services. We also designed and implemented a prototype system based on the model
and demonstrated its effectiveness in several practical applications.
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Abstract. With the increasing globalization of economy and consequent in-
creasing in the inter and intra organizational competitiveness, the role of groups 
in organizations and businesses achieve greater significance. The work, as well 
as the responsibility involved to reach a decision, is distributed among group 
members, which may be distributed geographically and may cooperate in an 
asynchronous way. This paper shortly presents the WebMeeting prototype, 
which is a group decision support system that supports ubiquitous group deci-
sion meetings. It is also discussed the influence of emotional factors in group 
decision making and it is proposed a multi-agent model to simulate ubiquitous 
group decision making processes, where argumentation and emotional capabili-
ties are considered.  

1   Introduction 

The problem of group decision-making has gained great relevance in the scope of 
Decision Support Systems, which were initially designed as individual tools. Quickly 
those tools have demonstrated to be limited, in the sense that in today’s organizations 
several persons, entities or agents are involved in most of the decision processes. In 
that way decision problems are considered from different points of view, with differ-
ent opinions about the importance of the decision criteria (for instance, in the pur-
chase of a car we will be able to consider criteria like price, technical characteristics, 
design or manufacturer). 

The present business environment is characterized by the use of groups, which 
work in distributed environments and have to deal with uncertainty, ambiguous prob-
lem definitions, and rapidly changing information. 

In order to support group work, numerous commercial and non commercial Group 
Decision Support Systems (GDSS) were developed in the last years (GroupSystems 
software; WebMeeting [16]; HERMES [10]; VisionQuest software). Despite the qual-
ity of these systems, they present some limitations. In our recent work we are propos-
ing some new ideas to deal with GDSS [14], namely: the use of Multi-Agent Systems 
to model group participants; and the inclusion of argumentation and emotional aspects 
in the group decision making process. 
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The work described in this paper is included in ArgEmotionAgents project (POSI / 
EIA / 56259 / 2004 - Argumentative Agents with Emotional Behaviour Modelling for 
Participants’ Support in Group Decision-Making Meetings), which is a project sup-
ported by FCT (Science & Technology Foundation – Portugal) envisaging the use of 
Multi-Agent Systems approach for simulating Group Decision-Making processes, 
where Argumentation and Emotion components are specially important. 

This paper is organized as follows. Section 2 provides a general approach to group 
decision making, in particular to ubiquitous group decision making. Yet in this sec-
tion it is presented the WebMeeting prototype (which is a group decision support 
system that supports ubiquitous group decision meetings) and is discussed the role of 
emotion in group decision meetings. In section 3 it is presented the OCC model of 
emotion proposed by Ortony, Clore and Collins [20]. A model to support agent based 
ubiquitous group decision making is proposed in section 4, this model has several 
components, we will focus in the emotional component. Finally section 5 presents 
conclusions and gives some perspectives and ideas for future work. 

2   Group Decision  

The term Group Decision Support System (GDSS) [7][12] emerged effectively in the 
beginning of the eighty-decade. According to Huber [8] a GDSS consists of a set of 
software, hardware, languages components and procedures that support a group of peo-
ple engaged in a decision related meeting. A more recent definition from Nunamaker 
and colleagues [18] says that GDSSs are interactive computer-based environment which 
support concerted and coordinated team effort towards completion of joint tasks.  

Generically we may say that GDSS aims to reduce the loss associated to group 
work (e.g. time consuming, high costs, improper use of group dynamics, etc.) and to 
maintain or improve the gains (e.g. groups are better to understand problems and in 
flaw detection, participants’ different knowledge and processing skills allow results 
that could not be achieved individually). The use of GDSS allows groups to integrate 
the knowledge of all members into better decision making. 

Jonathan Grudin [6] classifies the digital technology to support the group interac-
tion in three phases: pre-ubiquitous, the proto-ubiquitous and the ubiquitous. In the 
pre-ubiquitous phase, that begin in the 70’s, were supported face-to-face meetings. In 
the proto-ubiquitous phase distributed meetings were supported, this phase begun 
approximately at 1990. The ubiquitous phase is now getting under way and support 
meetings distributed in time and space. This classification is similar to DeSancits and 
Gallupe [3] classification to GDSS, although in this last one it is considered another 
type of support, the Local Decision Network that is a type of support where group 
members meet at the same place but at different time. 

Our interest is in ubiquitous group support. 

2.1   Ubiquitous Group Decision Making 

There are many areas where ubiquitous group decision making makes sense. One of 
the most cited areas in literature is Healthcare since patient’s treatment involves vari-
ous specialists, like doctors, nurses, laboratory assistants, radiologist, etc. These  
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specialists could be distributed across departments, hospitals or even in different 
countries. The HERMES system, a web-based GDSS was tested inside this context 
[10]. Many of the decisions we take every day will take a new dimension if we con-
sider that they will be resolved by a group of individuals, for instance: choice of a 
place to make vacations, buy a car, hire an employee and choice of a place to build a 
new airport. If the group members are dispersed in time and space, the need of coor-
dination, informal and formal communication, and information share support will 
increase significantly. There are already some examples of GDSS that support ubiqui-
tous decision (GroupSystems software; WebMeeting [16]; HERMES [10]; Vision-
Quest software). 

2.2   Emotion in Group Decision 

Common sense usually tell us that a great deal of emotion can harm decision making 
process but, on the other hand, Rosalind Picard for instance, claims that too little 
emotion can impair decision making as well [21]. It seams that, in decision making 
processes, emotion is needed in a balanced way.  

In psychological literature several examples could be found on how emotions and 
moods affects the individual decision making process: 

• Individuals are more predisposed to recall past memories that are congruent with 
their present feelings. 

• Positive mood trend to promote risk aversion behaviour, while negative mood 
promote a risk taking behaviour. 

• Positive moods tend to be associated with heuristics information strategy process-
ing, while negative moods are more related to systematic processing. 

Emotion will influence the individual decisions of the group members, but during a 
group decision making, group members may be also influenced by the displayed emo-
tions of other members.  

The process of emotional contagion could be analysed based on the emotions that a 
group member is feeling or based on the group members mood [17]. 

A more detailed review of the influence of emotion in group decision making can 
be found in [13]. 

2.3   WebMeeting Prototype 

WebMeeting is a GDSS that supports distributed and asynchronous meetings through 
the Internet (ubiquitous meetings) [16]. The WebMeeting system is focused on multi-
criteria problems, where there are several alternatives that are evaluated by various 
decision criteria. Moreover the system is intended to provide support for the activities 
associated with the whole meeting life cycle, from the pre-meeting phase to the post-
meeting phase. 

The system aims at supporting the activities of two distinct types of users: ordinary 
group “members” and the “facilitator”. The users of WebMeeting can access the sys-
tem from anywhere through a PC and an Internet connection.  

The WebMeeting system is composed by the following modules: Setup, Manage-
ment, Argumentation, Multi-criteria, Voting and Database. The Setup module will be 
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operated by a facilitator during the pre-meeting phase. The Multi-Criteria module is 
used: by the facilitator during the pre-meeting phase to configure the multi-criteria 
decision problem; and by the participants during the meeting in order to establish 
individual preferences.  The argumentation module is based on the IBIS (Issue Based 
Information System) argumentation model [18] and implements an argumentation 
forum where group members could argue in favor or against alternatives. The Voting 
module is responsible for the emission of “vote bulletins”, and for the publication of 
results (intermediate and final). In figure 1 it is possible to see a screen of an argu-
mentation forum of a very simple group decision (acquisition of a laptop). 

 

Fig. 1. Argumentation forum 

An interesting and somehow natural expansion of the WebMeeting system might 
involve the addition of a simulation system where it should be possible to simulate the 
participants of an ubiquitous group decision meeting through emotional autonomous 
agents. Bellow it will be described some of the approaches that can be found in litera-
ture, that use agents and in particular multi-agent systems in group decision support 
systems. Section 4 will present our model of an agent based support to ubiquitous 
decision that handles emotional aspects. 

2.4   Agents in Group Decision Support Systems 

In literature there are already descriptions of agent based GDSS, some of them will be 
described afterwards.  

Ito and Shintani [9] propose an architecture for an agent based GDSS where, it is 
associated an agent to each member (human) of the decision meeting. The key idea of 
this system is the persuasion mechanism between agents. The persuasion in this sys-
tem is already done in pairs, for instance, agent A tries to convince agent B about the 
choice of alternative X, if agent A succeed then they will form a group and together 
will start a new persuasion cycle and try to convince another agent about the choice of 
alternative X. 
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Kudenko and colleagues [11] propose a system named MIAU whose aim is to sup-
port a group of users in the decision of acquiring a good from an electronic catalogue. 
The catalogue items are characterized by a set of criteria (if the item of the catalogue 
is a car the criteria could be: price, technical characteristics, design or manufacturer, 
capacity of charge). MIAU intends to obtain a compromise solution that can be ac-
ceptable for all group members and for that it acquires the preference models of each 
user through interface agents. After this phase a mediator agent combine all the agents 
and try to identify negotiable aspects and to suggest what seems to be a compromise 
solution. The users can accept or reject the proposed solution, and that may imply 
updates in the individual preference models. This process is repeated until a consen-
sual solution is found. 

Hermes [10] is a web-based GDSS that supports argumentative discourses between 
group members. The role of agents in this system is, for instance, to provide mecha-
nisms to validate arguments consistency as well as to weight them. Agents in Hermes 
are also responsible for processes related with information search, for instance recov-
ering information from previous discussions. 

3   OCC Model 

As we have seen before, the emotional state of an individual affects its decisions and 
influence the emotional state of others member of the group, through the process of 
emotional contagion that will be discussed in section 4. As we intend to simulate group 
decision making through autonomous agents, it is important that those agents have 
some emotional characteristics, in order to approximate the simulation to the reality. 

The OCC model [20] proposes that emotions are the results of three types of sub-
jective appraisals: 

1. The appraisal of the pleasantness of events with respect to the agent's goals. 
2. The appraisal of the approval of the actions of the agent or another agent with 

respect to a set of standards for behaviour. 
3. The appraisal of the liking of objects with respect to the attitudes of the agent. 

Generically in the OCC model emotions are seen as valenced reactions to three dif-
ferent type of stimulus [20]: objects; consequence of events and action of agents. 
These are the three major branches of emotion types. In the branch objects we have 
the emotions love and hate. In the branch consequences of events we have the emo-
tions: happy-for, gloating, pity, resentment, satisfaction, hope, fear, fears-confirmed, 
relief, disappointment, joy and distress. In the branch actions of agents we have the 
emotions: pride, shame, admiration and reproach. The model considers yet 4 com-
pound emotions, because they are consequence of events and agents actions, which 
are: gratification, remorse, gratitude and anger. 

The original OCC model, described above, with his 22 different types of emotions 
is probably, for our propose, to much fine grained.  A simplified version of this theory 
was presented in 2003 by Ortony [19], where he considered only two different catego-
ries of emotional reactions: positive and negative. As in the original model, emotions 
are the results of three types of subjective appraisals (goal-based, standard-based and 
taste-based). In table 1 it is possible to visualize the OCC model reviewed in 2003, 
after the collapse of some of the original categories. 
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Table 1. Five specializations of generalized good and bad feelings (collapsed from [19]) 

 Positive Reactions Negative Reactions 

Undifferentiated …because something good happened 
(joy) 

…because something bad happened  
(distress) 

…about the possibility of something 
good happening (hope) 

…about the possibility of something bad 
happening (fear) 

Goal-based … because a feared bad thing didn’t 
happen (relief) 

… because a hoped-for good thing didn’t 
happen (disappointment) 

… about a self-initiated praisewor-
thy act (pride) 

… about a self-initiated blameworthy act 
(remorse) 

Standard-based … about an other-initiated praise-
worthy act (gratitude) 

…about an other-initiated blameworthy 
act (anger) 

Taste-based 
… because one finds someone/thing 
appealing or attractive (like) 

… because one finds someone/thing 
unappealing or unattractive (dislike) 

The OCC model was several times used to model the implementation of emotional 
agents, and afterwards we will referrer to some of the implementations that use it. 

Bates [2] developed the OZ project in which real-time, interactive, self-animating 
agents were situated in simulated micro-worlds. These agents, who were based on the 
principles of traditional character animation, were equipped with emotions to make 
them believable. The module that implements emotions in the OZ project is the EM 
module that is based in a simplified version of the OCC model (only some emotions 
of the model were implemented). 

Elliot [4] developed the Affective Reasoner, a multi-agent simulation model based 
on the OCC emotions model, where agents have the capacity to produce twenty four 
emotion types and express more than 1200 facial expressions. Each agent has a repre-
sentation of itself and a representation of the concerns of other agents which allow 
them to explain the emotional episodes of others. During the simulation, agents judge 
events according to their attractiveness and status (unconfirmed, confirmed, and dis-
confirmed). 

Adamatti and Bazzan in [1] describe Afrodite, a framework to simulate agents with 
emotions that is based on the OCC model. With this simulation framework it is possi-
ble to configure different scenarios. 

El-Nasr [5] proposes the FLAME model that is a computational implementation of 
emotions that uses fuzzy logic and is based in a combination of the OCC model and 
the Roseman emotion model [22]. 

Despite several implementations of the OCC model, it is not exempt of critics, 
probably the more cited are: the fact that OCC model does not retain memory of past 
emotions (interactions) and the impossibility to model an emotion mixture.   

4   The Proposed Model 

As we referred in the beginning of this paper our aim is to present a multi-agent 
model to simulate ubiquitous group decision making considering emotional factors. In 
our opinion the use of Multi-Agent Systems seems to be quite suitable to simulate the 
behaviour of groups of people working together and, in particular, to ubiquitous group 
decision making modelling, because it allows [15]: 
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• Individual modelling – each participant of the group decision making can be rep-
resented by an agent that will interact with other agents. Agents can be modelled 
with social and emotional characteristics in order to become more realistic. 

• Flexibility – with this approach it is easy to incorporate or remove entities. 
• Data distribution – frequently, in group decision making, participants are geo-

graphically distributed.  

In ours previous work we identified the main agents involved in a simulation of a 
group decision meeting [14] and they are: Participant Agents; Facilitator Agent; Reg-
ister Agent; Voting Agent and Information Agent. 

In the remain text of this section we will first present the architecture of partici-
pants agents, because they represent the main role in group decision making and then 
we will detail one of the components of this architecture, the Emotional module. 

4.1   Participant Agent Architecture 

In figure 2 it is represented the architecture of participant agents. This architecture 
contains three main layers: the knowledge layer, the reasoning layer and the commu-
nication layer. 

In the knowledge layer the agent has information about the environment where it is 
situated, about the profile of the other participants agents that compose the simulation 
group, and regarding its own preferences and goals (its own profile). The information 
in the knowledge layer is dotted of uncertainty and will be accurate along the time 
through interactions done by the agent. 

The communication layer will be responsible for the communication with other 
agents and by the interface with the user of the group decision making simulator. 

The reasoning layer contains three major modules:  

• the argumentative system – that will be responsible by the arguments generation; 
• the decision making module – that will choose the preferred alternative; 
• the emotional system – that will generate emotions and moods, affecting the 

choice of the arguments to send to the others participants, the evaluation of the 
received arguments and the final decision. 

 
 
 

 
Reasoning

 
 
 
 
 

Knowledge 
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System 

Communication Interface 

Decision Making Emotion System 

World knowledge Self Model Model of the others 

 

Fig. 2. Participant Agent Architecture 
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4.2   Emotional Module 

The emotions that will be simulated in our system are those identified in the reviewed 
version of the OCC model: joy, hope, relief, pride, gratitude, like, distress, fear, dis-
appointment remorse, anger and dislike. 

An emotion in our system is characterized by the proprieties identified in table 2. 

Table 2. Emotion property 

Type Emotion type 
Valence Positive or negative 
Agent_Id Identification of the agent 
Time Moment in time when emotion was initiated 
Origin_Id Identification of the agent or event that origin the emotion 
Intensity Emotion intensity 

In figure 3 it is possible to visualize the main components of the emotional system. 

 

Appraisal 

Selection 

Decay 

Mood 

Emotions 

 

Fig. 3. Emotional Module 

The emotional module is composed by three main components: the appraisal – 
based on OCC model, where the intensities of potential emotions are calculated; the 
selection – each emotion has a threshold activation, that can be influenced by the 
agent mood, this component selects the dominant emotion; and decay – emotions 
have a short duration, but they do not go away instantaneously, they have a period of 
decay. 

The agent mood is calculated based on the emotions agents felt in the past and in 
the moods of the remaining participants. In our approach only the process of mood 
contagion is being considered, we do handle the process of emotions contagion. We 
consider only three stages for mood: positive, negative and neutral. 

In group decision simulation the participant agents will exchange arguments in order 
to achieve a consensual solution, the selection of arguments to be sent and the evalua-
tion of received arguments will take into account the agent internal emotional state, the 
moods of other agents, as well as other characteristics that compose the agents profile: 
debts of gratitude, agents in which the participant agent trust, agents that participant 
agent think that consider him as credible, friendship agents and enemy agents. 
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Although our model is based on the OCC model we think that with the inclusion of 
mood we can surpass one of the major critics that usually is pointed to this model, the 
fact that OCC model does not handle treatment of past interactions, past emotions. 

5   Conclusion 

More and more organizational decisions are taken by groups of people distributed in 
time and space. It is also accepted that the emotional state of an individual affects its 
decision and when he is taking part of a group decision he will influence both the 
emotional state of others members and group decisions.  

In this paper it was briefly presented WebMeeting a ubiquitous group decision sup-
port system, but it main goal was the presentation of an agent based simulation model 
to group decision. The presented model incorporate the agents emotions and mood in 
the decision making process. The agent emotions and mood affect the selection of 
arguments to send to others agents, as well as, the evaluation of the received argu-
ments. Agents individual emotions and mood are affected by the process of mood 
contagion. 

Future work includes the implementation, validation and consequent refinement of 
the model. The inclusion of this model as component of WebMeeting is also being 
considered. In that case a participant in a real ubiquitous group decision meeting, 
supported by WebMeeting, will use this model for instance to simulate the other par-
ticipants and to preview its behaviour. 
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Abstract. Software Platform is a middleware component of Smart Space to coor-
dinate and manage all modules. Location-awareness is a common feature of many 
modules. Current several typical methods for distributed systems can hardly be 
competent for both the role of Software Platform and accommodating location-
awareness simultaneously. Aiming at this, we present our method: SLAP (Smart 
Location-awareness-Accommodating Platform). The method, on the basis of 
OAA (Open Agent Architecture), adopts such new technologies as Poll-Ack 
mechanism, dual-central coupling model and hybrid architecture. Consequently it 
not only reserves the advantages of OAA to coordinate multi-modal modules effi-
ciently and flexibly, but also accommodates location-aware computing well. 

1   Introduction 

Smart Space [1] (or Intelligent Environment) is a working environment integrated 
with numerous distributed software and hardware, including multi-modal modules 
and positioning sensors, which is also a system intensively applying perva-
sive/ubiquitous computing technologies. The Software Platform (also called Software 
Infrastructure), working as a middleware between OS (Operation System) and appli-
cation modules, is a fundamental component of Smart Space to coordinate and man-
aging all hardware and software modules. 

Nowadays location-awareness is becoming an indispensable characteristic of most 
modules in Smart Space, which brings about a research field: location-aware comput-
ing. In our project, Smart Classroom [2] (a Smart Space on tele-education), location-
awareness means that applications or services can modify their own behaviors unob-
trusively or non-intrusively to adapt to users’ purpose, according to the location (or 
spatial relationship) of located-objects [3] (including applications or service). 

Both accommodating location-aware computing and adapting to Smart Space give 
the Software Platform dual challenges, which are just all the necessity of Smart Class-
room. However, current several representative methods for tradition distributed sys-
tems, e.g. DCOM, CORBA, Metaglue and OAA (Open Agent Architecture) etc, can 
not give both needs a satisfying solution simultaneously. Aiming at this, we present 
our method: SLAP, a system with our improvement on OAA, which it not only effi-
ciently coordinates and manages all modules according to the demands of Smart 
Space, but also accommodates location-aware computing very well. 
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The contents below are as follows: Section 2 discusses the demands of Smart 
Space on Software Platform. Section 3 introduces the requirements of location-
awareness and the deficiencies of OAA. Section 4 presents our improvement’s key 
technologies of. Section 5 presents the architecture and primitives of SLAP. Section 6 
elaborates on the experiments. And section 7 concludes this paper. 

2   Criterion and Selection of Software Platform 

2.1   Demands of Smart Space on Software Platform 

As far as the fact that Smart Space consists of various computing and communication 
units is concerned, Smart Space is a distributed system in some sense. However, it has 
some special features different from the normal distributed systems: 

1. autonomy and independency 
The modules in Smart Space are more autonomous and independent than those in 
distributed systems. For example, most modules in Smart Space can run or expire 
independently, which are not in a certain module’s control and do not comply with 
other modules’ assignment at all. 
2. loose-coupling 
A Smart Space system is very dynamic. Modules are restarted or moved to different 
hosts and System configurations change time to time. The loose coupling of modules 
will help to cope with this nature of Smart Space, as well as to resile from failure. 
3. lightweight 
As an underlying component, the Software Platform is to run on the various units in 
Smart Space which have various abilities of computing and communication spanning 
from mainframe computers to embedded systems, and to be used by the various mod-
ule’s developers who have uneven IT backgrounds. Thus, the feature of lightweight 
helps the Software Platform to accommodate various units, and to give various users a 
facile and simple interface. The light-weighted Software Platform only provides some 
key services and commits other complex functions to the applications in manner of 
the end-to-end implementation. 

The items above are almost the common demands for all modules of Smart Space, 
especially for the multi-modal modules. 

2.2   Selection of Software Platform 

The Smart Space’s features mentioned above are the criterion to select proper frame-
work model for Software Platform. Currently, the representative methods for distrib-
uted systems can roughly be divided into two categories: Distributed Component 
Model (DCM), and Multi-Agent System (MAS). 

In essence, DCM model is to encapsulate modules into objects (though someone ar-
gue that component is slightly different from object), which abstractly represents the 
states and behaviors’ implementation (also called properties and methods) of modules. 
The representative DCM models include DCOM, CORBA and EJB etc. In DCM 
model, there must be a centralized thread of application logic which decides which 
objects to be invoked (used) and when to invoke (use). However, this premise is diffi-
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cult to be met in Smart Space, due to the modules’ autonomy and independency. For 
example, in Smart Classroom, a laser-pen-tracking module continuously tracks the 
position of laser point, which is a projecting point on Smart Board (a large-sized touch 
screen) corresponding to users’ gesture, while a speech-recognition module keeps 
recognizing the user’s voice. In the example, a clear centralized control logic is diffi-
cult to be picked up. Instead, there are two parallel application logics simultaneously. 

In contrast, MAS model encapsulates each module into an agent, which not only 
has the same behaviors’ implementation as an object, but also owns itself activation 
logic, executing process and purpose. That is, according to its environment, an agent 
can itself decide what to do and how to do, which an object can hardly achieve. Thus, 
in MAS model, the control logic of modules is decentralized, which is more flexible 
and fitter for Smart Space than that of DCM model. The typical MAS models include 
Metaglue [4], Hyperglue [5] and OAA [6],[7]. 

Besides those advantages, MAS model is usually more light-weighted than DCM 
model. Those representative DCM models, such as DCOM and CORBA, all own 
many complicated features, e.g. object set, transaction process and currency control 
etc. In view of those synthetic factors, we select MAS system instead of DCM model 
as the abstraction model of Software Platform. According to modules’ coordination 
mode, MAS model is divided into two kinds: direct-coupled and meeting-oriented. 

 

Fig. 1. The inter-module communication mode 

The direct-coupled mode is also called RPC-like (Remote Procedure Call) mode. 
In this mode, each module must know other modules’ definite reference (name or ID). 
As Fig. 1(a) shows, the module on the one side must know who the other side is, and 
furthermore the modules on the two sides must run at the same time. Both Metaglue 
and Hyperglue belong to this mode, in which the inter-agent communication is 
achieved by Java RMI. Undoubtedly, the direct-coupled mode is tight-coupling. 

The meeting-oriented mode means the modules achieve the mutual coordination by 
broadcasting messages in a logic (virtual) meeting room. This mode’s feature is that 
the modules needn’t own others’ references. The Publish-Subscribe mechanism, 
which OAA adopts, is typically meeting-oriented. In OAA, when an agent wants a 
certain kind of message, it will register the messages on a message center: Facilitator. 
This activity is called subscribe message, which is also called asking a question in 
OAA. And if an agent tends to send messages, it needn’t know which agent and how 
many agents need those messages. What it does is only to send Facilitator the mes-
sages tagged with the name or category, and then Facilitator forwards all messages to 
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those agents who subscribe them, according to the messages’ category and name. The 
agent’s activity above is called publish message. The whole process is called “dele-
gated computing” in term of OAA, which is skeletally shown in Fig.1 (b).  

In comparison with the tight-coupling coordination mode of Metaglue, that of 
OAA is loose-coupling. Considering this factor, we prefer OAA to Metaglue and 
Hyperglue as a framework of Software Platform. 

3   Deficiencies of OAA on Location-Awareness 

3.1   Requirements of Location-Awareness on Software Platform 

In Smart Space, the location-aware computing system consists of three parts: loca-
tion-aware applications, location server and position system. The position system of 
our project is Cricket V2.0 [8], in which each positioning unit (a PDA with Cricket 
Mote) knows its own geometric coordinate location and then sends its location to the 
location server by a wireless network. The location server, on the one hand, takes 
charge of storing and managing all units’ location; on the other hand, provides the 
location-related services for the applications. In Smart Classroom, the location server 
adopts an implementation method called ASMod [9] to provide two kinds of service: 
query service and spatial event service. The former asks the applications’ spatial 
query, which is like a SQL service; the latter tracks the varying of located-objects’ 
spatial relationship to emit the relevant event notification. 

To support the location-aware computing system, Software Platform encounters 
two new issues: one is how to efficiently organize the communication of position 
system, namely the communication between the location server (also an agent) and 
positioning agents (which correspond to positioning units); another is how to organize 
the communication between location-aware applications according to their locations 
(or spatial relationship) which is also called location-based communication. Unfortu-
nately, neither of the issues is OAA competent for. 

3.2   Deficiencies of OAA on Supporting Location-Aware Computing 

First, OAA does not excel at organizing the communication between the location 
server and positioning agents efficiently, due to its Publish-Subscribe mechanism. In 
the mechanism, when to publish messages and how many messages to publish only 
depend on the agent itself, which we call free-publishing characteristic. This charac-
teristic adapts to such Smart Space’s demands as modules’ autonomy and independ-
ency and the system’s loose coupling, meanwhile it also brings about two problems: 

One problem is the difficulty in controlling the communication between the  
location server and positioning agents. In Smart Space, the location server usually 
needs to obtain the location from various positioning agents at various frequencies in 
different time according to its data’s state, which is essentially the location server’s 
data update policy. For example, in a time, if the location server infers that a  
positioning agent is moving quickly (maybe attached to a mobile person), it will get 
data from the agent twice per second. Likewise, in another time, if the location 
server infers the positioning agent seldom moves, it will get data from the agent only 
once per minute. 
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Another problem is that the disorderly contentions on the wireless network’s chan-
nel increase, which results in the degradation of performance and throughput. Because 
each positioning agent publishes its data (namely location) only according to its own 
willing, despite the others and the location server’s need, the disorderly contentions 
are inevitable, which will become more intensive with the increasing of the position-
ing agents’ number and the frequency of publishing in each agent. 

Secondly, OAA is also incompetent for organizing the location-based communica-
tion between applications. In Smart Space, much communication between agents is 
not constantly sustaining from beginning (subscribing) to end (unsubscribing), but 
varies according to their spatial relationship. The kind of communication, namely the 
location-based communication, is different from that of multi-modal modules, which 
OAA excels at. For example, when a PDA enters the service scope of Smart Board, 
the communication between the PDA agent and the Smart Board agent will emerge; 
and when the PDA leaves the service scope, the communication will also be broken 
off. Unfortunately, OAA is incompetent for the location-based communication. The 
cause is that neither Facilitator nor the source agents (which publish messages) cares 
the agents’ location and changes their behaviors according to the varying of location. 

4   Key Technologies of Our Improvement 

Aiming at the deficiencies of OAA on supporting location-aware computing, we present 
our solution to Software Platform: SLAP (Smart Location-awareness-Accommodating 
Platform). Here we first introduce the Key technologies of SLAP, which are to solve the 
two issues brought by location-aware computing. 

4.1   Poll-Ack Mechanism 

Aiming at the incompetence of Publish-Subscribe mechanism for organizing position 
system communication, we present an appropriative inter-agent communication 
mechanism: Poll-Ack mechanism. This mechanism is described as follows: 

As Fig. 2 illustrates, the communication consists of Poll-Ack cycles. And each cy-
cle is initiated by a broadcast message from the location server, which is called Poll. 
A poll indicates which agent to publish its location. On receiving the Poll, the posi-
tioning agent indicated in the Poll, replies an acknowledgement message called Ack 
(including ID and location) in a fixed time. The location server stores all agents’ loca-
tion, and assigns poll number to each agent in the unit time according to the agent’s 
velocity. An agent’s velocity is its adjacent location difference divided by the interval 

 

Fig. 2. The Poll-Ack mechanism 
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of its adjacent Ack. The higher velocity an agent is at, the more polls the location 
server assigns to it. Hence, not only this mechanism doesn’t produce channel conten-
tion, but also it is a velocity-directed bandwidth assignment in some sense.  

4.2   Dual-Central Coupling Model 

Aiming at the incompetence of OAA for organizing location-based communication, 
we present the dual-central coupling structure and the Spatial-event-directed Publish-
Subscribe mechanism.  

In OAA there is a unique coupling center, Facilitator, to organize message com-
munication. In contrast, in SLAP there are two coupling centers: LAMD (Location-
Aware Message Dispatcher) and LocServ. The former provides the analogous func-
tion of Facilitator, and the latter plays the role of location server. LocServ has a com-
ponent, Spatial Event Generator, which tracks the agent’s moving and translates loca-
tion into spatial events. LAMD owns a dispatching engine, Forward-Valve, which 
decides messages whether to forward indeed according to the event notification from 
LocServ. The structure of two coupling centers is shown in Fig. 3. 

The dual-central coupling structure adopts a new communication mechanism 
called Spatial-event-directed Publish-Subscribe. The mechanism is based on Publish-
Subscribe with some modification. The modification is as follows: 

1. When an agent subscribes a kind of messages, it is demanded to submit a spatial 
condition of the messages to LocServ at the same time. The spatial condition indi-
cates the premise the communication needs, and the premise is express as a spatial 
relationship, such as, the publisher’ location must be contained in the subscriber’s 
scope. The step is called spatial condition’s customization. 

2. LocServ keeps on obtaining the latest location of all agents from the position sys-
tem (namely tracking agents’ moving), and judges whether the spatial conditions 
are met by its Spatial Event Generator. When the spatial conditions become met or 
unmet, LocServ sends LAMD the event notifications: message-forward-enable or 
message-forward-disable. 

3. According to the notifications, LAMD will decide whether to forward the sub-
scribed messages to the subscriber (agents). 

If an agent wants the received messages to be irrelevant to the location, it submits a 
command to LocServ to abolish the spatial condition of messages. The whole process 
of this mechanism is shown in Fig. 4. 

 

Fig. 3. The structure of two coupling centers 
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Fig. 4. The spatial-event-directed publish-subscribe mechanism 

5   The Architecture of SLAP 

As a Software Platform, SLAP is a middleware between OS (Operation System) and 
applications (agents). An overview of SLAP is shown in Fig. 5.  

 

Fig. 5. The architecture of SLAP 

SLAP is a hybrid architecture composed of two parts, which respectively corre-
spond to two kinds of communication environment. The right part, positioning plat-
form, is used for the position system to coordinate LocServ and the positioning 
agents, which adopts the Poll-Ack communication mechanism. And the left part, 
location-based platform, is to organize the location-based communication between 
agents, which adopts the dual-central coupling model. The host containing LAMD 
and LocServ spans two network environments: one connects to the position system’ 
network (wireless network), another connects to the network all normal agents share. 
To enhance some functions of SLAP, we add in some components that OAA doesn’t 
own. For example, the containers, acting as mediators under the agent layer, are to 
shield heterogeneous OS and accommodating different developing languages, such as 
C++ and Java. The Directory Service is used for the service’s discovery.  

6   Performance Analysis 

To evaluate the performance of SLAP, we compare the Poll-Ack mechanism (which 
SLAP adopts) with the Publish-Subscribe mechanism (which OAA adopts) on the 
communication efficiency of position system. Define: 
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=LT Average time for a positioning agent to calculate its location 

=LD Transmission duration of a location message (which is in the form of Ack  

 message in the Poll-Ack mechanism) 
=pD  Transmission duration of a poll message 

Now we first investigate the performance of Publish-Subscribe mechanism. Pro-
viding a positioning agent publishes its location message at once after calculating its 
location, the probability that the positioning agent publishes the location: 

L

L
T

Dp =  (1) 

For a successful publishing exactly one of n  positioning agents should be publish-
ing at a given time. Hence the probability that only one given positioning agent is 
publishing at a particular time: 

1
1 )1( −−= nppP  (2) 

When there are n positioning agents, the probability that exactly one positioning 
agent is publishing at a given time is the channel utilization of wireless networkU . 
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For maximum utilization of publish-subscribe mechanism, there exists: 
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Hence, in the case above, the optimum utilization of Publish-Subscribe mechanism:  
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As for the Poll-Ack mechanism, the channel is occupied by Polls and Acks in turn. 
Hence, the channel utilization 'U  is: 
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Because the equation (4) exists in the case of channel’s maximum utilization, the 
optimum utilization of Poll-Ack mechanism 

apUo −  is:  
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 (7) 

As for a given position system, the average time of calculating location LT  is 

fixed, which only depends on the hardware’s intrinsic functionality. In contrast, the 

poll’s transmission duration pD  is determined by the concrete Poll-Ack mechanism. 
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Both Publish-Subscribe mechanism and Poll-Ack mechanism are simulated using the 
ns-2 network simulator with suitable extensions [10], which is guided by the CMU 

wireless extensions. In the simulation experiment, LT  is set to 100ms, pD  is set to 

1ms, 2ms and 4ms, which are corresponding to the curve Poll-Ack (1), (2) and (4) in 
Fig. 6 respectively. And the performance of Publish-Subscribe mechanism is labeled 
by the curve Pub-Sub in Fig. 6. 

 

Fig. 6. The communication performance of SLAP versus OAA in position system 

As Fig. 6 shows, in most cases, the optimum channel utilization of the Poll-Ack 
mechanism is superior to that of the Publish-Subscribe mechanism. The few excep-
tional cases occur on Poll-Ack (4) with the agent number of about 45, where the total 
transmission duration of polls (180ms) is greater than the average positioning time 
(100ms) by far. These cases are very extreme, which rarely appears in practice. An-
other trend seen from Fig. 6 is that, the smaller the poll’s transmission duration is, the 
larger improvement of channel utilization the Poll-Ack mechanism achieves on the 
Publish-Subscribe mechanism. 

7   Conclusion 

On the one hand, as a Software Platform for Smart Space, being based on OAA, 
SLAP reserves the main characteristics of OAA, a loose-coupling multi-agent system. 
Those characteristics conform to Smart Space’s demands on Software Platform better 
than other distributed system methods, which highly ensure modules’ autonomy and 
independency, inter-module loose-coupling and system’s lightweight. Hence, as far as 
accommodating Smart Space is concerned, SLAP, as well as OAA, is an excellent 
Software Platform, especially for coordinating most multi-modal modules. 

On the other hand, SLAP overcomes the shortcomings of OAA on accommodating 
location-awareness. By introducing in the dual-central coupling model, SLAP realizes 
inter-agent location-based communication that OAA used to not be able to provide. 
And by introducing the Poll-Ack communication mechanism into position system, 
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SLAP achieves higher channel utilization and more efficient communication perform-
ance than OAA. Thus SLAP not only is competent for Software Platform of Smart 
Space, but also accommodates location-aware computing well. 
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Abstract. In USA, 2002, approximately 3.2 million intersection-related crashes 
occurred, corresponding to 50 percent of all reported crashes. In Japan, more 
than 58 percent of all traffic crashes occur at intersections. With the advances in 
Intelligent Transportation Systems, such as off-the-shelf and in-vehicle sensor 
technology, wireless communication and ubiquitous computing research, safety 
of intersection environments can be improved. This research aims to investigate 
an integration of intelligent software agents and ubiquitous data stream mining, 
for a novel context-aware framework that is able to: (1) monitor an intersection 
to learn for patterns of collisions and factors leading to a collision; (2) learn to 
recognize potential hazards in intersections from information communicated by 
road infrastructures, approaching and passing vehicles, and external entities; (3) 
warn particular threatened vehicles that are approaching the intersection by 
communicating directly to the in-vehicle system. 

1   Background 

In spite of the advancement of state-of-the-art technologies being implemented in ve-
hicles and on the road over the years, the annual toll of human loss caused by inter-
section crashes has not significantly changed in more than 25 years, regardless of im-
proved intersection design and more sophisticated ITS technology [21]. Intersections 
are among the most dangerous locations on U.S. roads [7]. In 2002, USA, approxi-
mately 3.2 million intersection-related crashes occurred, corresponding to 50 percent 
of all reported crashes. 9,612 fatalities (22 percent of total fatalities) [21] and roughly 
1.5 million injuries and 3 million crashes took place at or within an intersection [22]. 
Yearly, 27 percent of the crashes in the United States take place at intersections [7]. In 
Japan, more than 58 percent of all traffic crashes occur at intersections. Intersections-
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related fatalities in Japan are about 30 percent of all Japanese traffic accidents, and 
those fatal crashes mainly happen at intersections without traffic signals [7].  

The complexity of intersections is due to various characteristics of intersections [1, 
7, 19], which are as follows: different intersection shapes, number of intersection legs, 
signalized/ unsignalized, traffic volume, rural / urban setting, types of vehicles using 
the intersection, various average traffic speed, median width, road turn types, and 
number of lanes. From those characteristics that pertain to intersection collisions, a 
driving assistance system for intersection is highly needed, particularly one that is 
able to warn driver for potential threats or collisions. Given the uniqueness of each in-
tersection, an intelligent system for intersection safety should be able to adapt to dif-
ferent characteristics of an intersection [19]. 

The advances in sensor technology and the need for intelligence, dynamicity, and 
adaptability in ITS have motivated the research of Context-Awareness, Multiagent 
Systems, and Data Mining for Intelligent Transportation Systems as discussed in Sec-
tion 2. Section 3 discusses the model we propose to address the issues of intersection 
safety. Section 4 concludes the paper and outlines future work of the project. 

2   Related Work 

Subsection 2.1 reviews existing research projects in intelligent software systems, such 
as Context-Awareness, Multiagent Systems, and Data Mining, which have been util-
ized to advance Intelligent Transportation Systems. Subsection 2.2 discusses the exist-
ing approaches in intersection collision warning and/or avoidance systems.  

2.1   Intelligent Software Systems 

Context-aware applications observe the “who’s, where’s, when’s, and what’s” of enti-
ties and use this information to find out “why” a situation is happening [2]. With the 
availability of context information, an application can then use it to adapt to environ-
ment changes. The research areas of context-awareness in ITS include smart autono-
mous cars [17, 18] and traffic monitoring [11].  

An agent is autonomous intelligent program acting on behalf of the user [24]. A 
multiagent system (MAS) is a collection of agents that communicate with each other 
and work together to achieve common goals with a certain measure of reactivity 
and/or reasoning [24]. There have been considerable ITS projects using the notion of 
agents, such as for controlling and managing traffic in intersections [3, 6, 10].  

Given that there are considerable amount of data from the in-vehicles and roadside 
sensors, clearly, it is essential to make sense of the sensors data. Data mining is the 
development of methods and techniques to gain knowledge from data by pattern dis-
covery and extraction [4]. Data analysis techniques are necessary for processing in-
formation both on roadside and in vehicle situations [16]. However, data mining and 
machine learning techniques require high computational resources as knowledge is 
discovered from the analysis of huge data storages. Learning from data streams in 
ubiquitous environment is enabled by Ubiquitous Data Mining (UDM), which is the 
analysis of data streams to discover useful knowledge on mobile, embedded, and 
ubiquitous devices [9]. UDM have been used to monitor vehicle’s health and driver’s 
characteristics in moving vehicles [13] and to identify drunk-driving behavior [12].  
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The above mentioned technology in ubiquitous computing enables more sophisti-
cated ITS applications. However, after reviewing those research projects, none has 
addressed a holistic approach for intersection safety. 

2.2   Intersection Collision Warning and/or Avoidance Systems 

Intersection collision warning and avoidance systems are categorized as either vehi-
cle-based, infrastructure-only or as infrastructure vehicle cooperative [5, 22]. Vehi-
cle-based systems rely only on in-vehicle sensors, processors, and interface to detect 
threats and produce warnings [22]. Infrastructure-only systems rely only on roadside 
warning devices to inform drivers [5]. Cooperative systems communicate information 
straight to vehicles and drivers. The main advantage of cooperative systems rests in 
their potential to improve the interface to the driver, and thus to almost guarantee that 
a warning is received.  

Existing Intersection Collision Warning Systems as those described in [5, 8, 19, 20, 
23] are still infrastructure-only system, and are limited in certain aspects:  

1. Warning messages are less effective as they are only displayed on the roadside.  
2. There is no communication means that exists between road infrastructure and vehi-

cles, and therefore, no exchange of useful information between them. 
3. Information about intersection might not be comprehensive as the only data source 

is roadside sensors. 
4. The systems are mostly reactive. Although reactive trait is required; however, de-

liberative reasoning aspect can supplement and enhance these systems. 
5. Each system is built for a particular intersection or an intersection type, and there-

fore each application requires a field study on that intersection.  

Vehicle-based intersection collision warning systems [15] are fairly effective for a 
single vehicle. However, in an intersection, a cooperative system is a preferred solu-
tion as it is very important to communicate foreseen threats to other vehicles. 

Research initiatives in developing cooperative system for intersection safety such 
as [14, 22] have recently commenced. However, these projects do not mention the 
techniques to discover crash patterns and pre-crash behavior associations, which are 
essential to detecting and reacting to potential threats. A generic framework that is 
able to automatically adapt to various types of intersections is also required for effi-
ciency of deployment; however, these projects have not addressed this issue. 

There is a project that uses multiagent system for intersection collision warning 
system [22]; however, it only implements vehicle-to-vehicle cooperation for intersec-
tion safety. Threat detection relies on information (location, velocity, acceleration) 
shared by other vehicles. Useful information from external sources such as the infra-
structure and environment are not incorporated. Another limitation is that the agent 
architecture is reactive; there is no learning to gain new knowledge that can improve 
the system.  

Therefore we suggest an integration of multi-agent systems and ubiquitous data 
mining notions to a hybrid intersection safety model that can be applied to any inter-
section. The elucidation and model of our approach is described in the Section 3. 
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3  Proposed Model 

Subsection 3.1 outlines the requirements of the model for intersection safety man-
agement. Subsection 3.2 explains our model to answer those requirements.  

3.1   Model Requirements 

There is a need for a cooperative intersection collision warning and avoidance system 
that addresses the following challenges: 

1. An intersection safety model that is able to detect high risk situations and foresee 
threats in particular intersections is required. Given that there is considerable 
amount of sensor data in cars and infrastructures, there is an opportunity to reason 
and use this data to develop patterns and associations that can help in better under-
standing of high risk situations and behaviors that lead to crashes. While current 
systems tend to be reactive to situations, there is increased recognition [3, 14, 22] 
that reasoning and learning can be integrated to supplement reactivity. 

2. As each intersection is unique, the profile of high risk situations in one intersection 
is different from another, therefore, a generic model that is able to adapt to particu-
lar intersections over a period of time is required. Each system in different intersec-
tions should have a knowledge that is applicable only within its locality. This 
knowledge is gained through reasoning and learning. Hence, this approach allevi-
ates the inefficiency of the current method of developing different intersection col-
lision warning and avoidance systems for different intersections [1, 7, 19]. 

3. There is a necessity for exchange of information and knowledge between intersec-
tion infrastructure and vehicles and also for vehicle-to-vehicle communication. 
This is due to the need for a comprehensive understanding of a particular intersec-
tion so that the system is able to act or respond better to a hazardous situation.  

This research aims to investigate an integration of intelligent software agents,  
ubiquitous data stream mining, for a novel context-aware framework that is able to: 

1. monitor an intersection to learn for patterns of collisions and factors leading to a 
collision using ubiquitous data stream mining; 

2. learn to recognize potential hazards in intersections from information communi-
cated by road infrastructures, approaching and passing vehicles, and external enti-
ties using a layered agent architecture;  

3. warn particular threatened vehicles that are in the intersection by communicating 
directly to the in-vehicle system with multi-agent communication principles. 

The goal is feasible due to the recent advances in ITS sensor technology that al-
lows real-time data from in-vehicle and traffic sensors to become more accessible. 

3.2   Model Description 

This research brings together Multi-Agent Systems with Ubiquitous Data Mining to 
develop a context-aware model that addresses for cooperative intersection collision 
warning and avoidance systems.  

Multiagent technology is very fitting for coordination of entities in intersections. 
The abstraction of independent, autonomous entities that are able to communicate with 
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other entities and make independent decisions maps eminently to the situation of an 
on-road scenario. Each entity can be represented by an intelligent agent. Communica-
tion among those entities is made possible through agent communication language. 
Accordingly, we need to decide on which agent architecture is the most appropriate to 
answer the challenges in the Section 1. According to [24], there are four classifications 
of agents based on their architectures: logic, reactive, BDI, and layered agents. As 
agent’s layered architecture is designed for balance of mutual effectiveness of reactiv-
ity and reasoning, thus we view it as appropriate to adopt this architecture for the basis 
of the model of agents for intersection safety system. Such model allows retaining the 
element of reactivity while incorporating the potential to reason and learning.  

The question now remains as to how the reasoning and learning is accomplished. 
We view Ubiquitous Data Mining (UDM) as suitable in this context. A system that is 
deployed to continuously monitor an intersection must necessarily be able to operate 
in a ubiquitous resource-constrained environment. The information delivered to the 
systems will be from a myriad of sensors that continuously and rapidly stream data to 
the systems. Given this content, it is evident that UDM is a suitable option and one 
that can facilitate incremental learning. The question remains that while the general 
principals of UDM are appropriate for our research, the specifics and modalities of the 
learning process and the algorithms suited to this application need to be investigated 
and developed as part of this research. 

Therefore, the model we propose is: A context-aware multi-agent framework with 
an integration of layered agent architecture and ubiquitous data mining for intersec-
tion safety. The subsection 3.2.1 discusses the internal model of agents, while the sub-
section 3.2.2 discusses the interaction model of our multiagent system. 

3.2.1   Agent Model 
For each agent in the framework, we propose a novel hybrid agent model: Ubiquitous 
Data Mining based Layered Agent (UDMLA), as displayed in Figure 1.  

The theoretical model consists of three layers, which are described as follows: 

1. Reactive layer as the bottom layer. It has sensors, communication components, and 
actuators that accept sensory data input and generate responses. It performs infor-
mation exchanges with other agents or external parties and performs the task of is-
suing notifications. Reactive layer possesses knowledge based rules for generating 
actions or responses. The characteristics of the knowledge in this layer are stable 
(unchanging for an extended period of time) and highly reliable or have high levels 
of confidence.  

2. Training layer is intended to test new knowledge from the higher layer. Data re-
ceived from reactive layer are passed to the higher layer for reasoning. This layer is 
designed to train untested knowledge that is passed from reasoning layer by data 
mining techniques for training datasets, solve conflict in untested knowledge by 
confidence measurement, recognize failures and learn from it by passing the in-
formation back to the reasoning layer. This layer possesses knowledge with mod-
erate confidence as the knowledge still needs to be tested. When this knowledge 
has reached acceptable levels of stability or confidence, it is passed to the reactive 
layer for initiating actions based on events that conform to these patterns. 

3. Reasoning layer contains UDM algorithm that extracts information from streams of 
data to recognize new knowledge such as in form of patterns and associations. 
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Fig. 1. UDM based Layered Agent (UDMLA) model 

 

Fig. 2. The internal architecture of an intersection agent 

Each layer has a confidence measure to check whether data entering the layer can 
be treated within certain levels of confidence for specific purposes such as for gener-
ating actions or training; otherwise, data will be passed into higher layers for reason-
ing. This approach facilitates knowledge evolution within the layers of the agent; 
hence, the agent is improving its intelligence over a period of time. 

To our knowledge, a model of intelligent agent architecture that accommodates 
Ubiquitous Data Mining is novel. The UDMLA model is applicable to other applica-
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tion domains that require reactivity along with deliberation to cope with a fast chang-
ing environment.  

Figure 2 shows an application of UDMLA model for a single intersection agent. 
Input to the reactive layer of an intersection agent can come from sensory inputs and 
also from different sources, such as from vehicle agents and external parties such as 
traffic bureau. The input data is checked against behavior classificatory to be vali-
dated whether it falls into one of the dangerous behavior categories. If it does, the data 
will be passed on to warning algorithm that will take an action depends on the rate of 
danger a situation carries. 

Every input to the reactive layer is also passed into the next upper layer, which is 
the training layer. The training layer assesses the input and remeasures the confidence 
of knowledge by calculating and comparing the number of valid and invalid matched 
data items. For example, if knowledge to be tested states that a car that a travel ap-
proaching the vicinity is making a direct left turn without first yielding right-of-way, 
and another car from the opposite side of intersection, with the distance less than 25 
meters, is approaching with the average speed of 50 km/h, crash will happen. In this 
case, the crash will likely occur in 1.8 second (3600 seconds ÷ (50000 m ÷ 25 m)). 
Say that this knowledge has 3 valid occurrences out of 4 total occurrences (75% con-
fidence). A new data item that falls within the same situation adds the confidence of 
the knowledge to be 4 out of 5 (80% confidence). A confidence threshold is given to 
this layer, that before a knowledge can be passed into the reactive layer it must reach 
a certain level of confidence, for example 90% confidence. If there is a failure in 
warning relevant vehicles (i.e. crash happens), failure handler will store the case and 
test next relevant data items whether the correct rule is the negation of the current rule 
or is a fuzzy rule derived from both the current rule and its negation. 

The top layer is the reasoning layer where all input data are being learned and studied 
by Ubiquitous Data Mining techniques to find patterns of intersection crashes and dan-
gerous situations and driver behaviors that lead to each crash category. Rules for classi-
fying situations are also being extracted here after clusters of crash patterns are found, 
so that dangerous situations can be detected instantly. Every new rule extracted is trans-
ferred to the training layer to be tested with new data items over a period of time. 

One example of a scenario that is examined by an intersection agent is a situation of 
a small size car that is approaching the intersection with the speed of 40 – 60 km/h 
without decelerating to beat the yellow traffic light before it turns to red in 0.5 second. 
A near side-collision event occurs as a car from the other side of intersection suddenly 
puts on the brakes within the distance of 0.5 meter from the car that violates the red 
light signal. This event is then recorded with all the attributes to be clustered and clas-
sified by UDM algorithm. The clustering of UDM uses initial clusters depends on in-
tersection types and crash patterns described by previous studies. For example, for a 
cross intersection [15], the initial clusters are: (1) across path turn; (2) perpendicular 
paths with no violation of traffic control; (3) perpendicular paths with violation of traf-
fic control; (4) premature intersection entry scenario. Driving behaviors and attributes 
in each of the cluster will then be mapped against five stages of driving, which are 
“normal, warning, collision avoiding, collision imminent, and collision past” [24]. The 
warning algorithm treats each stage of driving differently by issuing different level of 
warning. The number of crash patterns will change according to the usage behaviors 
and characteristics of the intersection. Hence, the intersection agent is context-aware, 
and able to adapt to different kinds of intersections due to its learning capabilities.   
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Vehicle agents are using reactive agent architecture as immediate actions should be 
taken in response to warning messages from the intersection agent and possibly from 
other vehicle agents. Vehicle agents only carry knowledge that are tested and has a 
high level of confidence. This knowledge is communicated by the intersection agent. 
The multiagent interaction model used for the system is discussed in the next subsec-
tion 3.2.2. 

3.2.2   Multiagent Interaction Model 
The multi-agent system consists of a stationary agent in an intersection and also mobile 
agents in vehicles and is capable of discovering knowledge from streams of data from 
various sources such as sensors, traffic bureau and weather bureau. Multi-agent system 
will be applied on the whole intersection-vehicle system. Each vehicle will have at least 
one vehicle agent, and every intersection will have at least one stationary agent. These 
agents will then communicate and work together to achieve their common goals using 
their individual and shared knowledge delivered from ubiquitous data mining. As a re-
sult, the system will be more knowledgeable over periods of time. If a vehicle or a 
driver has unacceptable behaviors that will risk the other road users, mobile agents will 
warn the stationary agent in an adjacent intersection. If a danger for collision is foreseen 
by either the stationary agent at the intersection, warnings will be sent to all relevant ve-
hicles. An agent that resides in each vehicle will then act accordingly to the warning 
message and also to the situation of the vehicle and driver. This architecture is general 
for all kinds of intersections, as each intersection will have its own set of localized 
knowledge. This is due to the different crash patterns that exist because of the situation 
difference, such as intersection shape, location, volume usage, and presence of different 
traffic signals. As a result, this infrastructure safety architecture is also a context-aware 
system that knows about its current situation and knows how to react and adapt to dif-
ferent situations. The intersection agent operates within its zone of influence. 

A zone of influence is the spatial domain that determines the region of authority of 
an intersection agent to coordinate vehicle agents in the approaching and passing ve-
hicles. Knowledge about an intersection that is possessed by an intersection agent is 
specific within the boundaries of the zone of influence. Once a vehicle enters a zone 
of influence, it broadcasts its sensor data to the intersection agent that resides in the 
zone of influence. The intersection agent will then transfer its knowledge about the in-
tersection to the vehicle for the knowledge base of the vehicle agent’s warning algo-
rithm. Warnings are produced mainly from the vehicle agent when the agent detects 
the driver is executing dangerous driving maneuvers. However, warnings are also pro-
duced from the intersection agent and sent to relevant vehicles that are going to be af-
fected, as at some situations where multiple cars are involved, it is only the intersec-
tion agent that is able to detect and analyze the situation well. In the intersection 
agent, the zone of influence is managed by I/O message handler in the reactive layer. 

Our architecture for intersection collision warning and avoidance system enables 
vehicle-to-vehicle communication and vehicle-to-infrastructure communication via 
agent communication protocol. The necessity of applying data processing and analy-
sis techniques to assess different situations in an intersection is satisfied by having 
ubiquitous data mining that is learning from sensors information. Another benefit of 
this approach is that it is a scalable solution as there is an automatic localization to 
specific intersections. 
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4   Conclusion and Future Work 

We have proposed Ubiquitous Data Mining based Layered (UDMLA) model for co-
operative intersection-vehicle safety: an integration of layered agent architecture with 
ubiquitous data mining and context-awareness for intersection safety with the notion 
of support and confidence of data mining for knowledge evolution of an agent.  

Our contribution to research in road safety is a generic intersection safety model 
that can adapt to specific intersections. We are currently implementing the UDMLA 
model on a computer based simulation.  
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Abstract. In this paper, we propose combination of Ubiquitous Com-
puting and Semantic Web. Data and services will be annotated even in
the ubiquitous devices, and should be connected to the web of the seman-
tics near future. We call it Ubiquitous Semantics, where we would find
huge amount of knowledge information, but also find most of them tran-
sitive along with user context. Therefore, in order for an agent to meet
user’s real-time query it is required to efficiently retrieve timely and use-
ful piece of the knowledge from the Ubiquitous Semantics. Thus, this paper
shows a knowledge-filtering agent, which quickly responds the query by dy-
namic classification of the necessary information along with the user con-
text changing in the real world. Further, to evaluate our approach we val-
idate the performance of an application: Recipe Recommendation Agent.

1 Introduction

Semantic Web[1] has gained attention for recent years. As the popularity of
Semantic Web, it is gets for an agent to gather enormous knowledge from Se-
mantic Web. Also, Ubiquitous Computing is expected to become much popu-
lar. In Ubiquitous Computing world, people can use computers and networks
anywhere-anytime and detect everything with RFIDs.

In near future, data and services would be annotated even in the ubiqui-
tous network, and connected to the web of the semantics. We call it Ubiquitous
Semantics, which is an extension of the current Semantic Web. Ubiquitous Se-
mantics is different from Semantic Web in the following points.

1. The agent can retrieve huge amount of knowledge from not only the networks
but also people, object and places in the ubiquitous environment. However,
most of them are transitive, which is described in the next section.

2. In the ubiquitous environment, it is necessary that the agent detects user
context and responds quickly in order to support the user’s behavior in the
real world.

T. Enokido et al. (Eds.): EUC Workshops 2005, LNCS 3823, pp. 71–80, 2005.
c© IFIP International Federation for Information Processing 2005



72 T. Takenouchi, T. Kawamura, and A. Ohsuga

In short, the agent can get huge amount of knowledge from Ubiquitous Seman-
tics, but it is difficult to meet the user’s real-time query. Therefore, it is required
to retrieve timely and useful piece of the knowledge from the Ubiquitous Seman-
tics according to the user context.

Thus, this paper proposes a knowledge-filtering agent, which quickly responds
the query by dynamic classification of the useful information along with the user
context changing in the real world. Here, the knowledge is metadata annotated
to somethings, which is represented in a triple form including facts, rules, and
ontologies.

The rest of this paper is organized as follows: section 2 describes transitive-
ness. Section 3 proposes the knowledge-filtering agent based on transitiveness. In
section 4, we overview the architecture of our recipe recommendation agent for
evaluation, and validate the performance of the application in section 5. Then,
in section 6, we discuss related works, and section 7 concludes this paper.

2 Transitiveness of Knowledge

The knowledge of the current Semantic Web is sort of static such as web pages.
However, in the ubiquitous environment, it is necessary to consider the knowledge
changing along with the user’s real-time context. In other words, the knowledge
in Ubiquitous Semantics must be filtered along with the user’s time, place, and
so on. We call it transitive knowledge.

Therefore, we propose a method to classify the knowledge based on the tran-
sitiveness and to select a certain size of useful knowledge. This will enable the
agent to reason on it efficiently and quickly. In order to classify knowledge based
on the transitiveness, we define the following four factors of transitiveness.

First factor is Time. In the real world, there is much knowledge depending on
time. Therefore it is important to select useful knowledge based on the time.

Second factor is Place. In the ubiquitous environment, the user would mainly
need to know the knowledge related to the present time and place.

Third factor is Occasion. According to the user’s current context, it is dif-
ferent whether the user wants to have a response quickly or not. If the user
doesn’t have so much time, the agent should inference for short time period and
respond quickly. Thus, the user’s occasion is an important factor to detect the
transitiveness of Ubiquitous Semantics.

Fourth factor is Personalization. User’s preference is also an important factor
for selecting. Therefore, the agent should consider the user’s preference.

Here, we take the initials of the four names, and call it TPO+P. In the next
section, we describe an inference agent who classifies the transitive knowledge
based on TPO+P.

3 Knowledge-Filtering Agent

The agent needs to select useful knowledge in considering transitive knowledge
mentioned in section 2 in order for the agent to respond quickly in Ubiquitous



Development of Knowledge-Filtering Agent Along with User Context 73
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Fig. 1. Archtecture of the knowledge-filtering agent and knowledge filtering

Semantics. Figure 1 shows the architecture of the agent. This agent is mainly
composed of Knowledge Classification part and Inference part.

The first part including knowledge base vertically connected from top to down
is Knowledge Classification part. This part classifies transitive knowledge. The
transitive knowledge are classified in three steps based on Time-Place, Occasion
and Personalization. Here, we applied the strategy which is to process the simple
classification first to make the size of knowledge passed to the next more complex
classification smaller. In addition, each classification is processed independently.
Therefore, it is possible to re-classify transitive knowledge quickly in case of
the change of user’s context (figure 1). Knowledge Classification part is always
running, then receives input information of user’s position, event, preference and
so on. We describe each step of classification process and the example in the next
section.

The second part including an inference engine horizontally from left to right
is Inference part to provide decision support information for users. This part is
executed on the user’s demand. Knowledge is already retrieved and classified by
Knowledge Classification part. Then, the inference part just selects the useful
part of knowledge to pass it to inference engine for decision making support.
Finally, the agent calculates the satisfaction ratio from the results of inference,
and outputs the sorted results with the satisfaction ratio.

4 Recipe Recommendation Agent

We have developed recipes recommendation agent for evaluation. The agent
recommends a recipe, for example, for homemakers to prepare dinner in consid-
eration of sale information and children’s preference and so on. Here, we assume
the ubiquitous environment as follows. The information of user’s position and
what merchandise in user’s hand is acquired by using GPS and a RFID reader
in the portable device. Also, the agent acquires the necessary knowledge from
Ubiquitous Semantics in cooperation with information appliances at home and
makes the recommendation. Finally, the portable device displays the recom-
mended recipes.
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4.1 Overview of Recipe Recommendation Agent

In the followings, we show the process of classification.

1. Time-Place Classification
Firstly, the agent detects user’s position and retrieves knowledge of shops
around the user and their sale information and so on, and classifies them
based on time and place .
The agent retrieves not only knowledge of business hours and regular holiday
of the shop, but also all knowledge that depends on time such as time-sale,
then classifies them.
Knowledge Classification part is always running. Thus, the knowledge near
the user such as local weather information is updated any time.
The information of shops such as opening hours and position, etc. are as-
sumed to be represented in RDF. In addition, we defined an ontology for
shop description (e.g. opening hours, shop holiday, service time and so on).
This ontology is defined with DAML-Time ontology[2].

2. Occasion Classification
For example, consider that the user picks up a food stuff in a shop. In this
case, it is thought that the user is interested in that food stuff. Thus, the
agent should recommend some recipes using it. So the agent retrieves the
name of the food stuff from the attached RFID or QR Code, and selects
recipe, and recommends some of them. In Occasion classification process,
Jess ( Java Expert System Shell ) [3] is used as an inference engine. Therefore,
Occasion rules are represented in S-expression like Lisp.
Occasion rules are divided into Common Rules and Condition Rules (table
1). Common rules describe some typical situations and are prepared by the
system manager. On the other hand, Occasion Rules describe the situations
depends on the user. Therefore, we will develop a tool to select and customize
the Occasion Rules in the future.

3. Personalization Classification
Finally, the agent classifies the useful knowledge based on the user’s pref-
erence, and calculates a satisfaction ratio for recommendation. The user’s

Table 1. Occasion rules



Development of Knowledge-Filtering Agent Along with User Context 75

preference is complex, then it is written as rules. Personalization classifica-
tion is most time-consumption, so it is executed at the end.
For example, if the user is on a diet, the agent should retrieve knowledge of
nutrition information in order to calculate Calorie.
Personalization rules in which the user’s preferences are described are spec-
ified with URL, and downloaded from the network.
The user’s preferences are gathered by questionnaires in advance, then con-
verted to the Personalization rules. We will also develop a tool as well as the
Occasion rules in the future, so that the users can describe the Personaliza-
tion rules by themselves.

4.2 Motivation of Recipe Recommendation Agent

The recipe recommendation is one of the best applications for the evaluation as
follows.

First, there is much of transitive knowledge in the recipe recommendation. For
example, sale information on each day and time service discount information are
transitive knowledge depends on time information. In addition, user’s preference
depends the physical condition on everyday. Therefore, the preference is also
transitive knowledge.

Second, lots of sites show several recipes on the web, and various terms are
used. Thus, it is necessary to use the ontology in recipe recommendation agent.
For example, “Potato” is necessary as a food stuff for a menu, and a certain
merchandise is labeled as “White Potato”, then the agent should recognize that
“White Potato” is one of “Potato” and can be used as the food stuff of the menu.
A food stuff ontology is described in Web Ontology Language (OWL) [4].

5 Implementation

The mobile device of the recipe recommendation agent is assumed as an advanced
cellular phone (Smart Phone). However, the evaluation system was implemented
in Pocket PC due to the problem of the development environment (figure 2).

RFID ReaderRFID Reader

RFID for 
Merchandise
RFID for 
Merchandise

Display list of 
recommended recipes 
and their descriptions

Display list of 
recommended recipes 
and their descriptions

Fig. 2. Mobile device for evaluation
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<rdf:RDF …
<Merchandise rdf:about=“urn:epc:VE40101B49C24”>

<rdfs:label>fancy Chicken(200g)</rdfs:label>
<menu:ingredients>

<menu:Ingredient>
<!– linkage between Recipe RDF and Ingredient Ontology -->
<menu:item rdf:resource=“http://nike.....jp/menu/ingredient.owl#Chicken" />
<menu:unit rdf:resource=“http://nike.....jp/menu/unit.owl#Gram" />
<menu:quantity>200</menu:quantity>

<rdf:RDF …
<Menu rdf:ID=" Curry ">

<rdfs:label>Curry Stew</rdfs:label>
<ingredients>

<Ingredient>
<item rdf:resource=“http://nike.....jp/menu/ingredient.owl#Meat" />
<unit rdf:resource=“http://nike.....jp/menu/unit.owl#Gram" />
<quantity>400</quantity>

</Ingredient>

542VE40101B49C28

870VE40101B49C26

650VE40101B49C24

PriceTag ID

542VE40101B49C28

870VE40101B49C26

650VE40101B49C24

PriceTag ID(a) Recipe RDF
(b) Linkage between Merchandise

Tag and Recipe RDF

(c) Data Base for 
Merchandise
Tag and Price

Linked by 
using Ontology

Fig. 3. Knowledge on merchandises and recipes

We use HP iPAQ h2210 in which RFID Reader and GPS Reader are installed.
PDA OS is Pocket PC 2003.

We developed the recipe recommendation agent with Java, and installed it
to PC instead of a home server. We used Jena 2 Semantic Web Framework [5]
to process OWL ontology, and use Jess[3], which is a forward chaining inference
engine in Java. Thus, the user’s preferences are written in Jess rules. Web ser-
vices are provided in some of servers by using Axis[6], and the mobile device
communicates with the servers via the agent.

Further, we prepared the knowledge which links the merchandise tag with the
recipe written in RDFs as shown in figure 3. Information on tag IDs such as prices
are stored in merchandise DB, and the knowledge also links the merchandise tag
ID to the food ontology.

6 Evaluation

In this section, we evaluate the knowledge-filtering agent. The evaluation was
done on the response time and the accuracy.

The knowledge used in the experiment is the real data which is published
on a food company [7]. We converted it into RDF and used it as Ubiquitous
Semantics. Also, we converted part of the thesaurus which is made by [8] into
OWL, and used it as the food ontology.

6.1 Response Time

Table 2 shows the result of the response time comparing classifications and non
classification. The results are the averages over 3 times sending the same query.
We had an experiment in the occasion that the user is in a shop and thinks of
today’s dinner then picks up a merchandise at 2 shops, 93 merchandise in each
shop, and 40 recipes. The user sends the request to prefer the lowest price.

The agent classifies the knowledge based on shops by “Time-Place classifi-
cation”, and classifies it based on the merchandise which the user picked up
by “Occasion classification”. Moreover, by “Personalization classification” the
agent classifies the knowledge based on preference for lower price recipes.

Table 2 shows the response time improvement. It is caused by classifying the
knowledge based on TPO+P and selecting suitable knowledge of recipe according
to the users context. This result shows that the response time is getting faster
by increasing the classification factors.
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Table 2. Response time with classification factors (ms)

No Classification TP TPO TPO+P
Response Time 11550 6940 4137 291

Initialization 781 0 0 0
Non-Transitive Knowledge 471 0 0 0
TP Classification 0 317 0 0
TPO Classification 0 0 531 0
Pre-Inference Process 2033 1088 154 0
Price Calculation 7968 5261 3211 0
TPO+P Classification 0 0 0 50
Inference 297 274 241 241

Number Of Shops

R
es

po
ns

e 
T

im
e(

s) Classification Off

Classification On

Fig. 4. Response time with knowledge size

By looking at the internal processing time, it is found that the calculation on
the total price of the recipe takes so much time. The agent infers with the food
ontology like section 4.2 by using Jena and calculates the price. Therefore, as
the knowledge of the merchandise and the recipes increase, their combinations
increase and the processing time grows. However, as the classification factors
of knowledge information increase, the combinations become smaller, and the
processing time is getting faster.

In addition, we had an experiment on the response time when the size of
knowledge is changed. Figure 4 shows the result of classification. When not
classifying it, the combinations of the merchandise of the shop and the food
stuff of recipes increase explosively. Thus, the response time is getting worse
rapidly. In contrast, the response time is almost stable when classifying it.

Further, to confirm whether the classification order TPO+P is appropriate,
we shuffled the order. Table 3 shows the results of the time for each order. It
is confirmed by this result that the order of “Time-Place”, “Occasion”, and
“Personalization” is the fastest, and appropriate as the classification order.

Finally, we had an experiment on a processing time for re-classification with
100 recipes, 200 merchandises, and 4 shops. Figure 4 shows the result. When
the re-classification is done at “Time-Place classification”, it is necessary to do
re-classification at “Occasion classification” and “Personalize classification” that
are below it. That is, it costs the longest time to re-classify the knowledge at
“Time-Place classification”. The result shows it takes about 6 seconds to do
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Table 3. Reclassification time (ms) with TPO+P order

TimePlace Occasion Personalization Total
TP,O,P 497 251 448 1196
TP,P,O 538 808 855 2201
O,TP,P 631 1519 581 2731
O,P,TP 644 1519 12939 15102
P,TP,O 2507 240 39587 42334
P,O,TP 648 1385 40899 42932

Table 4. Reclassification time (ms)

Change level Reclassification Time
Time-Place changed 6023
Occasion changed 5488
Personalization changed 5021

re-classification at “Time-Place classification”. However, considering with the
current PC spec; Pentium M 1.5GHz, the agent would be able to follow enough
the user’s real movement.

As the result, the agent can decrease the number of combinations, reduce
the size of knowledge for inference, and improve the response time. Also, as the
size of ubiquitous semantics increases, the effectiveness of the agent will become
higher.

6.2 Accuracy of Recommendation

This section shows that the accuracy does not get worse by cutting out the
transitive knowledge. The verification method is as follows. First of all, each
tester recommends 20 recipes that he/she wants to eat in some occasions from
100 recipes. Then, the recipe agent recommends 20 recipes. Finally, we exam-
ines how many recipes which the agent recommended are matched to his / her
recommendations, and calculate the precision ratio of the recommendation.

The occasions are the followings.

Occasion A. In a shop at 3:00 PM, selecting a food stuff for today’s dinner.
At that time, the user picks up a savory carrot.

Occasion B. Around the train station at 10:00 PM. The user buys a food stuff
at a convenience store.

Occasion C. At home at 3:00 PM, thinking of the menu of today’s dinner.

Here, the user’s preference is “cooking time is shorter”, “low calorie”, “dislikes
fishes”. We had an experiment with 230 merchandise, 231 food ontology, and
7 testers. Table 5 shows the result of the average. (No-classification experiment
was not able to be done, because the system rised memory shortage error.)
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Table 5. Precision ratio (%)

TP TPO TPO+P
Occasion A 43.3 83.3 83.3
Occasion B 35.0 46.7 51.7
Occasion C 30.0 40.0 43.3

The result shows that the precision ratio improves as the classification factor
increases. In each classification, obviously unsuitable recipes are cut out, so the
precision ratio of the recipe has improved.

In summary, it was confirmed that the agent is able to respond quickly keeping
the accuracy by classifying transitive knowledge based on TPO+P.

6.3 Applicability of Other Applications

We have concluded the knowledge filtering agent is effective by evaluating the
recipe recomentdation system only. However, the knowledge filtering agent is
applicable to other applications. For example, man navigation system which
changes the destination along with user’s preference is one of target applications.
This system has too many possible destination for users goal. Therefore, it is dif-
ficult to consider the whole knowledge. Furthermore, it is necessary to recomend
quickly in the case of changing the user’s plan. Also, there are many kinds of
transitive knowledge, such as vacant seat in the theater and so on. For the above
reasons, the knowledge filtering agent would be applicable for other systems.

7 Related Works

Several studies have been made on context awareness in ubiquitous environment.
[9] aims at providing Web services that fit to ubiquitous computing and proposes
an architecture with middle agents who determine the best matched services
and location-ontology for ubiquitous computing. However, it doesn’t classify the
knowledge information from huge amount of transitive knowledge.

[10] proposes a system which infers user’s context from the knowledge in
Semantic Web and information from sensors, and provides appropriate informa-
tion to the user. However, it don’t classify massive transitive knowledge and not
consider the performance.

In addition, several methods of acquiring knowledge to respond quickly are
proposed. [11, 12] propose an agent who acquires the knowledge on the Web
using caching and planning technology. However, they don’t deal with transitive
knowledge in ubiquitous environment. Our research aims to respond quickly by
classifying transitive knowledge information.

Furthermore, several studies have been made on recipe recommendation. [13]
proposes a system to recommend new recipes from some basic recipes by using
Case-Based Reasoning and propose a substitute food stuff by using a food ontol-
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ogy. However, it doesn’t consider the transitive knowledge. If the size of knowledge
is large, then it would become necessary to select the useful knowledge.

8 Conclusion

We defined four factors that characterize the transitive knowledge as TPO+P,
and proposed the method of efficiently selecting the useful knowledge part from
the huge amount of knowledge in ubiquitous environment.

Then, we developed the recipe recommendation agent, and evaluated the re-
sponse time and the accuracy.
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Abstract. Java for embedded devices is today synonym of “embed-
dable pseudo-Java”. Embedded flavors of Java introduce incompatibili-
ties against the standard edition and break its portability rule. In this
paper, we introduce a way to embed applications written for Java 2
Standard Edition. The applications are pre-deployed into a virtual Java
execution environment, which is analyzed in order to tailor the embed-
ded Java virtual machine according to their runtime needs. Experiments
reveal that this method produces customized virtual machines that are
comparable in size to existing embedded Java solutions, while being more
flexible and preserving standard Java compatibility.

1 Introduction

Many solutions exist as of today for using Java on small and restrained de-
vices [1], like Java 2 Micro Edition (J2ME) and Java Card. To become em-
beddable, these flavors deviate from standard Java and only offer a subset of its
features. Java 2 Standard Edition (J2SE [2]) is the original edition of Java, and as
such has the widest applicative spectrum of all the Java implementations. How-
ever, its resource requirements limit it to desktop workstations or strong PDAs.
Lighter devices have to turn to degraded versions of Java such as J2ME. These
Java flavors come with APIs that cover a limited range of the J2SE APIs, and
are sometimes incompatible with it. In addition, their virtual machine doesn’t
cover all the features range of the J2SE specification. A Java derivative is there-
fore only suitable for a given kind of applications and a given range of devices,
and enforces the application programmer to cope with an environment that is
not J2SE-compliant. The portability gold rule of Java is thus broken.

Obviously, using Java on restrained devices requires a degradation of the Java
environment at some point to make it fit. However, imposing restrictions right
from a specification tend to make the environment either suitable for the general
use and inefficient for dedicated tasks, or good for one domain and inapplicable
to others. It also multiplies the number of incompatible implementations of Java
that a developer has to choose from. Our approach is to tailor the most suitable
customized Java environment from a standard Java environment on a per-case

T. Enokido et al. (Eds.): EUC Workshops 2005, LNCS 3823, pp. 81–90, 2005.
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basis, according to the applications that are to be run, and the specifics of the
target device. As efficient customization of software requires knowledge about
its runtime conditions, the customizations take place during an off-board pre-
deployment phase of the system, called romization.

We identify two kinds of customizations that are applicable during romization.
The first one, automatic reduction and specialization of the J2SE APIs to get
light and efficient custom-build APIs, has been studied in previous work. In the
present paper, we are interested in the specialization of the Java virtual machine
that is embedded into the target device. We propose and evaluate a method for
determining and removing the virtual machine features that are not necessary
to the embedded applications. This approach has the advantage to retain J2SE
compatibility for the programmer, and to provide an adequately-tailored virtual
machine to the applications.

The remainder of this paper is organized as follows. In section 2, we make an
overview of Java on embedded devices, introduce the romization concept, and
summarize our previous work on it. Then, section 3 explains how deployment-
time analysis of the system can be useful to customize the embedded virtual
machine. Section 4 experimentally measures the memory gained by removing
unused virtual machine features, and we conclude on our approach in section 5.

2 Overview of Java on Embedded Devices

In this section, we overview some existing solutions for using Java on small and
restrained devices. Then, we present the romization process, its advantages for
embedded Java systems, and summarize our previous work on it.

2.1 Java on Embedded Devices

Java offers features like compact program bytecode and safe execution that make
embedded Java a hot topic. As of today, many embedded Java environments are
available. Java 2 Micro Edition (J2ME [3]) specifies a Java-like virtual machine
specification and APIs, and is derived into two configurations. The Connected
Device Configuration (CDC) is designed for network appliances, while the Con-
nected Limited Device Configuration (CLDC) is targeted at small and mobile
networked devices, like mobile phones. Both CDC and CLDC come with a small
subset of the J2SE APIs and bring new, incompatible APIs. Moreover, CLDC
imposes restrictions on the virtual machine: no support for reflection, objects
finalization, floating point numbers, and limited error handling. Java Card [4]
is another Java derivative from Sun that targets smartcards. It has more lim-
itations than CLDC, since it also drops support for garbage collection, 32-bits
operands, and strings. Java Card also deviates by the firewalling mechanism,
and its .cap preloaded class format. TinyVM and LeJOS [5, 6] are community
projects for enabling Java on the Lego Mindstorm platform. They propose two
differently sized and featured implementations, with additional non-standard
APIs and limitations on the virtual machine.
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Java’s promise is “compile once, run everywhere”. But as we can see, all the
embedded solutions considered here are incompatible with J2SE and violate this
rule. Moreover, they offer a rather static virtual machine configuration, which
features may not all be exploited by the embedded applications, thus wasting
silicon and questioning the relevancy of writing small applications in Java. To
address these issues, we propose not to adapt the applications to a specific Java
environment, but on the contrary to tailor a standard J2SE environment ac-
cording to its applications and targeted device. Such a tailored Java system
becomes embeddable and provides the right subset of runtime features needed
by the applications. Our approach, which customizes the J2SE APIs as well as
the embedded virtual machine, relies on the romization process.

2.2 The Romization Process

Romization is the process by which a Java system is pre-deployed by a deploy-
ment host, for a target device. In this particular form of deployment, the device
that runs the system is not the device that deployed it. Romization differs from
distributed deployment methods like Java Card .cap format or JEFF [7], which
are pre-loaded alternatives to the .class format. The romizer deploys the Java
Runtime Environment within a virtual execution environment, and then dumps
a memory image of it. This memory image containing the deployed system is
then copied to the target device where it will continue its execution. Romization
can therefore be characterized as an “in-vitro” form of deployment (figure 1).

Java
classes

JVM

Romizer Deployed
JRE

JVM

Target device

Fig. 1. The romization process

Romization brings two interesting properties for restrained devices willing to
run Java. First, the device does not need to support the cost of deployment. This
point is important because Java class loading is too costly a process for many
small devices. Second, the output of the romizer serves as the initial state for
the device (the state it is in when powered on). Since this state comprehends the
deployed Java virtual machine, the device is ready to use it immediately, which
reduces startup times. These points make romization a very common practice,
not to say a mandatory step, in the embedded Java world.

2.3 Previous Work on Romization

As of today, romization is primarily used to pre-load Java classes and provide a
service quite similar to distributed class formats. In previous work [8], we have



84 A. Courbot et al.

overridden this classical usage of romization and shown the benefits of going fur-
ther in the system deployment during romization: the romizer can perform very
aggressive customizations on the system if the latter is deployed far enough. In
particular, call graph analyses [9] on the threads allow unused parts of the APIs
to be removed using library extraction techniques [10, 11], and the remainder to
be specialized for runtime usage. This results in APIs that are custom-tailored
on a per-case basis for the system, and have low memory footprints.

This previous work did only cover the specialization of the deployed applica-
tions and Java APIs. In this paper, we take advantage of the advanced deploy-
ment state of the system to customize the embedded Java virtual machine.

3 Customization of the Java Virtual Machine

We have seen in the previous sections that many features of the J2SE virtual
machine are not supported by restrained devices. We are however interested
in developping our applications using the standard J2SE, and degrading it ac-
cording to the applications needs and the capabilities of the target device. This
section evaluates how the necessary runtime features of a Java program can be
figured out, while the next one gives experimental results on this approach.

The purpose of the Java virtual machine is to execute Java programs: i.e, to
provide an implementation for every bytecode used by a program, in such a way
that its semantic is conform to the Java specification. If a bytecode is not used
by the virtual machine, support for it can safely be dropped.

3.1 Unused Bytecodes Support Removal

The full Java instruction set covers a large spectrum of operations: integer and
floating point arithmetic and logic for 32 and 64 bits operands, objects allocation,
methods invocation, threads synchronization, and so on. But few Java programs
use all the bytecodes – this is especially true for small programs.For instance,many
embedded applications have no use for floating point arithmetic. Critical applica-
tions, if deployed far enough within the romizer, often never allocate memory.

Figure 2 shows the bytecodes usage spectrum of various benchmark programs,
as stated by the call graph analysis done in our romizer. AlarmClock is a simple
alarm program that waits for a given time to be reached. Dhrystone is the well-
known integer operations performance benchmark, and Raytracer is a multi-
threaded image rendering benchmark from the SPEC JVM98 suite [12].

It is striking that every benchmark is far from using all the bytecodes of the
Java instruction set. A very small application like AlarmClock, which scope is
limited to integer arithmetic, has no use for the majority of them. Dhrystone
uses strings and is already a more complete program, but there are still more
white sections than black ones on its spectrum. Raytracer heavily uses floating
point arithmetic in addition to integers, as well as threads synchronization and
memory allocation. However, it still uses less than half of the bytecodes set.

Once the set of useful bytecodes is determined, support for unused ones can
be removed from the bytecode interpreter. This may give the opportunity to
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AlarmClock (12 bytecodes used)

Dhrystone (65 bytecodes used)

Raytracer (104 bytecodes used)

Fig. 2. Bytecodes usage spectrum for different programs. The horizontal axis parses
the whole Java instruction set. Bytecodes present in the program call graph rise a black
bar, whereas a white gap indicates an unused bytecode.

remove some services provided by the virtual machine. For instance, the new
bytecode is responsible for allocating memory for an object of a given class. To
do so, it uses a virtual machine function that allocates memory on the heap. If
there is not enough memory available, this function triggers a garbage collection
to recover memory. This mechanism is reproduced for other memory allocation
bytecodes, like newarray or anewarray. If the new bytecode is never to be met
by the virtual machine at runtime, the object allocation function of the virtual
machine can be dropped. If none of the memory allocation bytecodes is present
in the program code, then not only can their corresponding allocation functions
be dropped, but also the garbage collector since it is never going to be useful
to recover memory: the gain of removing all the memory allocation bytecodes is
greater than the cumulated gain of removing each of them individually.

All the bytecodes are not equally interesting to remove. Memory allocation
bytecodes are great candidates, because they rely on heavy mechanisms. On the
contrary, removing an arithmetic bytecode leads to a poor gain. We noticed that
two-thirds of the memory footprint of the virtual machine serves for implement-
ing one-tenth of the bytecodes: those responsible for memory allocation, threads
synchronization, exception throwing, and method invocation.

Removing support for bytecodes in the virtual machine is a good way to elimi-
nate some of its useless features. However, all the virtual machine features are not
exclusively dependent on the presence of some bytecodes. For instance, threads
switching may be triggered by a bytecode (monitorenter or monitorexit), but
also by other events (a thread used its time slot, a native method put the cur-
rent thread in sleeping state, ...). Such features require a deeper analysis of the
system in order to be decided useful or not.

3.2 Analysis of the Deployed System

Some virtual machine features, such as threads management, would always be
present in the virtual machine no matter the bytecodes included. The reason is
that these mechanisms are called by the virtual machine itself: for instance, when
a time slice is elapsed, the virtual machine requests a thread switching. This is
unfortunate because threads management is responsible for a non-neglectable
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part of the virtual machine memory footprint, and some Java systems have no
use for threads (for instance, Java Card). In particular, systems that never have
more than one Java thread simultaneously still perform in accordance with the
Java specification if they don’t include multithreading.

In a virtual machine developed with configurability in mind, threads manage-
ment can easily be disabled through compile-time definitions. In such a config-
uration, the bytecode interpreter executes the current thread without switching
and ends with it. It is possible for the program analyzer of the romizer to detect
in which case this configuration is possible. The virtual machine can be purged
of threads management if it fulfills the following conditions:

– There is only one active thread into the system at the time of analysis,
– The program analysis reveals that the method Thread.start() is never

called,
– No additional code is loaded from the outside.

In such a case, it is assured that no more than one thread will ever run, and
the threading mechanisms of the virtual machine can safely be discarded by a
compilation flag.

The system analysis might enter in conflict with the bytecodes support re-
moval in some cases. For instance, consider a system which fulfills the condi-
tions to be mono-threaded. However, its execution path meets the bytecode
monitorenter at some point (for instance, by calling a synchronized method).
The implementation of monitorenter triggers a thread switching if the cur-
rent thread doesn’t own the monitor, thus including the thread switching func-
tions into the virtual machine. To override this problem, all the instances of
monitorenter and monitorexit in the Java code can be eliminated during
romization, which also has the beneficial side effect of reducing the code size.

Removing threads management when it is useless is just an example amongst
others, although it is probably the one that offers the most significant memory
gains. Similar analyzes can be performed for other customizations, like disabling
support for exceptions.

4 Experimental Evaluation

The previous section explained how to detect and remove features of the virtual
machine unneeded for a given Java program. In this section, we evaluate the
effective memory footprint gained by this tailoring.

4.1 Methodology

All our measurements have been performed on the Java In The Small (JITS [13])
Java-OS. JITS comprises J2SE-compliant APIs and virtual machine, and a
romization architecture that allows to execute the system off-board and to per-
form analyzes on it. The binaries are obtained by romizing the benchmark pro-
grams mentioned in section 3, and by compiling the tailored JITS virtual machine
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using GCC 3.4.3 with optimization level 2, for the x86 architecture. The linker
is then asked to eliminate dead code.

The JITS virtual machine is made of several compilation units. The bytecode
interpreter engine, when including support for all bytecodes, is 15350 bytes big.
The interpreter loop itself is 11670 bytes, the rest are peripheral features like
method frame creation or exception throwing. The full threads management
mechanisms take 6967 bytes, and the complete memory manager 10915 bytes, of
which 7036 are for the garbage collector. A non-customized JITS virtual machine
therefore has a memory footprint 33232 bytes, to which one must add the target-
specific code, native methods, and Java classes that are needed for the virtual
machine to function. Indeed, many core features of JITS, like the class loader,
are written in Java. We are not including these features in our measurements
because they are covered by the customization of the Java classes that has been
addressed in previous work. In this paper, we are just interested in tailoring the
natively-written part of the runtime environment.

4.2 Results

Table 1 shows the sizes obtained for virtual machines capable of running our
benchmark programs.

AlarmClock uses 12 bytecodes, and its engine is reduced to 2895 bytes. This
program never allocates memory, which makes the memory manager unneces-
sary, and the threads management operations can also be highly reduced since
the program never creates new threads. Moreover, the set of bytecodes used
is quite “ideal”, with only low-cost bytecodes (stack manipulation and integer
arithmetic). This explains the very low footprint of this virtual machine.

Dhrystone uses 65 bytecodes, for an engine size of 6992 bytes, and is also
mono-threaded. One question can be raised about why the memory manager is
not included in the binary, since this benchmark allocates arrays in its source
code. The answer is, because all the allocations have already been performed
within the romizer. Dhrystone allocates memory at two points of its execu-
tion: during the initialization of the classes (for initializing static fields), and at
the very beginning of the benchmark where it allocates one-sized integer arrays
(which are a trick to simulate passing integers by address). These memory al-
locations are not performed at runtime because the romizer dumped the state

Table 1. Size (in bytes) of the obtained virtual machines for the different benchmark
programs

Benchmark Reference AlarmClock Dhrystone Raytracer
Number of bytecodes used 242 12 65 104
Engine size 15350 2895 6992 8576
Memory manager size 10915 0 0 7986
Threads management size 6967 1908 1908 6854
Total size 33232 4803 8900 23416
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of the system after their execution. It doesn’t change the runtime semantic of
the program because at this point the benchmark algorithm has not yet started.
Therefore, these memory allocations can be considered initialization work that
is safe to be performed off-board. This is a typical example of the advantage of
bringing the system to an advanced state of deployment within the romizer: if
our romization architecture were only capable of pre-loading the classes, none
of these initializations would have been performed. Our virtual machine would
then have suffered a penalty of several kilobytes for the memory manager; not
to mention the footprint of the class initialization mechanism, and the increased
startup time of the system.

We should also mention that the customization of the Java APIs done dur-
ing romization is essential for efficiently removing bytecodes. For instance, the
String.charAt method used by Dhrystone allocates and throws an exception
if the given index isn’t within the range of the string. But since Dhrystone
always calls this method with well known values and on strings we statically
know the size of, the romizer can infer that the exception is never thrown, and
improve the code of the method accordingly. Without this APIs customization
pass, the exception throwing would be a plausible program path and the new
bytecode marked as used, requiring a part of the memory allocation module and
the whole garbage collector to be included.

Our last benchmark, Raytracer, requires 104 bytecodes for an engine size
of 8576 bytes. There is no way to completely drop the memory manager since
it allocates objects at runtime. Being multithreaded, it also requires almost all
the threading mechanisms. Its virtual machine size is therefore of 23416 bytes,
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Fig. 3. Memory footprint against number of bytecodes supported, for 300 randomly-
generated virtual machines. The grey area gives a theoretical approximation of the
range of virtual machines that can be generated.
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which is only 8 Kbytes less than the fully-featured reference virtual machine.
Indeed, Raytracer doesn’t even use half of the bytecodes set, but within the used
bytecodes are a good part of the “critical bytecodes” that require the heaviest
features of the virtual machine, notably memory allocation bytecodes.

To complete these experiments, we have generated 300 virtual machines,
each one supporting a random number of randomly-chosen bytecodes. Whether
the virtual machine is mono or multi-threaded is also determined randomly.
These virtual machines are not designed for a particular application, but give an
overview of the possible memory footprints for a customized virtual machine.

Figure 3 shows the memory footprints obtained for virtual machines support-
ing a given number of bytecodes and for our benchmark programs. The grayed
area is a theoretical range of the possible virtual machines, based on the in-
dividual cost of the bytecodes: the upper curve follows the worst possible case
(costly bytecodes included first), while the lower one shows the best case (cheap-
est bytecodes first). As we can see, the memory footprint varies a lot for virtual
machines with the same number of bytecodes. We also notice that the dots tend
to group into lines that grow linearly, each line corresponding to the inclusion
of a “critical” virtual machine feature: namely, the memory and threads man-
agers. After 150 bytecodes, chances are very low not to include at least one
memory allocation bytecode, and the dots form two parallel lines: the lower line
for mono-threaded virtual machines, the upper line for multi-threaded ones.

We can compare these results with existing embeddable virtual machines.
A standard KVM supporting the CDC configuration is about 40 Kbytes of
code when compiled for x86. Recent work on the Squawk virtual machine [14],
which aims at providing an efficient CLDC-compliant virtual machine for next-
generation smart cards, resulted in a virtual machine memory footprint of 26
Kbytes. Our results obtained by customizing a J2SE virtual machine are there-
fore quite comparable with these more static solutions. It should be noted, when
comparing these sizes with our measures, that the KVM and Squawk footprints
comprehend system parts like the class loader which are not included in our
virtual machines. This is because the JITS class loader is implemented in Java
and is not a direct part of the virtual machine.

5 Conclusion

We gave a proposal solution to the problem of embedding Java on embedded and
restrained devices. Current solutions consist in statically-degraded Java virtual
machines that are incompatible with J2SE. On the contrary, our approach let the
programmer use a full-fledged J2SE virtual machine, which is then customized
during romization according to the applications it is going to run and the target
device that will host it. The “right” virtual machine is thus generated on a
per-case basis, which efficiently reduces its memory footprint.

Put together with our previous work of [8], which tailors the J2SE APIs,
these results make it possible to use J2SE for programming embedded Java
applications, while providing lower memory footprints than traditional solutions.
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Since the bytecodes set is chosen according to the romized applications, this
solution is particularly suitable for closed systems that do not load code dynam-
ically. Open systems can define a set of “authorized” bytecodes that are to be
included into the virtual machine regardless of their usage by the romized appli-
cations; this is especially pertinent if this set only comprehend low-cost bytecodes
which gain is negligible. For cases where the Java system has already been de-
ployed, the device memory can also be flashed with another, more featured Java
virtual machine.
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Abstract. Java Card is now a mature and accepted standard for smart card and 
SIM technology. Java Card is distinguished primarily by its independence from 
hardware platforms and portability and is now the most important open stan-
dard. However, the main concern of Java Card is now its low execution speed 
caused by the hardware limitation. In this paper, we propose how to improve a 
execution speed of Java Card by reducing the number of EEPROM writing. Our 
approaches are an object-buffer based on a high locality of Java Card objects,   
the use of RAM, has a speed more faster 1000 times than EEPROM, as much as 
possible and new transaction mechanism using RAM. 

1   Introduction 

Java Card technology [1, 2, 3] enables smart cards and other devices with very limited 
memory to run small applications, called applets, that employ Java technology such as  
a platform independence and a dynamic downloading(post-issuance). For these rea-
sons, Java Card technology is an accepted standard for smart card and SIM technol-
ogy [15]. SIM cards are basically used to authenticate the user and to provide encryp-
tion keys for digital voice transmission. However, when fitted with Java Card tech-
nology, SIM cards can provide transactional services such as remote banking and 
ticketing, and also service a post-issuance function to manage and install applications 
in cards after the cards issued [1, 3, 15]. 

Java Card uses generally RAM and EEPROM. The difference of both memory is 
that writing operations to EEPROM are typically more than 1,000 times slower than 
to RAM. In a traditional Java Card, the specific area, transactionbuffer(T_Buffer), in 
EEPROM is used to support an atomicity and transaction [1, 3]. It makes the speed of 
the Java Card more slowly. In addition to the transaction mechanism, a traditional 
Java Card has a low-level EEPROM writing with a page-buffer. The size of a page-
buffer depends on platforms such as ARM, Philips and SAMSUNG [15]. This page-
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buffer is just to write one byte or consecutive bytes less than the size of the page- 
buffer at a time into EEPROM. However, this page-buffer of Java Card generally is 
made regardless of a high locality of Java Card Objects [5, 7].  

In this paper, we suggest two ideas to improve the speed of Java Card. One is new 
transaction mechanism in RAM, not EEPROM. Another is new object-buffer based on 
a high locality of Java Card objects to support a caching and buffering of heap area. 

This paper is organized as follows. Section 2 describes the feature of each memory 
in a typical Java Card, Java Card objects and the method that writes data to EEPROM. 
Section 3 explains about a transaction and object writing of a traditional Java Card 
using a lot of EEPROM writing. Section 4 outlines our approach about new transac-
tion mechanism using RAM and new object-buffer based on a high locality of Java 
Card objects. Section 5 discusses the evaluation between a traditional one and our 
approach. Finally, we present our conclusions in Section 6. 

2   The Java Card Environment 

2.1   Different Types of Memory in Java Card 

A typical Java Card system places the JCRE code(virtual machine, API classes) and 
COS in ROM. RAM is used for temporary storage. The Java Card stack is allocated in 
RAM. Intermediate results, method parameters, and local variables are put on the 
stack. persistent data such as post-issuance applet classes, applet instances and longer-
lived data are stored in EEPROM [3,5]. 

 

Fig. 1. The general memory model of Java Card that is consisted of three areas and its contents 

EEPROM provides similar read and write access as RAM does. However, The dif-
ference of both memory is that writing operations to EEPROM are typically more 
than 1,000 times slower than to RAM and the possible number of EEPROM writing 
over the lifetime of a card is physically limited [4]. 

Table 1. Comparison of memory types used in Smart Card microcontrollers [4] 

Type of Memory Number of write/erase 

cycles 

Writing time per 

memory access 

Typical cell size with 0.8- m 

technology 
RAM unlimited 70 ns 1700 m2 

EEPROM 10,000 – 1,000,000 3-10 ms 400 m2 

RAM

ROM

EEPROM

Java Card Stack, C Stack
Deselect Transient Area 
Reset Transient Area 
Java Card VM, API
Java Card Interpreter 
COS 
Download applet class
Persistent Object 
Heap Area 
Transient Buffer
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2.2   How to Write Objects in EEPROM in Java Card 

In the latest release, Java Card 2.2.1, one EEPROM mainly consists of  3 areas; static 
field area, heap area to save many Java Card objects including transient object ta-
ble(TOT) and persistent object table(POT) and transactionbuffer(T_buffer area)[7]. 

 

Fig. 2. The inner structure of RAM and EEPROM consisting of several areas. Especially, all 
objects that are made by Java Card is saved in Heap area with a high locality. 

A transaction mechanism [10] using the T_Buffer area in EEPROM is used to sup-
port an atomicity [3]. In a traditional Java Card, to support this transaction, the Java 
Card temporarily saves old_data in T_Buffer in EEPROM until the transaction is 
complete. 

In a point of COS’s view lower level than Java Card, smart cards such as Java Card 
use only one page-buffer in RAM to write data in EEPROM,. The size of the page- 
buffer depends on platforms such as ARM, Philips and SAMSUNG. In fact, the data 
is first written into the page-buffer in RAM, when the Java Card writes one byte or 
consecutive bytes less than the size of the page-buffer into EEPROM. However, the 
most important point about writing operation using the page-buffer is that the writing 
time of both 1 byte and 128 consecutive bytes is almost the same. 

3   A Transaction and Object Writing of a Traditional Java Card 

3.1   Atomic Operations and Transaction in a Traditional Java Card 

A transaction is a set of modifications performed atomically, which means that either 
all modifications are performed or none are performed. This is particularly for smart 
cards, because the card reader powers them: when you unexpectedly remove the card 
from the reader (this is called "tearing"), it's possible that you're interrupting a critical 
operation that needed to run to completion. This could put the card in an irrecoverable 
state and make it unusable. 

To prevent this, the Java Card platform offers a transaction mechanism. As soon as 
a transaction is started, the system must keep track of the changes to the persistent 
environment(EEPROM). The Java Card must save old_value of EEPROM address 
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[Transient object Table address list] 

Persistent Object Table(3byte *128)
[Persistent object address list] 
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EEPROM(32K) 

Transient RAM 

Transient Buffer 

Transient Persistent Object Table(3byte *128)
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Main Persistent Object Table(5byte *64)
[Persistent object Table address list] 
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Deselect Transient RAM 
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C-Stack 
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that will be written into a particular area(T_Buffer) in EEPROM. In other words, If a 
transactional computation aborts, the Java Card must be able to restore old_value 
from the T_Buffer in EEPROM to its pervious position.  

In case of commit, the check_flag byte of the T_Buffer must just be marked invalid 
and the transaction is completed. In case of abort, the saved values in the buffer are 
written back to their former locations when the Java Card is re-inserted to CAD.  

 

Fig. 3. The inner structure of T_buffer has a lot of logs and each log consists of 4 parts; header, 
length, address and old_value 

Table 2 below shows the number of EEPROM writing per each area of whole 
EEPROM. T_buffer area writing is about 75 to 80 percent of total number. The rea-
son why the writing number of this area is higher than other areas is a transaction 
mechanism of a traditional Java Card to guarantee an atomicity. In other words, The 
transaction mechanism protects data corruption against such events as power loss in 
the middle of a transaction. In a traditional Java Card, this transaction mechanism 
makes the Java Card more slow and inefficient. In this paper, we suggested new 
transaction mechanism using RAM, not EEPROM. 

Table 2. The number of EEPROM writing per each area of whole EEPROM during the 
downloading and executing of each applet 

EMV Applet Wallet Applet 
EEPROM area the number of writing EEPROM area the number of writing 

StaticField 1,681 staticfield 752 
Heap 1,659 Heap 1,121 

T_buffer 10,121 T_buffer 8,478 
Total 13,461 Total 10,351 

3.2   A Traditional Java Card with One Page Buffer 

In a general Java Card environment, one page-buffer in RAM is used to write data 
into EEPROM. the size of a page-buffer depends mainly on platforms. It is between 
128 and 256 bytes. our chip with CalmCore16 MPU from SAMSUNG has 128 bytes 
page buffer that a Java Card can write up to 128 consecutive bytes to EEPROM at a 
time. Namely, a Java Card can write between 1 byte and 128 consecutive bytes with 
this page buffer into EEPROM. For example, If EEPROM addresses of objects that 
will be written by a Java Card are sequentially 0x86005 and 0x86000, although both 
addresses are within 128 bytes, Java Card will first writes one object data in 0x86005 
through the page-buffer, and then, after the page-buffer is clear, another object data 
will be written in 0x86000.  

EEPROM 

check_flag_byte 

length bytes 1 byte 1 byte 

header length address 

…StaticField 

 
 

Heap 

T_Buffer 

log1 log2 log3 logn 

old_value 

1 byte 



 A Study on Fast JCVM with New Transaction Mechanism and Caching-Buffer 95 

 

Fig. 4. how to write objects to EEPROM of the traditional Java Card using an inefficient page- 
buffer algorithm 

Above figure 4 shows the page-buffer algorithm of a traditional Java Card. this 
page-buffer is just to write consecutive data to EEPROM. It dose not have the func-
tion for caching. When an applet is executed on Java Card, if the information such as 
objects and class data that the applet writes are close to each other, the total number of 
EEPROM writing would be reduced by adding a caching function to the page-buffer. 
first of all, to do this, the writing address of objects and data created by Java Card 
must have a high locality. It causes the number of EEPROM writing to reduce and 
also makes a hitting rate of caching function more high.  

We investigated a general tendency of writing operation in accordance with the 
EEPROM address. we discovered the Java Card has internally a rule about the local-
ity of EEPROM writing address. Consequently, a locality of Java Card objects and 
data is considerably high. 

3.3   A High Locality of Heap Area in EEPROM 

As mentioned earlier, a traditional Java Card System has only one page-buffer in 
RAM to write data into EEPROM. The page-buffer has a function for the buffering of 
just consecutive bytes. In this paper, we suggest the object-buffer that perform a buff-
ering and caching to improve the execution speed of Java Card. The most important 
and considerable point in order to add caching function to Java Card is a high hitting 
rate of the caching buffer. 

When the wallet class is created by install() method, the wallet object 
(2011C3A600000000)  that have  3 fields is first written in EEPROM, and then, Own- 

 

Fig. 5. wallet applet that has 3 methods and 3 fields; when the wallet applet is created by in-
stall() method, OwnerPIN object also is created in wallet() constructor 

public class wallet extends Applet{
int balance;  
int withdraw; 
OwnerPIN pin; 
 
wallet (){      // constructor 

pin = new OwnerPIN(3, 8);  // create OwnerPIN(trylimit, Pinsize) object 
} 
initialize(){ 

balance = 90; 
} 
withdraw(){  // method 
     withdraw = 50; 
     balance = balance – withdraw; 
} 

} 

global variables
 reference class 
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erPIN object (20111E69000308) that assigned 0045 as an objectID is created and 
written in EEPROM. After the OwnerPIN object created, Java Card writes the objec-
tID (0045) as pin reference field of the wallet object (2011C3A600000045). After the 
wallet applet is created, a method such as initialize() and withdraw() generally would 
be invoked. In figure 4, initialize() method is to change the value of balance field into 
100. After this operation, the content of the wallet object is 2011C3A690000045. 
withdraw() method also changes the field value of withdraw and balance into 50 and 
40 separately. At this time, the content of the wallet object is 2011C3A640500045. 

after wallet() method execution after initialized(), withdraw() execution 

  

Fig. 6. The creation process of the wallet applet and the OwnerPIN object in EEPROM and the 
process of the changing localized-fields and rewriting them 

Figure 5 and 6 showed several EEPROM writing processes from the creation of 
wallet applet to the execution of methods such as initialize() and withdraw(). If Java 
Card just performs these processes by using one page-buffer above-mentioned, it 
might spends much time in writing and changing localized-data like above example. 

4   Our Changed Java Card with a Fast Execution Speed 

4.1   New Transaction Algorithm with T_Buffer in RAM 

As mentioned in the related works, smart cards including a Java Card supports a 
transaction mechanism by saving old_values in EEPROM. the number of EEPROM 
writing in order to support the transaction is about 75 to 80 percent of the total num-
ber of EEPROM writing. EEPROM writing is typically more than 1,000 times slower 
than writing to RAM. It makes also Java Card much more slow and inefficient. 

We suggested new transaction mechanism using RAM, not EEPROM in this paper.  
If such tearing such as power loss happens in the middle of a transaction, all data after 
transaction began should be ignored. If T_Buffer area to save old_values places in 
RAM, in case of power loss, RAM is automatically reset. It means the preservation of 
old_values. 

Figure 7 shows the transaction mechanism of a traditional Java Card. After a trans-
action begin, if tearing such as power loss occurs, Java Card restore data involved in 
the transaction to their pretransaction(original) values the next time the card is pow-
ered on. To do this, Java Card must store all old_values in T_Buffer in EEPROM 
whenever Java Card writes some data in EEPROM.  
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Fig. 7. The transaction mechanism with T_buffer in EEPROM of a traditional Java Card 

 

  

Fig. 8. RAM structure to support our changed transaction mechanism, the structure of our 
T_buffer and our transaction mechanism with T_buffer in RAM of a traditional Java Card 

In this paper, we suggest that T_Buffer to support a transaction is in RAM in order 
to reduce EEPROM writings. Our T_buffer in RAM saves all new_values that will be 
written in EEPROM after a transaction began. Our T_Buffer also could have many 
logs until a transaction commit. Figure 8 below shows the structure of T_Buffer. Each 
log entry consists of four fields. The length field is the number of bytes of old data. 
The address field is original data in EEPROM. The last old_data field is old data bytes. 

4.2   Our Object-Buffer Based on Java Card Objects with a High Locality 

In chapter 3, we explained how to write data in EEPROM by using one page buffer  
in  a traditional Java Card. It is the one of causes of a Java Card’s performance drop in  

 

Fig. 9. The heap-buffer that is consisted in 2 part; the buffer and cache. The data between Min 
and Max can be written to EEPROM at a time. 
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company with the transaction mechanism of a traditional Java Card. We discovered 
that all objects and data that the Java Card creates during the execution has a high 
locality. It means that an additional caching function makes the number of EEPROM 
writing go down. For these reasons, we developed new Java Card with two page 
buffer in RAM; one is the existing page buffer for non-heap area, another (object-
buffer) is for heap area in EEPROM. The heap area is where objects created by Java 
Card are allocated.  

Figure 10 below shows the main algorithm using the object-buffer and page-buffer 
The writing of non heap-area is performed with the existing page buffer. The writing 
of heap-area is executed with the object-buffer. When the Java Card writes data re-
lated to Java Card objects into heap area of EEPROM, the first operation is to get 128 
bytes lower than the address that will be written and to copy them to the cache area of 
the object-buffer. Next, the buffer area(128-byte) of the object-buffer is cleared. Two 
points, Max and Min have the highest and lowest points that are written after Java 
Card get new 256 bytes to the object-buffer. the gap between them continually is 
checked in order to write the heap buffer to EEPROM. Max and Min are non-fixed 
points to raise the efficiency of the heap buffer. The reason why the gap between Max 
and Min is 128 bytes is that our target chip, CalmCore16, supports the EEPROM 
writing of 128 bytes at a once. 

 

Fig. 10. The object-buffer algorithm that checks continually the Min and Max points to write 
the object-buffer to EEPROM when Java Card writes data to heap area. (†E2p_addr : the 
EEPROM address that data will be written, ‡ heap_buff(object-buff) : our new heap buffer with 
caching and buffering function for just heap area in EEPROM). 

5   Evaluation of Our Approach 

The key of our approach is improve an execution speed of the Java Card by reducing 
the number of EEPROM writing. The main idea is also that EEPROM writes are 
typically more than 1,000 times slower than writes to RAM. One of the analyzed 
results of a traditional Java Card is that Java Card has a inefficient transaction mecha-
nism to guarantee an atomicity and page-buffer algorithm to write data to EEPROM 
regardless of the high locality of Java objects. For this reason, we developed new 
transaction mechanism and new page buffer algorithm.  
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In our approach, to get more precise figure in the real Java Card, we made an ex-
periment with CalmCore16 MCU [14], SAMSUNG MicroController for smart card.  

Figure 11 below shows the comparison between a traditional Java Card and our 
changed Java Card in regard to the number of EEPROM writing and the execution 
speed. First of all, the number of EEPROM writing is reduced by about 80% by using 
the T_Buffer and the object buffer in RAM.  

Applets Traditional Our Approach Reduced 
ChannelDemo 7552 1586 79% 
JavaLoyalty 7291 1322 82% 
JavaPulse 22712 4537 80% 

ObjDelDemo 16416 3025 82% 
PackageA 9685 2000 79% 
PackageB 7698 1406 82% 
PackageC 3439 745 79% 
PhotoCard 6737 1400 79% 
RMIDemo 6119 1261 79% 

Wallet 5641 1190 79% 
EMV small Applet 6721 1419 79% 
EMV Large Applet 11461 2433 79% 

Aerage 80%   
Applets Traditional Our Approach Reduced 

ChannelDemo 76140 49438 35% 
JavaLoyalty 72703 46187 36% 
JavaPulse 232100 150359 35% 

ObjDelDemo 159420 99157 38% 
PackageA 90530 56375 38% 
PackageB 74859 49937 33% 
PackageC 32743 20907 36% 
PhotoCard 64608 41407 37% 
RMIDemo 57328 36235 34% 

Wallet 57140 37438 37% 
EMV small Applet 61766 38859 37% 
EMV Large Applet 119812 79422 34% 

Aerage 36%   

Fig. 11. The comparison between a traditional Java Card and our changed Java Card with  
regard to the number of EEPROM writing and the execution speed 

Components Traditional Our Approach Differnce 
Initialize 1485 1688 -203 

Select Install 6281 3812 2469 
CAP Begin 1234 485 749 

Header 3562 2156 1406 
Directory 3969 2344 1625 

Import 2875 1640 1235 
Applet 3250 1922 1328 
Class 2203 1484 719 

Method 11266 8641 2625 
StaticField 2297 1469 828 

ConstantPool 6781 4984 1797 
ReferenceLocation 9141 4719 4422 

CAP End 625 422 203 
Create Applet 2171 1672 499 

Total 57140 37438 19702   

Fig. 12. The comparison between a traditional Java Card and our changed Java Card in regard 
to Wallet applet’s downloading and execution speed per each component 

One applet consists of over 11 components that include all information of one app-
let package. We also produced downloading results about each component. Basically, 
when Java Card installer downloads one applet, the component that takes a long time 
is the referencelocation component. The reason is that both are related to the resolu-
tion of indirect references during the downloading. our approach almost reduced the 
downloading time of the referencelocation by 50%. 
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6   Conclusion and Future Work 

Java Card technology is already a standard for smart cards and SIM cards [11, 15]. A 
Java language is basically slower than other languages. The card platforms also have 
a heavy hardware limitation. In spite of a Java’s slow speed, the reasons why Java 
Card technology is selected as a standard are a post-issuance and a platform inde-
pendence. When Java Card downloads new application, a post-issuance generally 
spends a lot of time [10, 11]. 

In this paper, we have proposed the method to reduce the number of EEPROM 
writing with new robust transaction mechanism and new object-buffer based on the 
high locality of Java Card objects. It also makes Java Card more fast. With our ap-
proach, the number of EEPROM writing and the downloading speed reduced by 80% 
and 35% separately. It also enables an application to be downloaded more quickly in 
the case of an application sent to a mobile phone via the GSM network (SIM). This 
technology will be applied to embedded systems such as KVM, PJAVA, CLDC with 
a Java Technology. 
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Abstract. In this paper, we propose an intelligent object extraction algorithm 
based on foreground/background classification. The proposed algorithm can of-
fer the users more friendly interface for object extraction from image without 
unnecessary steps. After the interactive steps from user (marking the foreground 
and background parts), the wanted object is extracted from the background 
automatically. The proposed algorithm processes the input image by watershed 
to produce the regions. Then, the regions are labeled after marking parts of re-
gions. We also introduce an implementation of hierarchical queues to store the 
unlabeled regions. The classification of foreground and background will gener-
ate the final image with selected object. In our experimental results, the pro-
posed algorithm provides the output image with high efficiency. The wanted 
object is generated after user marking the foreground and background parts less 
than one second. In addition, the application of this work also can be used in 
image synthesis or object removal in other fields of image processing. 

Keywords: Object extraction, image editing tool, image segmentation. 

1   Introduction 

In traditional researches, image segmentation means to detect the boundaries in digital 
image. However, the boundaries of whole image may contain the boundaries of tex-
tures or the inner structure of object in the foreground. In this work, we need to find 
the contour of wanted object which separates the image into only two parts
foreground and background. Therefore, object extraction can be considered as a bi-
nary labeling problem. 

The related works include boundary-based methods and region-based methods. For 
boundary-based methods, they tried to approximate the pre-assigned curves near the 
object to the object contour, such as intelligent scissor [1], image snapping [2], and 
Jetstream [3]. The users need to draw the curves which enclose the whole object. This 
disadvantage of these methods is high complexity in user interface. The user needs to 
draw the shape of object explicitly. 

In order to reduce the redundant steps in user interface, several researches are men-
tioned to improve the previous works in boundary-based methods. Recently, the re-



102 J.-F. Wang, H.-J. Hsu, and J.-S. Li 

gion-based methods are proposed. The accuracy is increased without as much efforts 
as that in boundary-based methods. The primitive concerns of this problem are two 
points. One problem is using less effort to acquire more accurate result. Another prob-
lem is the detail information of the object also needed to be preserved. Sun et al. pro-
posed a smart method “Poisson Matting” [4] focused on preserving fine features of 
object, such as hairs and feathers. The object can be cut from original image and 
pasted on another target image. Rother et al. proposed “GrabCut” [5] to achieve fore-
ground extraction using iterated Graph Cuts. The target object is extracted by drag-
ging a square window around the target. Another work “Lazy snapping” [6], is pre-
sented by drawing the foreground and background parts at first. The user interface is 
similar to our system. An example of our proposed algorithm is provided in Fig. 1. 
The user draws two kinds of lines, green lines for foreground seeds and yellow lines 
for background seeds, in the input image in Fig. 1(a). The wanted object is acquired 
easily in the output image shown in Fig. 1(b). Based on foreground and background 
classification, the regions belonged to wanted object are given as foreground label 
(F). The other remaining regions are classified to background label (B). However, the 
object also can be labeled as background by opposite assignments of foreground and 
background. The obtained result is the input image for object removal. 

The organization of this paper is shown as follows. In Section 2, we will describe our 
algorithms in detail. In Section 3, the experimental results are shown to provide subjec-
tive measurement. Finally, the conclusion and future work are provided in Section 4. 

      
(a)                                                                   (b) 

Fig. 1. The example of our proposed algorithm 

2   Proposed Intelligent Object Extraction Algorithm 

The flow diagram of our proposed algorithm is shown in Fig. 2. At first, the input 
image in Fig. 2(a) is pre-processed to reduce additive noise. The edge detection and 
watershed algorithm are applied to produce many small regions shown in Fig. 2(b). 
Then, the user marks the image by foreground (green lines) and background (yellow 
lines) markers, respectively, as shown in Fig. 2(c). Once the user marks the image, 
according to the two sets of markers, two sets of regions are labeled as F and B, re-
spectively. And the non-marked regions are defined as unlabeled. 
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Fig. 2. The flow diagram of our proposed algorithm 

After all, the unlabeled regions are classified into foreground or background to 
generate the final image as shown in Fig. 2(d). The detail description of the proposed 
algorithm is shown as follows. 

2.1   Noise Reduction  

The pre-processing is applied to remove the noise which may affect the output result. 
We use median filter and mean filter to reduce the noise [7]. The median filter is ap-
plied first to avoid the operation of averaging at impulse noise in mean filter.  

2.2   Edge Detection and Watershed  

After noise reduction, edge detection and watershed are used to segment the input 
image into large number of regions. In order to enhance the luminance and color 
variation near the boundary of object, we adopt a simple and efficient method which 
incorporates the morphological gradient of luminance and color in L*a*b* color 
space from [8]. The gradient value is decided by the erosion and dilation. The color 
space transformation of RGB to L*a*b* is described from [9]. The RGB values to 
XYZ(D65) is shown as in (1). 
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The pixel values in L*a*b* color space transformation is provided as in (2). 
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We have used D65 as the CIE L*a*b* reference white point. Thus, the constant 
values nX , nY , and nZ  are equal to 0.9504, 1.0, and 1.0889, respectively.  

After edge detection, we use the watershed algorithm from [7] to chunk the image 
into many regions. We then construct the region adjacency graph (RAG) [10]-[11], 
which represents the relation between each region and its neighborhood. With this 
useful step, we can extract the object more efficiently. The RAG is defined as an 
undirected graph, ( )EVG ,= , where { }kV ,,3,2,1=  is the set of graph nodes, k is the 

number of regions obtained from watershed, and VVE ×⊂  is the set of graph 
edges. Each region is represented by a graph node and there exists a graph edge ( )yx,  

if the two graph nodes x and y are adjacent.  
A weight of each graph edge stands for the regional color distance of the two adja-

cent regions, as shown in (3). 

||)()(||),(RCD yCxCyx −=  (3) 

where )(•C  denotes the mean color vector of a region in L*a*b color space, Vx ∈ , 

Vy ∈ , and ( ) Eyx ∈, . 

2.3   Input Foreground/Background Seeds 

The all regions are all unlabeled regions before this step. In this step, we mark the 
image with foreground and background seeds. More drawing the lines of the fore-
ground and background will lead more exact result. However, our algorithm needs 
less effort to generate the wanted object. The foreground seeds are selected in green 
and the background seeds are selected in yellow, respectively. Once the user marks 
the image, foreground and background marked regions are labeled as F and B, respec-
tively.  Therefore, the marked regions are the labeled regions inevitably. And the non- 
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Fig. 3. The notation diagram of hierarchical queues 

 

Fig. 4. The generic notation diagram of region labeling 

marked regions are regarded as unlabeled regions. In the next step, the remaining non-
marked regions are processed by F/B classification. 

2.4   F/B Classification (Region Labeling) 

In this Section, the other unlabeled regions which are not belonged to user-defined 
foreground and background regions are labeled in this Section. F/B classification 
(Region labeling) is the most important step in our algorithm, which affects the qual-
ity of final result. The pseudocode of region labeling is shown in Table. 1.  

In our implementation, we adopt the hierarchical queues shown in Fig. 3 from [12]. 
In each queue of hierarchical queues, the regions with the same index number are put 
in the same queue. For example, there are three green balls in the same queue which 
means three regions with the same index number. This data structure is used in image 
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segmentation originally. However, this mechanism is also suitable for region labeling. 
It is composed of two steps: Initialization of the Hierarchical Queues and the Flooding 
Step. The generic notation diagram is shown in Fig. 4, the blue region is denoted as 
A, in initialization of hierarchical queues. The regional color distance between region 
A and neighboring labeled regions is used to decide which index number of region  
A in hierarchical queues is. On the other hand, the blue region is denoted as R in  
the flooding step. Therefore, the regional color distance between region R and 
neighboring labeled regions is used to decide which label of region R is. The detail 
descriptions of these two steps are shown as below. 

Table 1. The pseudocode of region labeling in our proposed algorithm 

Step      Description 

Initialization of the Hierarchical Queues: 

For each labeled region L 
For each neighboring region A of  L 

if A is a unlabeled region outside of the hierarchical queues en-
queue A into the hierarchical queues according to its index 
number. 

Flooding Step: 

Repeat the following steps until the all hierarchical queues are empty: 
1. dequeue a region R from the hierarchical queues from the low-

est index number; 
2. region R has at least one labeled region in its neighborhood. It 

is assigned to the same label with its neighboring labeled region 
which has the smallest distance from R; 

3. the neighboring regions of R that have not been labeled and are 
still outside the hierarchical queues are enqueued into the hier-
archical queues with the index number not lower than the index 
number of R 

Initialization of the Hierarchical Queues 
The initialization of region labeling is enqueued the neighboring unlabeled regions of 
the user marked regions into the hierarchical queues. Each neighboring unlabeled 
region (A) of user marked regions is enqueued into the hierarchical queues according 
to its index number as in (4). The index number of a region is denoted as q.  

)5.0)),(RCD(min( += ARi
m

floorq  mtoiwhere 1=  (4) 

where E∈),( ARi  and m is the number of the labeled regions adjacent to A. 

Flooding step 
After the initialization of the hierarchical, we start to dequeue the regions from the 
queue with the lowest index number. Any queue which is empty will be suppressed 
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and no longer be enqueued. The hierarchical queues are processed until all the queues 
are empty. The flooding step is similar to the initialization of the hierarchical queues. 
Each region in the hierarchical queues is dequeued and compared the similarity with 
the neighboring labeled regions. The labeled regions may contain the user marked 
regions and the regions which are already labeled in this step. As shown in Table. 1, 
after we dequeue a region R from the hierarchical queues, we have to find a neighbor-
ing labeled region of R which is most similar to R as in (5). 

),(RCDminarg RLRR
LR

* = ,    where 
∈
∈

 )(

)(

RR

RLR
* N

N  (5) 

*R  is the most similar region to R, and N(R) denotes the neighboring labeled region 

of R. Then, R is assigned to the same label as *R .  
On the other hand, the neighboring unlabeled regions (B) of region R which is still 

out of the hierarchical queues is enqueued into the q-th queue as in (6). 
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where jR is labeled, E∈),( BRj , and n is the number of the labeled regions adjacent 

to B. 
After this, if the queue with the same index number of R is empty, it will be sup-

pressed. In the later processing, if we obtain a region which will be enqueued into the 
suppressed queue, we put the regions into the lowest un-suppressed queue. Finally, 
until the whole regions are labeled (the hierarchical queues is empty), the wanted 
objects are extracted from the input image. 

3   Experimental Results 

We provide some experimental results in this Section. The experimental results show 
our proposed algorithm can produce excellent output images. The test image from 
Kodak test images “parrot” is chosen by the user shown in Fig. 5(a). After our pro-
posed algorithm, the red parrot is extracted from input image shown in Fig. 5(b). The 
use only needs to draw little lines of foreground and background. Another example is 
provided in Fig. 6. The wanted lighthouse is extracted from the image shown in Fig. 
6(b). The test image from [13] in Fig. 7 shows three chairs on the grass. The red 
chair is chosen to be the target object. We draw two points in green and one line in 
yellow as background. The middle red chair is extracted from the image shown in 
Fig. 7(b).  

Besides of natural images, we also use indoor image to test our proposed algo-
rithm. In Fig. 8(a), we use the test image from [14]. The operation of marking the 
foreground and background are reversed to generate the opposite result. The wanted 
object is selected as background which we want to remove from the image. In another 
work, “object removal”, the result shown in Fig. 8(b) is used to be the input image. 
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We take another photograph as shown in Fig. 9. The left man is chosen to be the ob-
ject which we want to remove. The output result is shown in Fig. 9(b). The computa-
tion time analysis is given in Table. 2. The computation time costs most time in edge 
detection and watershed algorithm. The final result is obtained immediately after the 
user drawing. The simulation environment is on AMD 1.7G with 1GB of RAM and 
implemented in C++. 

      

(a) (b) 

Fig. 5. The experimental result for object extraction 

      

(a)                                                             (b) 

Fig. 6. The experimental result for object extraction 

      

(a)  (b) 

Fig. 7. The experimental result for object extraction 
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(a) (b) 

Fig. 8. The experimental result for object removal 

      

(a)                                                   (b) 

Fig. 9. The experimental result for object removal 

Table. 2. The computation time analysis of our proposed algorithm 

Image no. 
Image  

Resolution 
Noise  

Reduction 
Edge  

Detection 
Watershed 

F/B  
Classification 

1 768*512 1.390 sec 5.469 sec 2.250 sec 0.031 sec 

6 768*512 1.421 sec 5.406 sec 2.172 sec 0.016 sec 

7 768*512 1.406 sec 5.422 sec 2.234 sec 0.032 sec 

8 352*234 0.282 sec 1.141 sec 0.453 sec 0.001 sec 

9 450*339 0.500 sec 2.078 sec 0.813 sec 0.001 sec 

10 352*211 0.266 sec 1.031 sec 0.422 sec 0.001 sec 

11 352*264 0.329 sec 1.266 sec 0.484 sec 0.001 sec 

4   Conclusion and Future Work 

In this work, we propose an intelligent object extraction algorithm based on fore-
ground/background classification. The regions after watershed are classified into 
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foreground and background. The hierarchical queues are implemented to increase the 
efficiency. The user interface is easy to use, even the general users without the tips in 
image processing can acquire the wanted object. The proposed algorithm can produce 
good results in real-time.  

Our future work is preserving the fine features on the boundary of the object. Cur-
rently, the fine features of the object need to be selected as foreground to ensure the 
excellent result. We are going to improve the weakness of our proposed algorithm. To 
develop the smart camera system, we also plan to integrate with object removal from 
our previous work. 
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Abstract. In this paper, the authors examine the use of thin client based user 
terminals to realize the RFID tag based ubiquitous computing environment. The 
ubiquitous service targeted is not information retrieval via RFID but the user 
observation service based on environment perception. Thus the user terminal 
must ensure service consistency even when the communication link to the 
server is disconnected. In order to achieve this, the authors propose an event 
cache mechanism that stores predicted event conditions and the corresponding 
reactions. A prototype and evaluation results are also described.  

1   Introduction 

In the ubiquitous computing environment advocated by Marc Weiser [1], various 
objects surrounding us will have computing ability. They will recognize the situation 
of the user and his/her surroundings, select the best service, and offer it without error 
or intrusion. In such an environment, the user will not have to know how to use a 
computer nor recognize the existence of the system. Therefore, the conventional 
wisdom is that user-carried terminals such as note PCs and PDAs will lose their 
significance in the ideal ubiquitous computing environment. However, the authors 
consider that the user carried terminals (hereafter called user terminal) will be needed 
for the time being, in order to evaluate and collect the ubiquitous services provided, 
offer an exclusive use actuator (which prevents interference by a third party), and 
follow the moving user to collect his/her situation continuously. 

From such a standpoint, the authors examine the architecture of the user terminal 
and computing device controlling it with regard to implementing the ubiquitous 
computing environment.   

The authors propose a thin client based user terminal that is realized as a cellular 
phone with an RFID tag reader. No specific RFID format is assumed. 

2   The User Terminal for the Ubiquitous Computing Environment 

2.1   Assumed Ubiquitous Computing Environment 

Figure 1 illustrates the ubiquitous computing environment assumed in this paper. In 
this environment, computing devices in cyber-space capture the real-space from RFID  
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Fig. 1. Assumed ubiquitous computing environment 

tags as detected by tag readers. RFID tags are attached to various objects. Locator 
tags are special RFID tags that identify places not objects. Locator tags will be 
attached to train stations, major buildings, and intersections. Each RFID tag stores just 
a unique identifier. Tag readers collect the IDs of the RFID tags in their range, and 
forward this information to the computing devices (hereafter called server) via the 
Internet and/or mobile communication networks. The server passes the ID to an 
information database, and retrieves information (name, role, color, owner, and other 
attributes) of the object. The server infers the user’s surroundings from the collected 
information and offers various ubiquitous services as appropriate.  

Though the simple information search service based on RFID tags is also called 
ubiquitous service, the authors address the observation and life assistance services 
based on RFID-based environment perception. Also, in this paper, the authors focus 
on services for the mobile user. Examples are Lost Property Notification service[2] 
which gives real-time notification when user drops a carried object or it seems to have 
been stolen, and Shopping List service [2] which is a reminder service for when the 
user seems to have forgotten to purchase something (or goes to the shop). 

2.2   User Terminal Requirements for the Assumed Environment 

In the ubiquitous computing environment assumed, each user should carry his/her 
user terminal in order to satisfy the following requirements. 

(1) Platform for the portable tag reader 
Because the detection range of most tag readers is limited to about ten meters even if 
the UHF band is used, it is difficult to cover all areas completely by using fixed tag 
readers. If the server cannot detect the event that should trigger the service, user 
satisfaction will be degraded. Thus, in the assumed environment, each mobile user 
always carries a portable tag reader to provide real-time the event detection around 
him/her; the collected RFIDs are transferred to the server over the mobile 
communication network. 

In order to control the portable tag reader, collect the tag information, and transfer 
the information via the mobile communication network, some kind of platform is 
required. In the assumed environment, the user terminal acts as this platform.  

(2) Subordinate control for the server 
It is difficult to provide the service that the user desires all of the time even if the 
server perceives the surrounding from a huge amount of information and an advanced 
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inference engine is used. Therefore, it is necessary to provide a service evaluation 
function, and feed the user’s feelings back to the server. Moreover, it is considered 
that the user must make the final decision on important matters such as those related 
to the user’s life and property. The user terminal must offer support functions to 
achieve these goals. 

(3) Actuation function 
In order for the ubiquitous service to reach the user, the mechanism of service 
actuation is required. If shared terminals and robots, etc. are used as the actuator, 
information related to the user’s privacy and security will be leaked in public spaces. 
Therefore, the user’s terminal should become an exclusive actuator that provides 
adequate privacy. 

2.3   General Requirements for the User Terminal 

As described in the previous section, the user terminal is needed in the environment 
considered here. In this section the general requirements for this user terminal are 
described. 

− Portability: Because each user always has to carry the user terminal, it should be 
light and small. 

− Low power consumption: Because the user terminal must always be active when 
the ubiquitous service is required, it should have low power consumption and 
should run for long periods without battery change. 

− Low cost: This seems to be a fundamental requirement for every user. 

2.4   Other Work Related to the User Terminal 

In this section the authors describe the previous research on user terminals for the 
ubiquitous computing environment.  

Project Oxygen of MIT uses the user terminal called H21 [3]. Unlike the 
environment assumed in this paper, Project Oxygen uses image and voice to gauge 
the user's surrounding. Accordingly, H21 has a camera and a microphone. 
Additionally, the perception and offering service is provided by H21 itself, so a huge 
amount of processing performance is required which increases the electric power 
consumption and cost. 

The ubiquitous communicator [4] is a small, light user terminal like a PDA, which 
has an RFID tag reader. It can read ucode-compliant RFID tags and display the linked 
information. However, it does not target the RFID-based environment perception 
services for mobile user described in Section 2.1. 

3   Thin Client Based User Terminal 

As described above, existing research does not satisfy the requirements for the user 
terminal in the assumed environment. Accordingly, the authors propose the thin client 
based user terminal; it is a small, light, and low cost terminal (e.g. cellular phone) that 
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realizes RFID-based surrounding perception and acts as the actuator for the 
ubiquitous services. 

3.1   Basic Architecture 

The thin client [5][6]is an architecture that concentrates execution, storing, and 
management of the application on the server, and the client function is limited to 
HMI(Human Machine Interface) and some part of I/O. Therefore, a simple terminal 
can realize the functions and the performance of a PC (Personal Computer). In 
particular, previous research, called mobile thin client [7], introduced a cellular 
phone-based thin client system that enables PC applications (e.g. Word, Excel, and 
PowerPoint) to be used through cellular phone. 
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Fig. 2. Architecture of proposed user terminal 

In this paper, the authors extended the mobile thin client to realize a cellular phone-
based user terminal. Figure 2 illustrates the architecture of the proposed terminal. The 
HMI function for controlling (start, terminate, correct, selection of critical choices) 
server ubiquitous service is simply inherited from the mobile thin client. All other 
functions such as attached portable type tag reader, collecting the RFIDs function, and 
actuator control functions (BEEP, vibration, backlight blinking, and messaging to the 
user via the display of the cellular phone) are extensions. The collected RFIDs are 
transferred to the server via the mobile communication network. The server retrieves 
the information about the objects from the information database, perceives the user's 
surroundings from this information, and generates actuator control instructions for the 
cellular phone. In addition, the proposed architecture offers the function of continuing 
the ubiquitous services even when the mobile communication network is temporarily 
disconnected. This mechanism, called event caching, is described in detail in the 
following section. 

3.2   Event Caching 

The major problem of the thin client system, developed in the authors’ previous 
research, is that when the communication link between the thin client and the server is 
disconnected, the thin client fails to work. Because the population cover rate of 
mobile communication network has already reached 100% in Japan, it has far better 
connectivity compared to the range of fixed tag readers. However, temporary 
disconnection is common in some environments such as inside subway trains and 
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areas of heavy network traffic. Because the targeted services described in Section 2.1 
are related to the user’s life and property, these interruptions should be offset. 

The event cache guarantees service continuity. It is achieved by both event 
prediction in the server and event detection and caching the reaction (i.e. actuator 
control) in the thin client. After the server perceives the user's current surroundings, it 
predicts the next event, and then generates the appropriate reaction that should be 
done when the event occurs. This information is downloaded to the event cache in the 
user terminal and held until needed or replaced by newer information.  

3.2.1   Event Prediction 
In this section, event predictability is described using the example of the “Lost 
Property Notification service", a typical ubiquitous computing application described 
in Section 2.1. It seems easy to judge that the user still has his/her property (object) 
from the reception by his/her tag reader of the object’s RFID tag signal. When the 
object’s signal is no longer received, the ubiquitous application should judge whether 
the user put the object somewhere on purpose, or he left it somewhere in error, in 
order to generate the correct reaction. Such processing has to be performed by the 
server because it requires much processing power and access to a comprehensive 
information database on the fixed network. 

The authors note that the number of objects that should be observed is limited in 
several ubiquitous applications including the Lost Property Notification service. The 
server recognizes the current state of each object and decides what kinds of events are 
possible in the near-term future (e.g. if the user picks up an object, the server predicts 
that he/she may drop it as a possible next step). Moreover, by using the locator tag 
described in Section 2.1, the server can recognize the current place of the user; 
moreover, it is considered that the places that the user will pass are limited and 
predictable in the short term. It is considered that by using the features of each object 
(role, price, etc.), the kinds of possible events, and features of the places where an 
event may occur (public area or private area), the content of the reaction (level and 
content of warning) that should be executed when the event occurs, can be predicted. 
The number of events for which reactions are needed is limited because all of the 
above parameters are limited. After the server identifies the events that are possible in 
the near-term future and generates the corresponding reactions, it downloads this 
information into the user terminal. It is a relatively simple task for the thin client 
terminal to observe the event and execute the appropriate reaction quickly even if the 
mobile communication network is disconnected. 

3.2.2   Event Classification 
In this section the authors define the states and events. The term state means the 
relationship between the user and the object, and the term event means a state transfer. 
Because of the assumption that the user always carries a tag reader, it is possible to 
simplify the definition to three states and three events as described below. 

WAITS_FOR state is the state in which the RFID reader cannot receive the signal 
from the target RFID tag. In the real space, this state corresponds to the situation in 
which the user is not carrying nor encounters the object. When the reader finds the 
targeted RFID, it raises the FOUND event and the DETECTED state is entered. 
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DETECTED state is the state in which the RFID reader first receives a signal from 
the target RFID tag. In the real space, this state means that the object and the user 
have approached each other. When the reader keeps receiving the signal for some 
time, the KEEP event is entered, and then the HAS_A state. 

HAS_A state is the state in which the RFID reader continuously receives the signal 
from the target RFID tag. In the real space, this state means that the user is carrying 
the target object. When the signal from the tag is broken (LOST event), the 
WAITS_FOR state is entered. 

3.2.3   Event Cache Construction 
Figure 3 illustrates the construction of the event cache. Each entry in the event cache 
is composed of an entry identifier part, target RFID part, event detection condition 
part, reaction definition part, and linked entry definition part. The entry identifier part 
is the entry identification number in the event cache. The target RFID part describes 
the RFID value to be observed.  

In some kinds of services, such as the shopping list service described in Section 
2.1, the user terminal should be in the WAITS_FOR state where the RFID values are 
unknown. That is, the user has decided the kind of object to be bought, but does not 
know the entire RFID value. In order to support such situations, the authors propose 
to introduce the standardized category field that identifies the kind of the object into 
the RFID format. This allows the event cache to detect the event by the category field 
value (a part of the RFID) instead of the entire RFID value. In Figure 3, entry #02 
WAITS_FOR any object belonging to category “beef (indicated by the code C)”. 

The Event detection condition part defines the detection condition of the event 
according to the tag state condition and the time condition. The tag condition can be 
specified by not only the state of the observed RFID tag state but also the related 
RFID tag state. The related tag state is assumed to define the place condition retrieved 
by the locator tag. The reaction definition part defines the reaction that is to be 
executed by the user terminal actuator and the execution priority of the reaction when 
the event detection condition is satisfied. If the communication link is available, when 
the event occurs, the execution priority provides the definition of whether priority is 
given to the execution of the reaction (P (A) in Figure 3) or to communication with 
the server which will then execute advanced inference including the situation around 
the user (P (B) in Figure 3). 
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xCx: x means ignored field, C is category identifier for the object “beef”. B, L, M (), and P () 
are flags of Beeping, Lighting, Messaging on display, and priority.  

Fig. 3. Construction of the event cache 
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It is considered that there will be cases in which several events are linked, so if one 
specific event occurs then the other will no longer be possible or required. For this 
case, if the first event cache entry is hit, the second should be deleted automatically. 
The linked event part provides support for these linked events. In Figure 3, if entry 
#03 (#04) hit, entry #04 (#03) is automatically deleted. 

3.3   Service Scenarios Using Event Cache 

In this section, the authors describe an example of event cache activities in the case of 
the Lost Property Notification service.  

The user starts the service through the user terminal when he/she leaves home. The 
server recognizes the user-carried objects by observing the RFID tags collected by the 
user terminal over some period. If the user terminal receives a signal from an RFID 
constantly, the corresponding entry of the event cache moves to the state of 
"HAS_A". As a result of this process, entries #01 and #02 in Figure 4 are generated 
and downloaded to the user terminal. If the server detects the possibility of the user’s 
visiting his/her friend’s home from the tracking information from the received locator 
tag, the server adds entry #03, see Figure 4.  

While the user is in a subway car and the mobile communication network cannot 
be used, if object "Purse" is dropped, event cache #01 is activated and the user 
terminal issues a maximum strength warning (Beeping, Vibrating, Lighting, and 
Messaging) to the user at once. On the other hand, if the place where the event 
occurs is the friend’s house and if the object is not a purse but an umbrella, event 
cache #03 is activated and the user terminal tries to communicate to the server prior 
to notifying the user, because the execution priority of #03 is B. If the mobile 
communication network cannot be used, the user terminal issues a warning via the 
message display. If the user terminal can link to the server, it transfers all logged IDs 
to the server. The server then retrieves information about these objects. If there are 
many objects owned by the friend where the event occurred, the server recognizes 
that the user left it at the friend’s home intentionally, and changes the state of the 
umbrella to WAITS_FOR. 
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B, V, L, M (), and P () are flags of Beeping, Vibrating, Lighting, Messaging on display, and 
priority. tag101 is the user’s purse, 201 is the user’s umbrella, and 302 is the locator tag near 
the friend’s home. 

Fig. 4. Event cache transfer in the Lost Property Notification Service 
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4   Implementation  

The authors implemented a prototype. The RFID tag/reader is based on the SPIDER 
V system [8]. SPIDER V is an active type tag system, so each tag transmits its ID 
periodically for the reader to capture it. The event cache was implemented by i-appli 
(DoJa2.1) [9]. Because it is not possible to connect the cellular phone directly to the 
SPIDER V reader, the authors used a cellular phone emulator on a note PC. The 
SPIDER V tag reader was connected to the note PC via a serial interface.  

Generally speaking, even if the tag is within the reader's range, the tag reader can 
not receive 100% of the transmitted signal because of signal failures caused by the 
characteristic of electric wave propagation and collision with other tag signals. 
Therefore, the user terminal stores the history of several signaling periods, and the 
KEEP and LOST events are defined by whether the received signal number exceeds 
some threshold. This means that there is some delay in detecting the corresponding 
event. Maximum delay value of the LOST event is as follows. 

(T-m) × t+t [seconds] (1) 

where, 
T is the number of stored periods, m is a threshold number, and t is tag signaling 

period. 

5   Evaluations and Consideration 

(1)  Service consistency in the disconnected situation 
Figure 5 illustrates the basic operation sequence in the Lost Property Notification 
service. Here, t=1, T=10, and m=3. First, service start is acquired and the list of 
carried objects is displayed (step 1). Next, the communication link between note PC 
and the server was cut (step 2). The tag corresponding to "Purse" was put into a 
shielded box (step 3), The Lost event was detected nine seconds after step 3, the cache 
was executed, and the warning was displayed on the emulator screen (step 4). Finally, 
the communication link was recovered and the new cache was downloaded by the 
server and the display was updated (step 5, 6). The results confirmed service 
consistency in the disconnected situation. 
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Fig. 5. Basic operation sequence in the Lost Property Notification service 
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(2)Event detection delay 
From equation (1), the event detection delay can be reduced if m is increased, or T or 
t is lessened. Because excessively small t causes tag signal collision and shortens the 
life of the tag battery, the authors fixed t to 1 and tried to enlarge m and lessen T. 
Table. 1 shows the experimental results (ten times average and standard deviation) 
and the ideal value from equation (1) of event detection delay when T=10/m=3, 
T=10/m=7, and T=6/m=3.  The difference, a few seconds, between the ideal value 
and the experimental value is due to the communication delay of the tag collecting 
function and event cache, thread switching timing, etc. In addition, when execution 
priority is B, another few seconds of delay is added for communication to the server. 

Table 1. Evaluation results of event detection delay 

Average detection delay (standard deviation) [seconds]  
T=10/m=3 T=10/m=7 T=6/m=3 

Ideal value 8 4 4 
execution priority A 9.3(0.63) 5.3(0.64) 5.1(0.66) 
execution priority B 11.1(0.58) 7.0(0.54) 6.5(0.57) 

The results of Table 1 show that actually the delay was lessened when the 
T=10/m=7 and T=6/m=3. However, too large m and too small T causes another 
problem. Figure 6 illustrates the 100 signaling period monitoring results of the event 
cache internal parameter for event detection (i.e. when this value becomes less than m 
the event cache detects the LOST event) when m is set to 7. The Y axis shows how 
many signals from the tag were received in the last T (in this case T=10) periods, and 
the X axis shows the number of periods. Figure 6 shows that the false event of LOST 
was detected even though the tag - antenna distance was 1 meter. This is considered 
to reflect the influence of signal failure described in Section 4. Similarly, too small T 
values (T=6/m=3) caused the false detection as in the other experiment. The user will 
not adopt the ubiquitous service if there are many annoyances like false detection. On 
the  contrary,  too  large T and too small m enlarge the delay. The authors think that m  
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Fig. 6. Tag detection history: ten cycle windows over 100 cycles 
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should be 3 and T should be set to 10 according to the results of Figure 6. The average 
delay is 9.3 seconds from Table 1. The authors consider that this result satisfies the 
real-time requirements for mobile user observation ubiquitous services described in 
Section2.1. 

6   Conclusion 

In this paper the authors examined the user terminal needed for realizing ubiquitous 
computing services. Our terminal is based on the thin client architecture and uses 
event caching in order to provide service continuity even if the communication link 
between the client and the server is disconnected. A prototype and evaluation results 
were described. The results indicate that the proposal is sufficiently practical. Detailed 
evaluations such as event prediction and field experiments are being planned. 
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Abstract. In this paper, we propose an application development en-
vironment for the ubiquitous chip, which is a rule-based event-driven
input/output (I/O) control device for constructing ubiquitous comput-
ing environments. The proposed development environment simulates the
behaviors of multiple ubiquitous chips and helps users to create rules.
Moreover, it has a function for developing applications by cooperation
between virtual ubiquitous chips and real ubiquitous chips. The applica-
tion environment enables both programmers and general users to develop
and customize applications for ubiquitous computing environments.

1 Introduction

Recent evolutions in the miniaturization of computers and component devices
such as microchips, sensors, and wireless modules, contribute to the achievement
of ubiquitous computing environments [4, 8, 10]. In our ubiquitous computing en-
vironments, small devices are embedded in many places to support daily human
life. To construct ubiquitous computing environments, we propose a rule-based
I/O control device called ubiquitous chip [9].

The behaviors of a ubiquitous chip are described by a set of event-driven
rules, and a ubiquitous chip can dynamically change its behavior by modifying
stored rules. In our assumed environments, ubiquitous chips are embedded into
almost any artifacts to enrich our daily-life, and we can customize functions and
services in ubiquitous chips according to our preference.

To achieve such environments, we need an application development envi-
ronment that enables both programmers and general users to intuitively de-
velop/customize applications. In response to these requirements, we propose a
development environment for ubiquitous chips that simulates the behaviors of
multiple ubiquitous chips and helps users to create rules. Moreover, this proposed
environment includes a function for developing applications through cooperation
between virtual and real ubiquitous chips.

The remainder of this paper is organized as follows. Section 2 outlines the
ubiquitous chip. Section 3 describes the design of the proposed application de-
velopment environment, and Section 4 describes a prototype system. Section 5
discusses the development environment and Section 6 sets forth our conclusions
and planned future work.
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2 Ubiquitous Chip

As shown in Figure 1, a ubiquitous chip consists of a core part, which is the main
unit, and a cloth part that has connectors and a rechargeable battery. It has five
digital input ports, one analog input port, twelve digital output ports, two serial
communication ports, and a multi-purpose LED. Figure 2 shows the various
input/output devices for the ubiquitous chip such as sensors, input devices,
and actuators. Using these attachments, we can flexibly change configurations
of ubiquitous chips. The behaviors of ubiquitous chip are described by a set of
ECA rules, which are used for describing behaviors in event-driven databases. An
ECA rule consists of Event, Condition, and Action. Event is an occurring event,
Condition is a condition for executing actions, and Action is the operations to
be carried out. Tables 1, 2, and 3 show the lists of events, conditions, and actions
that can be used on the ubiquitous chip.

A ubiquitous chip communicates with other ubiquitous chips via its serial com-
munication ports. We can use the SEND MESSAGE action, the SEND DATA
action, and SEND COMMAND action as communication functions. The SEND
MESSAGE action sends a message that has a specific ID (0-7). The SEND DATA
action sends one byte data that is specified in the rule or input voltage of the ana-
log port. The SEND COMMAND action sends a command to remotely manage
ECA rules stored in ubiquitous chips. Table 4 shows the lists of commands that
can be sent by the SEND COMMAND action. The DEMAND DATA command
demands the one byte data specified address of the memory in a ubiquitous chip.
When a ubiquitous chip receives a DEMAND DATA command, it returns the
required data as a REPLY DATA command.

Core part

Cloth part

Fig. 1. Ubiquitous chip

distance sensorillumination sensor

IR communication modules

temperature
sensor

switch with LED

sound sensor

serial connecter

Fig. 2. Attachments for ubiquitous chip

Table 1. Events

Name Contents
TIMER EXPIRE Firing a timer

RECEIVE MESSAGE 8 types of message reception via a serial port
RECEIVE DATA 1 byte data reception via a serial port

NONE Evaluating conditions at all times
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Table 2. Conditions

Name Contents
INPUT On/Off state of input ports

ANALOG INPUT Range of input from the analog port
INPUT STATE Value of internal variables

TIMER ID ID of fired timer
MESSAGE ID ID of received message
DATA RANGE Range of received data

Table 3. Actions

Name Contents
OUTPUT On/Off control of output ports

OUTPUT STATE On/Off control of state variables
TIMER Setting a new timer

SEND MESSAGE Sending a message
SEND DATA Sending a 1 byte data

SEND COMMAND Sending a command
HW CONTROL Hardware control

Table 4. Commands

Name Contents
ADD ECA Adding a new ECA rule

DELETE ECA Deleting a specific ECA rule(s)
ENABLE ECA Enabling a specific ECA rule(s)
DISABLE ECA Disabling a specific ECA rule(s)

DEMAND DATA Requesting a data of EEPROM
REPLY DATA Sending a data of EEPROM

(reply to DEMAND DATA)

3 Design of Application Development Environment

3.1 Requirements

In this research, we assume that ubiquitous chips are embedded into almost any
artifacts such as furniture, appliances, walls, and floors, and that they cooperate
with each other and provide various services. These services are required to be
adaptable to user preferences, as users may want to customize services according
to their own requirements. For example, we envisage the following situations:

– When a user buys a new piece of furniture that features an embedded ubiq-
uitous chip and sensors, he/she customizes a room automation application,
which is already available in his/her room to integrate the new furniture into
the application.

– When a user redecorates his/her room, he/she modifies the application ac-
cording to the new allocation.

– When a user changes his/her routine, he/she adjusts the applications.
– A user uses actual I/O devices to check the behavior of an application.

We construct an application development environment for ubiquitous chips that
visualizes the behavior of applications and achieves easy development for users.
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Moreover, the development environment also provides a function for verifying
applications with actual I/O devices and ubiquitous chips to enable users to
develop/customize applications intuitively.

3.2 Approach

In order to satisfy the above requirements, our application development envi-
ronment has the following functions.

Simulation with Virtual Ubiquitous Chips
Services in ubiquitous computing environments are realized through coopera-
tion among multiple ubiquitous chips. In such situations, it is difficult for users
to grasp the existing configurations and construct applications taking into con-
sideration of the relationships among multiple ubiquitous chips. Therefore, our
application development environment needs a function that simulates multiple
virtual ubiquitous chips, which process their ECA rules in the same way as the
real ubiquitous chip. A virtual ubiquitous chip has the following characteristics:

– A virtual ubiquitous chip has a hexagonal shape, I/O ports, serial ports, and
a multi-purpose LED, the same as a real ubiquitous chip.

– An arbitrary number of virtual ubiquitous chips can be added/deleted to/from
the simulation environment. A user can add/delete connections between I/O
ports and serial ports over multiple ubiquitous chips.

– The state of I/O ports and the multi-purpose LED are displayed at all times
as a series of colored circles.

– A user can check a virtual ubiquitous chip’s internal variables and stored
ECA rules even when an application is running.

– A user can add new ECA rules easily without professional knowledge. The
application development environment has an ECA rule editor, which enables
general users to write ECA rules easily. Moreover, a user can check stored
ECA rules in a style similar to natural language.

Cooperation Among Real/Virtual Ubiquitous Chips
The application development environment has a function for constructing ap-
plications through cooperation between a virtual ubiquitous chip and a real
ubiquitous chip. This function achieves the following implementation styles:

Case 1. A user customizes the application that is in-service on a real ubiquitous
chip.

Case 2. A user checks the behaviors of real I/O devices at the final step of
application development.

The application development environment manages the state of a real ubiq-
uitous chip in the same way as a virtual ubiquitous chip by linking their states.
For example, as Figure 3 shows, when a user pushes the button connected to
the real ubiquitous chip, the input port of the associated virtual ubiquitous chip
is turned on. Likewise, when the output port of the virtual ubiquitous chip is
turned on, the output port of the real ubiquitous chip is also turned on.
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Fig. 3. Cooperation among real and virtual ubiquitous chips

4 Implementation

We have implemented a prototype of the application development environment.
In this section, we explain the details of its implementation and show an example
of its use. Figure 4 shows a snapshot of the application development using a PC
and a real ubiquitous chip.

Fig. 4. Example of a application development using a PC and a ubiquitous chip

4.1 Simulation with Virtual Ubiquitous Chips

Figure 5 shows a screenshot of the development environment. In the proposed
development environment, the behaviors of ubiquitous chips are simulated by
virtual ubiquitous chips. A virtual ubiquitous chip is illustrated as a hexagon
and the circles indicate I/O ports, serial ports, and a multi-purpose LED. One
input port and two output ports are placed along each edge of the hexagon,
likewise in the real ubiquitous chip. The state of the I/O ports and the multi-
purpose LED are expressed by differences in their color. A user operates the
virtual ubiquitous chip in the following ways:

– places multiple virtual ubiquitous chips in the simulation area.
– toggles input ports.
– checks the state of the output ports and the multi-purpose LED.
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Fig. 5. Screenshot of the application development environment

Fig. 6. ECA rule editor

– connects I/O ports and serial ports to the other ubiquitous chips.
– checks the value of the internal variables and the stored ECA rules.
– adds new ECA rules using ECA rule editor (Figure 6).

Users have only to use a mouse to achieve the above operations.

4.2 Cooperation Among Real/Virtual Ubiquitous Chips

As described in Section 3.2, cooperation is classified into two cases: a user cus-
tomizes an application using a real ubiquitous chip and a user checks the behav-
iors of real I/O devices.

In the former case, cooperation is achieved as follows:

Step 1. A user connects a real ubiquitous chip to the PC.
Step 2. A user places a new virtual ubiquitous chip in the simulation area.
Step 3. The application development environment reads the ECA rules stored

in the real ubiquitous chip and adds them to the virtual ubiquitous chip.
Step 4. The development environment sends the DELETE ECA command to

the real ubiquitous chip to delete all stored ECA rules, this prevents conflict
among the ECA rules.
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Table 5. Formula for creating control rules

Original rule Control rule
E: (Any event) E: NONE
C: I(i)=0 (i=1-5) C: I(i)=0, S(i-1)=1
A: (Any action) A: S(i-1)=0, SEND DATA(2i-1)
E: (Any event) E: NONE
C: I(i)=1 (i=1-5) C: I(i)=1, S(i-1)=0
A: (Any action) A: S(i-1)=1, SEND DATA(2i)
E: (Any event) E: RECEIVE DATA
C: (Any condition) C: RECEIVED DATA=2i-1
A: O(i)=0 (i=1-12) A: O(i)=0
E: (Any event) E: RECEIVE DATA
C: (Any condition) C: RECEIVED DATA=2i
A: O(i)=1 (i=1-12) A: O(i)=1
E: (Any event) E: RECEIVE DATA
C: (Any condition) C: RECEIVED DATA=25
A: HW CONTROL A: HW CONTROL
E: (Any event) E: RECEIVE DATA
C: (Any condition) C: RECEIVED DATA=26
A: HW CONTROL(M LED OFF) A: HW CONTROL(M LED OFF)

Step 5. The development environment writes rules to the real ubiquitous chip,
which lets the real ubiquitous chip behave in the same manner as the virtual
ubiquitous chip.

In the latter case, cooperation is realized by performing only Steps 4 and 5 of
the above procedure.

Table 5 shows the formula for creating control rules. When the state of a real
input port changes, the real ubiquitous chip sends one byte data to the devel-
opment environment. When the development environment receives the data, it
changes the state of the associated virtual input port.

4.3 Example

In this section, we give an example of the use of the proposed application de-
velopment environment. The sample application behaves as though “a user is
sitting on a chair, and the desk lamp lights automatically when there is not
enough bright.” In this application, we use three ubiquitous chips called UC1,
UC2, and UC3. UC1 is attached to the chair and has a pressure sensor that
detects when the user is sitting. UC2 is attached to the desk and is connected
to the desk lamp in order to control it. UC3 is attached to the wall and has an
illumination sensor. Figure 7 shows the connection relationship of the ubiquitous
chips.

The user programs the application in the following way:

1. The user positions the three virtual ubiquitous chips, UC1, UC2, and UC3.
2. The user connects the I/O ports and serial ports as shown in Figure 7.
3. The user adds the ECA rules shown in Table 6 using the ECA rule editor.
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Fig. 7. System structure of sample application

Table 6. Rule set for the sample application

Rules for UC1 (2 rules)
E: NONE E: NONE
C: I(2)=1, S(0)=0 C: I(2)=0, S(0)=1
A: S(0)=1, SEND MESSAGE(M0) A: S(0)=0, SEND MESSAGE(M1)

Rules for UC2 (5 rules)
E: RECEIVE MESSAGE E: RECEIVE MESSAGE E: NONE
C: MESSAGE ID=0 C: MESSAGE ID=1 C: I(3)=1
A: S(0)=1 A: S(0)=0, O(4)=0 A: S(1)=0, O(4)=0
E: NONE E: NONE
C: I(3)=0 C: S(0)=1, S(1)=1
A: S(1)=1 A: O(4)=1

Rules for UC3 (2 rules)
E: NONE E: NONE
C: I(2)=1 C: I(2)=0
A: O(5)=1 A: O(5)=0

Control rules for UC3 (2 rules)
E: NONE E: NONE
C: I(2)=0, S(2)=1 C: I(2)=1, S(2)=0
A: S(2)=0, SEND DATA(3) A: S(2)=1, SEND DATA(4)

4. The user checks the behavior of the ubiquitous chips by toggling their input
ports. If bugs are found, the user modifies the rules.

5. When the user wants to confirm the behavior of the application with a real
illumination sensor, he connects a real ubiquitous chip to a PC and links UC3
and the real ubiquitous chip. In this case, the control rules shown in Table
6 are automatically added to the real ubiquitous chip. The user changes the
brightness of the room and checks the behavior.

6. When he completes the application, he writes ECA rules to real ubiquitous
chips and attaches them to furniture.

5 Consideration

5.1 Planned Functions

When more than seven virtual ubiquitous chips are placed, the simulation area
becomes full. Thus, it is difficult to develop applications consisting of ten or more
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ubiquitous chips. To solve this problem, we are planning to develop functions
that can group several ubiquitous chips into a meaningful unit and that can
manage groups collectively.

Although we can grasp the state of I/O ports through the circles of a virtual
ubiquitous chip, we cannot know the behavior of connected devices. Therefore,
we should provide virtual I/O devices and functions that can simulate their
behaviors.

In this paper, we focus on serial ports connected by means of wired cables.
Practically, we have provided various wireless communication units for ubiqui-
tous chips such as Infrared (IR) units, Radio Frequency (RF) units, and Blue-
tooth units. The development environment should be able to support to simulate
wireless communication.

5.2 Related Work

Smart-It [2], MOTE [3], and U-Cube [5] are small devices for constructing ubiq-
uitous computing environments and sensor networks. These devices have sen-
sors/actuators and wireless modules and they are similar to ubiquitous chip in
the point that we can customize system configurations by changing the attached
devices. However, we cannot change their behaviors or the attached devices while
applications are running. Therefore, it is difficult to dynamically customize the
behaviors of embedded devices according to user demands. Moreover, since these
devices are developed with a C-like programming language, it is difficult for gen-
eral users to develop and customize applications.

MINDSTORMS [6] and ROBOT WORKS [1] have application development
environments for specific hardware. Users can easily program applications by
aligning blocks in which conditions and operations are described. However, these
development environments do not have simulation functions. Moreover, they
cannot develop applications through cooperation with actual hardwares.

MPLAB [7] is a development environment for PIC, which is a microprocessor
used in ubiquitous chip. MPLAB can simulate the behaviors of PIC by displaying
the values of variables. However, it cannot simulate the behaviors of multiple
PICs and it cannot visualize the states of I/O ports.

6 Conclusion

In this paper, we described the design and implementation of an application
development environment for ubiquitous chips. The proposed development envi-
ronment simulates the behaviors of multiple ubiquitous chips. Moreover, it has
a function for verifying applications through cooperating with real ubiquitous
chips.

In future, we have plans to construct functions for developing large-scale ap-
plications, for simulating I/O devices, and for cooperating with multiple real
ubiquitous chips. We also plan operational tests and further evaluation of the
application development environment.
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Abstract. To develop context-aware workflow services in ubiquitous
computing environments, a service developer must describe and recog-
nize context information as transition constraints. uWDL (ubiquitous
Workflow Description Language)[1] is a workflow language that describes
the situation information of ubiquitous environments as a rule-based ser-
vice transition condition. In this paper, we suggest a uWDL handler that
supports workflow’s service transition to be aware of user’s condition in-
formation. The uWDL handler consists of a uWDL parser and a uWDL
context mapper. The uWDL parser represents contexts described in the
scenario with sub-trees of a DIAST (Document Instance Abstract Syntax
Tree) as a result of the parsing. To derive the right transition of workflow
services, the uWDL context mapper compares contexts described in sub-
trees of DIAST with a user’s situation information generated from ubiq-
uitous environments by using a context comparison algorithm. Therefore,
the uWDL handler will be used in developing context-aware workflow ap-
plications that can change the flow of a service scenario according to the
user’s situation information in the ubiquitous computing environment.

1 Introduction

Ubiquitous computing environments mean that a user can connect with a net-
work freely and receive services that he wants, anyplace and anytime [2,?]. A
workflow model for business services in traditional distributed computing envi-
ronments [3] can be applied as a service model to connect services related in
ubiquitous computing environments and express service flows [1]. However, a
workflow in ubiquitous computing environments must decide a service transi-
tion according to the user’s situation information that is inputted dynamically
[2]. For that, a workflow language for ubiquitous environments must be able
to express the user’s situation information as service transition conditions in a
workflow service scenario. uWDL (ubiquitous Workflow Definition Language) is
a workflow language based on a structural context model which expresses con-
text information as transition constraints of workflow services [1, ?]. Through
a workflow service scenario document in uWDL, developers can represent con-
text information as workflow state transition constraints in order to support a
context-aware service transition of workflows. To develop application programs

T. Enokido et al. (Eds.): EUC Workshops 2005, LNCS 3823, pp. 131–140, 2005.
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with a workflow language, a developer commonly needs a handler that processes
a document written in that language and interprets the structure and the mean-
ing of it.

In this paper, we present a uWDL handler that verifies the validation of
a uWDL workflow service scenario document and derives the service transition
according to a user’s state information being inputted dynamically in ubiquitous
environments. For that, the uWDL handler consists of a uWDL mapper and
a uWDL parser. The uWDL parser parses a uWDL scenario document, and
produces DIAST (Document Instance Abstract Syntax Tree), which represents
the document’s structure information. To decide a workflow service transition, a
UWDL mapper compares contexts described in DIAST with the user’s situation
information offered from a sensor network.

2 Related Work

2.1 Context-Aware Workflow and Workflow Language

Context in a ubiquitous environment means any information that can be used
to characterize the situation of an entity [3]. An application or system that
uses context information or performs context-appropriate operations is called a
context-aware application or context-aware system [4,?]. Ubiquitous workflow is
dependent on context information that is sensed from the physical environment,
and provides a context-aware service automatically based on that sensed in-
formation. The ubiquitous workflow is required to specify ubiquitous context
information as state-transition constraints. The existing workflow languages,
such as BPEL4WS [5], WSFL [6], and XLANG [7], are suitable for business
and distributed computing environments. These languages use the results of the
former services and the event information of services as transition conditions
of services. However, they do not include any elements to describe context in
ubiquitous computing environments to workflow services. For example, XPath
is unsuitable for expressing high-level situation information that comes from
ubiquitous environments, because it has only logic and condition operators.

2.2 uWDL (Ubiquitous Workflow Description Language)

uWDL [1] can describe context information as transition conditions of services
through the <context> element consisting of the knowledge-based triple entity -
subject, verb, and object. The uWDL reflects the advantages of current workflow
languages such as BPEL4WS, WSFL, and XLANG, and also contains rule-based
expressions to interface with the DAML+OIL [8] ontology language. In uWDL,
a simple context and profile information are described using an RDF expression
[9], and complex context information is expressed using an ontology expression.
Figure 1 shows uWDL’s schema.

In Figure 1, the <node> element points to Web services in ubiquitous environ-
ments and it conforms to a web service’s operation. The <link> element contains
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Fig. 1. uWDL Schema

a sub element <condition>, which selects the service flows. The <context> el-
ement contains the <constraint> element in order to specify high-level context
information generated by ontology and inference services as a form of structural
description. The <constraint> element has the triplet sub-element of <subject>,
<verb>, and <object> based in RDF. The <node> element points to one oper-
ation that provides a functionality of Web services in ubiquitous environments.
The <transition> element specifies the state change of a current node. The
<condition> element makes a decision to select a proper service by context,
profile, and event information. The composite attribute of the <constraint> el-
ement has a value of ’and’, ’or’, and ’not’. By using these attributes, we can
express the relationship between simple contexts and describe a high-level com-
plex context. The <rule> element means a set of the <constraint> elements.

2.3 Context Parser

To develop an application program in a context definition language, a developer
needs a parser to parse the structure and the meaning of a document that is
made out in the language. Jena2 [11] is useful as a parser for such ontology
languages as RDF, DAML+OIL, and OWL [12] to define context. Jena2 parses
ontology based in existent RDF as well as contexts of DAML+OIL, OWL, N3,
DB, and so on. Jena2 redefines low-level contexts from a sensor network in
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ubiquitous environments as high-level contexts based in RDF. However, Jena2
is not suitable for processing workflow scenario documents like a uWDL scenario
document that includes the <context> element to describe contexts. Therefore,
developers may require a parser that can recognize and parse workflow service
scenario documents describing contexts like a uWDL workflow service scenario
document in ubiquitous computing environments.

In this paper, we design and implement a uWDL parser that parses the struc-
ture and meaning of a uWDL document. Also, we propose an algorithm for com-
paring contexts inputted in RDF-based triple form in ubiquitous environments
with contexts described in uWDL workflow service scenario documents. Through
the algorithm, the uWDL mapper makes the workflow perform context-aware
service transitions according to a user’s situation.

3 A uWDL Handler

3.1 A System Architecture

In this paper, we propose a uWDL handler that can help a service developer to
develop context-aware workflow services in ubiquitous computing environments.
Figure 2 shows the system structure of the uWDL handler.

After a service developer writes a uWDL workflow service scenario, the uWDL
handler compares a context described as subject, verb, and object elements in
the uWDL scenario to other contexts, which are obtained as the entity from
a sensor network. To do that, we suggest an algorithm to parse uWDL service
scenarios and recognize the context according to the sensed contexts from the

Fig. 2. The architecture for handling the context in uWDL
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sensor network. Figure 2 shows a process of manipulating contexts aggregated
from the sensor network and providing an adaptive service based on the scenario.

3.2 uWDL Parser

In Figure 2, the uWDL parser analyzes a uWDL service scenario document. A
uWDL scenario document is divided into units of token by a lexical analyzer. The
tokens are parsed by the uWDL parser, a recursive descendant parser [13, 15],
using the uWDL’s DTD definition. The uWDL parser examines if a uWDL
workflow scenario document is valid to the uWDL DTD AST(Abstract Syntax
Tree) [13] that represents a syntax architecture of the uWDL DTD. As a result
of a parsing, the uWDL parser makes a DIAST (Document Instance Abstract
Syntax Tree) that represents the structure information of a uWDL document as
a tree data structure. At this time, a context described as a triple entity in the
parsed scenario document is constructed as a subtree in the DIAST produced by
the uWDL parser. Figure 3 shows a part of an example DIAST that the uWDL
parser creates after it parses a uWDL workflow service document.

In the DIAST tree of Figure 3, a part representing transition conditions that
can decide workflow service transitions is a <constraint> area that is marked
by a dotted line. That is, a subtree [14, 15] whose root node in the DIAST is a
<constraint> element displays that contexts in a workflow service document are

Fig. 3. A part of an example DIAST produced by a uWDL parser
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Fig. 4. DIAST¨s element node structure

represented as RDF-based triple nodes. Therefore, a <constraint>’s subtree in
the DIAST is compared with a user’s situation information inputted from sensors
to derive service transitions described in a workflow scenario. Figure 4 displays
the data structure of the DIAST’s element node and various data tables. The
DIAST’ nodes are connected to each other and useful data tables by 6 pointers.

Through the data structure of the element node and its data tables, develop-
ers can easily know the whole DIAST structure and use it to compare contexts
between DIAST and sensors in ubiquitous computing environments. The Pro-
duction Number is a unique element number which distinguishes each element
node. The Left, Parent, and Right links express for element’s order and con-
nection information in the DIAST. Each node in the DIAST is divided into a
common element node or an operator node. An operator node displays a meta-
character to express a language-specific characteristic of elements in a uWDL’s
DTD. For example, a parent element node for <node> element in the example
DIAST of Figure 3 is <PLUS> operator node, not a common element node.
The Attribute Information PTR is a pointer that indicates a relevant record
of Attr list [] to get an element’s attribute value. The String PTR is a pointer
that indicates a record of the PCDATA table that contains string information
of PCDATA or COMMENT element.

3.3 uWDL Context Mapper and Context Comparison Algorithm

Contexts that the context mapper uses for the comparison are described in a
triple entity based on RDF. Context information from the sensor network can
be embodied as a triple entity consisting of subject, verb and object accord-
ing to the structural context model based in RDF. A context described in the
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Fig. 5. An algorithm for comparing UC A with OCS B

<constraint> element in the uWDL service scenario consists of the triple entity
based in RDF. The context mapper extracts context types and values of the
entity objectified from sensors. It then compares the context types and values of
the objectified entity with those of the DIAST’s subtree elements related to the
entity. In the comparison, if the context types and values in the entity coincide
with the counterpart in the DIAST’s subtree, the context mapper drives the
service workflow. A context comparison algorithm is shown in Figure 5.

In Figure 5, we define a context embodied with a structural context model
from the sensor network as OC = (OCs type, OCs value), (OCv type, OCv value),
(OCo type, OCo value), and a context described in a uWDL scenario as UC
= (UCs type, UCs value) (UCv type, UCv value), (UCo type, UCo value). OC
means a context objectified with the structural context model, and it consists of
OCs, OCv, and OCo which mean subject, verb, and object entities. UC means a
context described in a uWDL. UCs, UCv, and UCo mean subject, verb, object
entities in the uWDL scenario. A context consists of a pair of type and value.
Also, OCS and UCS that mean each set of OC and UC can be defined as OCS
= (OC1, OC2, OC3, ·, OCi) and UCS = (UC1, UC2, UC3, ·, UCi).

4 Experiments and Results

For testing, we will make a uWDL scenario for an office meeting service in ubiq-
uitous environments, and show how the suggested uWDL handler makes the
workflow’s service perform context-aware transitions, by comparing contexts de-
scribed in the scenario with a user’s situation information from sensors. The
example scenario is as follows. John has a plan to do a presentation in Room
313 at 10:00 AM. When John moves to Room 313 to participate in the meeting
before 10:00 AM, a RFID sensor above room 313’s door transmits John’s basic
context information (such as name, notebook’s IP address) to a server. If the
conditions, such as user location, situation, and current time, are satisfied with
contexts described in the uWDL workflow service scenario, then the server down-
loads his presentation file and executes a presentation program. A developer can
use <subject>, <verb> and <object> in the uWDL scenario to decide what
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Fig. 6. The service scenario and the DIAST’s subtree that the uWDL parser in an
uWDL scenario editor produced for the scenario

service is selected, according to context and profile that are the user’s situation
information.

For experiments, we implement a uWDL scenario editor. The editor includes the
suggested uWDL handler and gives convenient user interfaces to set constraints’
values of a context. Figure 6 shows a uWDL workflow service scenario for the ex-
ample scenario, and a part of the <constraint> subtree of DIAST that the WDL
parser produces for the uWDL scenario. The subtree in the structure window is
for the <constraint> highlighted in the edit window. Now, if the context map-
per receives context data objectified as (SituationType, presentation), (UserType,
Michael), (UserType, John), and (LocationType, 313), it compares the contexts’
types and values with the subtree’s elements shown in Figure 6. In this case, be-
cause context (UserType, Michael) is not suitable anywhere in the subtree’s el-
ements, it is removed. The context described to the uWDL scenario in Figure 6
consists of a limited number of UCs. However, contexts from a sensor network can
be produced as innumerable OCs according to the user’s situation. Therefore, the
uWDL handler must quickly and correctly select an OC coinciding with a UC that
is described in the uWDL scenario from such innumerable OCs. In an experiment,
we generated a lot of OCs incrementally, and measured how fast the suggested
uWDL handler found the OCs that coincided with the UCs in the uWDL scenario
of Figure 6. We used a Pentium 4 2.0 Ghz computer with 512M memory based in
Windows XP OS for the experiment. Figure 7 is the result.

In Figure 7, we increased the OC’s amounts by 50, 100, 200, 300, 400 and 500
incrementally. We placed the OCs coinciding with the UCs in the middle and
end of the OCs that we produced randomly. In Figure 7, 1/2 hit-position means



A uWDL Handler for Context-Aware Workflow Services 139

Fig. 7. A hit-time for hit-position and the number of OCs

the position of the OC coinciding with the UC is the middle of the produced
OCs, and 2/2 hit-position means the position of the OC is the end of the OCs.
As shown in the result, the hit-time did not increase greatly regardless of the
OCS’s considerable increase. Also, we verified that all schedule.ppt files had
been downloaded in all cases when hits between OCs with UCs happened. It
shows that the suggested uWDL handler can sufficiently support context-aware
workflow service.

5 Conclusion

uWDL is a ubiquitousworkflowdescription language to specify service flows,where
appropriate services are selected based on context information and executed con-
currently or repeatedly, and to specify context-aware state transition. In this paper,
we present the uWDL handler that can process a uWDL workflow service scenario
document, and can derive service transition according to a user’s situation infor-
mation. Through experiments, we showed processes in which the uWDL handler
parsed the created uWDL scenario document and produced a DIAST for the docu-
ment. We defined a user’s status information from the sensor network as OC based
on RDF, and a context described in uWDL scenario as UC. We showed an experi-
ment in which the uWDL mapper compared contexts of UCSs and OCSs through
a context comparison algorithm, and measured hit-times and service transition ac-
curacy to verify the efficiency of the algorithm. Through the results, we found that
the hit-times were reasonable in spite of the OCs’ amounts. Therefore, this uWDL
handler will contribute greatly to the development of the context-aware applica-
tion programs in ubiquitous computing environments.

Acknowledgements

This research is supported by the Ubiquitous Autonomic Computing and Net-
work Project, the Ministry of Information and Communication (MIC) 21st Cen-
tury Frontier R&D Program in Korea.



140 Y. Cho et al.

References

1. Joohyun Han, Yongyun Cho, Jaeyoung Choi: Context-Aware Workflow Language
based on Web Services for Ubiquitous Computing, ICCSA 2005, LNCS 3481, pp.
1008-1017, (2005)

2. M. Weiser: Some Computer Science Issues in Ubiquitous Computing. Communica-
tions of the ACM, Vol.36, No.7 (1993) 75-84

3. D. Hollingsworth: The Workflow Reference Model. Technical Report TC00-1003,
Work flow Management Coalition (1994)

4. Guanling Chen, David Kotz: A Survey of Context-Aware Mobile Computing Re-
search, Technical Report, TR200381, Dartmouth College (2000)

5. Tony Andrews, Francisco Curbera, Yaron Goland: Business Process Execution Lan-
guage for Web Services. BEA Systems, Microsoft Corp., IBM Corp., Version 1.1
(2003)

6. Frank Leymann: Web Services Flow Language (WSFL 1.0). IBM (2001)
7. Satish Thatte: XLANG Web Services for Business Process Design. Microsoft Corp.

(2001)
8. R. Scott Cost, Tim Finin: ITtalks: A Case Study in the Semantic Web and

DAML+OIL. University of Maryland, Baltimore County, IEEE (2002) 1094-7167
9. W3C: RDF/XML Syntax Specification, W3C Recommendation (2004)

10. James Snell: Implementing web services with the WSTK 3.2, Part 1, IBM Tutorials,
IBM (2002)

11. Jena2-A Semantic Web Framework.
Available at http://www.hpl.hp.com/semweb/jena1.html

12. Deborah L. McGuinness, Frank van Harmelen (eds.): OWL Web Ontology Lan-
guage Overview, W3C Recommendation (2004)

13. Aho, A.V., Sethi R., and Ullman J. D., Compilers: Principles, Techniques and
Tools, Addison-Wesley (1986)

14. Bates, J. and Lavie A.,”Recognizing Substring of LR(K) Languages in Linear
Time”, ACM TOPLAS, Vol.16 ,No.3, pp.1051-1077 (1994)

15. Reckers J. and Koorn W., Substring parsing for arbitrary context-free grammars.
ACM SIGPLAN Notices,, 26(5), pp.59-66 (1991)



T. Enokido et al. (Eds.): EUC Workshops 2005, LNCS 3823, pp. 141 – 150, 2005. 
© IFIP International Federation for Information Processing 2005 

SMMART, a Context-Aware Mobile Marketing 
Application: Experiences and Lessons 

Stan Kurkovsky1, Vladimir Zanev2, and Anatoly Kurkovsky3 

1 Computer Science Department, 
Central Connecticut State University, 

1615 Stanley Street, New Britain, CT 06050, USA 
KurkovskySta@ccsu.edu 

2 Department of Computer Science, 
Columbus State University, 

4225 University Avenue, Columbus, GA 31906, USA 
Zanev_Vladimir@colstate.edu 

3 Department of Mathematics, Physics and Computer Science,  
University of the Sciences in Philadelphia,  

600 South Forty-third Street, Philadelphia, PA 19104, USA 
a.kurkov@usip.edu 

Abstract. A new class of m-commerce applications is emerging due to the 
unique features of handheld devices, such as mobility, personalization and loca-
tion-awareness.  This paper presents SMMART, a context-aware, adaptive and 
personalized m-commerce application designed to deliver targeted promotions 
to the users of mobile devices.  SMMART adapts to changing interests of its 
user by monitoring his or her shopping habits and guarantees the privacy of its 
users by not transmitting any personally identifiable information to the retailers.  
We describe our experiences of building and evaluating a fully functional proto-
type of SMMART implemented for Pocket PCs. 

1   Introduction 

M-commerce is a branch of electronic commerce, in which mobile devices and their 
network connection medium are used in the process of buying and selling of services, 
and products.  Wireless mobile devices possess unique features: ubiquity (they are 
affordable and portable), personalization (a device belongs to and can be identified 
with a single individual), and location awareness (a wireless connection may be used 
to determine the physical location) [7].  While some existing e-commerce applications 
are adapted for mobile platforms, the features inherent to mobility and wireless com-
munication medium create a unique class of emerging m-commerce applications 
striving to achieve the anytime, anywhere paradigm of pervasive computing [11].   

In this paper we present our experience with building a prototype of SMMART – 
System for Mobile Marketing: Adaptive, peRsonalized and Targeted.  SMMART is a 
context-aware application, delivering narrowly targeted promotions to the users wire-
less mobile devices, such as PDAs and smart phones, when they are in a close prox-
imity or inside a retail store.  SMMART adapts to the needs of its user by unobtru-
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sively monitoring his/her shopping habits and learning the user’s personal prefer-
ences.  The functionality of the system may be described using a simple metaphor: 

Whenever you go to a retail store, there are brochures advertising current sales.  
You may be interested in some products, but have no time or intention to look through 
all pages in the brochure with no guarantee of finding anything interesting.  Imagine 
that there is a genie who knows all about your shopping interests that will carefully 
read the entire brochure and clip only those promotions that precisely match your 
interests.  SMMART is that genie running on your PDA or smart phone, which can 
work at any retail store equipped with the corresponding technology.  Moreover, it 
will know when your interests change as long as you continue using it. 

This paper is organized as follows:  Section 2 describes related work; Section 3 de-
scribed a scenario of using SMMART; Section 4 discusses SMMART architecture; 
Section 5 concludes the paper and presents possible directions of future work. 

2   Background and Related Work 

Varshney and Vetter [12] provide a classification of m-commerce applications, which 
includes a category of mobile advertising applications that typically use demographic 
or other information specified by the consumers to deliver targeted advertising mes-
sages [14].  These applications may be location-sensitive, delivering the message only 
to the users that are located in the vicinity of the retailer being advertised [11].  How-
ever, coverage area of such applications depends on the precision of the user location 
determined by the network technology used for wireless connectivity.  Each mobile 
advertising application should cover a small area and narrowly target its recipients to 
avoid network congestion and overwhelming consumers with a large number of ir-
relevant advertising messages.  

A context-aware system operates and adapts itself based on the knowledge about 
its user’s state and physical surroundings [12].  One of the methods to obtain location 
context without gathering precise geospatial data is by detecting a connection to a 
wireless personal area network (PAN), such as WiFi or Bluetooth.  Context-aware 
services enabled by PAN technologies can only reach customers located within a 
close physical proximity of the wireless service provider.  eNcentive framework de-
scribed in [10] is a context-aware m-commerce application used to distribute elec-
tronic coupons.  However, it pushes all available coupons to its users regardless of 
their preferences.  To be effective, eNcentive is deployed at a large number of retail 
sites and requires an even larger number of customers carrying wireless PDAs. 

SMMART belongs to the same class of applications as eNcentive and is used to 
deliver targeted marketing information to customers whose preferences match prod-
ucts that are currently on sale at retail stores.  SMMART guarantees a high level of 
privacy because it does not transmit any personally identifiable information and can-
not be used by retailers to track their customers and their buying habits.   

SMMART is an example of a user-centric, context-aware pervasive system.  In 
general, pervasive computing systems have the following characteristics [5]: ubiqui-
tous access, context awareness, intelligent behavior, and natural interaction.  Ubiqui-
tous access and ubiquitous computing, introduced by Weiser [13], refer to an envi-
ronment where users are surrounded by computational power and applications.  Sen-
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sors, smart phones, pagers, PDAs, different miniaturized and embedded devices are 
the hardware environment supporting ubiquitous services and applications.  

Ubiquitous ervices are context-aware in the terms of location-awareness, time 
awareness, device-awareness and personalization [6].  Context-awareness refers to the 
ability of a system to recognize users, to interpret context information and to run in an 
appropriate fashion for the users, applications and services. 

Intelligence in pervasive computing comprises adapting to user behavior, personal-
ization of application and services and supplying users with information at the right 
place and time.  SMMART is designed and implemented as an intelligent pervasive 
system with abilities to adapt, to target user with information and to personalize its 
services.  SMMART incorporates a number of features enabling it to adapt its behav-
ior based on the current context and past user input. 

Natural interaction in pervasive computing refers to system modality where the 
same functionality is delivered through voice (speech recognition and synthesis), 
wireless interfaces, and gesture recognition.  SMMART is designed to be extensible 
with a provision to eventually develop a multimodal voice-enabled interface with 
speech recognition and synthesis. 

3   Using SMMART 

In this section we present a scenario of how a 
hypothetical shopper named Bob could use 
SMMART in his everyday shopping (Fig. 1). 

Bob recently installed SMMART Client 
software onto his wireless PDA, entered his 
musical preferences, as shown in Fig. 2a, and 
drove to his favorite place to buy CDs.  As 
Bob enters the store, his SMMART Client 
makes a connection with the store’s 
SMMART Server and tells the server about 
his preferences.  The server responds with a 
list of products that match Bob’s preferences 
and are currently on sale, as shown in Fig. 2b.  
Bob selects Every Breath You Take on the 
screen of his PDA to view more information 
about the promotion.  As Bob clicks on this 
product, his SMMART Client assumes that 
he may be interested in other products by 
Police and its musicians.  In this case, key-
word Sting (the lead singer of Police) is 
automatically added into the list of Bob’s preferences.  Bob also decides to purchase 
On Every Street by Dire Straits.  Clicking on this product description has two conse-
quences: Bob’s interest in Dire Straits is confirmed and the keyword Mark Knopfler 
(the founder of Dire Straits) is added to his preferences. 

Later Bob decides to visit a bookstore.  At this moment, Bob’s preferences include 
five keywords, as shown in the lower portion of Fig. 1.  Upon entering the store, his 

Related Products 
    “Snatch” - movie directed by Guy Ritchie

Products with Promotions
   “Every Breath You Take” - CD by Police
   “On Every Street” - CD by Dire Straits

Keywords
   Cranberries
   Dire Straits
   Police

New Keywords
   Mark Knopfler
   Sting

New Keywords
   Guy Ritchie
   

Products with Promotions
   “Lock, Stock & Two Smoking Barrels” -
        movie starring Sting
   “Princess Bride” - movie with 
        music written by Mark Knopfler   
   “Broken Music” - book by Sting

Keywords
   Cranberries
   Dire Straits
   Mark Knopfler
   Police
   Sting

URCHIN MEGASTORE

BARNES & STABLES

Fig. 1. A typical scenario of using 
SMMART 
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SMMART Client receives all current promotions matching his interests, presenting 
Bob with three products.  Bob is most interested in Lock, Stock and Two Smoking 
Barrels, a movie starring Sting.  As Bob selects this product description, Bob’s inter-
est in Sting is confirmed and his preferences are updated with a new keyword – Guy 
Ritchie (director of this movie).  Bob’s SMMART Client also offers a list of related 
products, which include Snatch, a movie directed by Guy Ritchie. 

  
a) b) c) 

Fig. 2 

4   Overview of SMMART Architecture 

As illustrated by the above sce-
nario, SMMART consists of a 
server installed at every participat-
ing retail location and clients for 
mobile wireless devices that pull 
information from the server (Fig. 3).  
An inventory database of a retail 
store provides the basis for all data 
available to the SMMART Server.  
Product Manager retrieves all rele-
vant information about a specific 
product, which is then used by SMMART Client when the user chooses to view the 
details about a particular offering.  Similarly, Promotion Manager retrieves all promo-
tion information for a given product.  Search & Match Agent is the core of the 
SMMART Server.  This agent receives a list of keywords from the client ordered by 
their relevancy to the user’s interests.  For each keyword in the list, the agent finds all 
matching products that currently have a promotion and adds them to the result.  The 
result consisting of matching products is sorted in the order of relevance to the user 
preferences and returned to the client. 

SMMART Client

Preferences

Maintenance Agent

Preference Editor

Update Manager

XML
Preference 
Data

SMMART Server

Inventory

Product Manager

Promotion Manager

Inventory 
Database

Search & Match AgentSMMART Browser

Fig. 3.  Architecture of SMMART 
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As shown in Fig. 3, SMMART Client consists of two main components: SMMART 
Browser and Preferences module.  Typically, after SMMART Client connects to and 
communicates with a server, the user is presented with a list of matching products that 
currently have promotions (Fig. 2b).  The user explores each product in detail by view-
ing its full description in SMMART Browser.  This information is divided into sev-
eral sections: product information, offer details and related products (Fig. 2c), which 
can also be explored using the SMMART Browser.   

Preferences module contains and manipulates Preference Data – a list of keywords 
stored in XML format.  Each keyword is associated with a numeric weight represent-
ing its relevancy to the user’s interests and a timestamp indicating the last time this 
keyword or its weight was updated.  As described below, the keyword weights and 
timestamps also facilitate the learning capabilities of SMMART.  

When the user runs SMMART Client, the Preference Data is scanned.  If no key-
words are found, the user is prompted to add new keywords using Preference Editor 
(Fig. 2a).  Main responsibilities of this module include adding new, editing and deleting 
existing keywords, manually changing the weights of existing keywords if needed.   

When the user indicates an interest in a particular product by viewing its full de-
scription in SMMART Browser, Preference Data is automatically updated by Update 
Manager.  If the keywords associated with a product are already present in Preference 
Data, their weights are incremented.  Otherwise, they are added with a default weight. 

SMMART assumes that by viewing full product description the user signifies his 
interest the product.  It is possible for keywords not reflecting true user interests to be 
automatically added to Preference Data.  The primary goal of Maintenance Agent is 
to detect and remove any keywords that are erroneous or represent past interests of 
the user.  Maintenance Agent runs at application startup and looks for keywords that 
have not been updated within a specified period and decreases their weight.  Eventu-
ally, such keywords will be placed in the Recycle Bin and will not be used to find 
matching products.   

5   Implementation of SMMART Prototype: Lessons Learned 

To prove the functional feasibility of the SMMART, we implemented its fully opera-
tional prototype.  We chose C# and ASP.NET to implement SMMART Server run-
ning on Microsoft .NET Framework.  SMMART Client is also implemented in C# 
running on Microsoft .NET Compact Framework.  Our inventory database runs on 
SQL Server 2000.  All tests were conducted using Dell Axim PDAs.  The remainder 
of this section discusses different approaches to the specific implementation details of 
a context-aware mobile marketing application, such as SMMART, as well as some 
challenges that we faced in that process. 

5.1   SMMART Context Information 

SMMART uses several types of context information [2] as described below. 
Physical location context is needed to determine which store’s inventory is to be 

searched every time a user wishes to use SMMART.  Our application does not require 
the knowledge of geographical coordinates of the user’s location.  Instead, we are 
using the information about the physical proximity of the user (SMMART client) to 
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the store (corresponding server).  Our approach to obtaining this type of context in-
formation is discussed in the next section. 

User context (user identity) determines what specific information is presented to 
the shopper.  For example, it is reasonable to expect that two different users of 
SMMART visiting the same store will see a different set of offers because they have 
different their shopping preferences.  In SMMART, user context is also affected by 
the previous experiences of each user.  In the beginning of using SMMART, it is the 
user’s responsibility to enter some keywords describing his or her shopping prefer-
ences (if no preferences are entered, the user will have an option to see all offers 
available at a store).  As soon as the user begins browsing through the available of-
fers, SMMART starts analyzing the user’s browsing patterns by matching and updat-
ing keywords describing each viewed product and keywords in the Preference Data.   

5.2   Infrastructure of Client-Server Communication 

XML Web Services appear to be a good choice for the logical structure of SMMART 
client-server communication [9].  Firstly, web services fit well in the general philoso-
phy of SMMART: a number of functionally and semantically related methods are 
united under the umbrella of a single service; all methods work with the same data, 
i.e. the store’s inventory.  Secondly, using web services helps overcome the burden of 
possible network disconnections due to the statelessness of the connection.  However, 
XML and SOAP add a sizeable overhead to the amount of the exchanged data [1], 
which may result in a delayed application response and congestion of the wireless 
network connection.   

Our primary objective was to prove the viability of SMMART concept.  Current 
implementation of the prototype uses XML web services over a Wi-Fi wireless LAN.  
Such a choice of technologies works well for a large class of existing Wi-Fi-enabled 
PDAs.  This also assumes that each SMMART site must be equipped with one or 
more wireless access points.  Also, each site must route all network traffic from an 
access point only to the web server hosting SMMART web services.  This enables an 
unambiguous identification of the store to which a SMMART Client is connected.  
Additionally, such a routing scheme prevents possible hijacking of the wireless band-
width.  However, there is another class of devices, which includes smart phones 
equipped with Bluetooth sensors requiring a different combination of network and 
data access technologies.  SMMART can easily be implemented to work with this set 
of client hardware with no modifications to the architecture of the system. 

5.3   Design for Handheld Devices 

Designing applications for handheld devices is greatly influenced by their hardware 
limitations, primarily small screen, slow CPU, small amount of RAM, and short bat-
tery life.  In an application such as SMMART, only the most essential information 
must be displayed on the screen.  This is not only because the screen is small, but also 
because this application is used in an environment where the user may be easily dis-
tracted by many environmental factors.  SMMART requires minimal data processing 
since its algorithms are simple and produce no noticeable delay on Dell Axim PDAs, 
on which SMMART prototype was tested.   
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The most challenging issue in designing a networked application for a PDA is the 
short battery life.  Currently, maintaining a WiFi connection on a PDA is a very en-
ergy-consuming task.  A SMMART client requires wireless connectivity for brows-
ing, searching or matching of any products in the store inventory.  A connection is not 
required for editing of preferences.  However, while running a SMMART client, a 
PDA can be powered off at any moment.  When it is turned back on, possibly at a 
different location, a running SMMART client will detect the changes in the wireless 
network, find an available SMMART server and obtain a new set of products match-
ing the user’s preferences.   

5.4   End-User Acceptance 

When a new application arrives on the market, it is crucial to know whether end-users 
will find it intuitive and easy to use.  If the users do not want to use the system, it does 
not matter how technologically advanced it is or how much savings it could yield.  
We conducted a survey of potential end-users of SMMART who were given an op-
portunity to test its prototype using their own shopping preferences in our “test store” 
containing about one hundred products.  The results of our survey indicate that its 
participants have a very favorable opinion about SMMART.  Specifically, based on 
their own experience with SMMART, 80% of the survey respondents agreed that the 
system makes good matches between their shopping preferences and products in the 
test store.  Given a chance to browse through the products found as a result of match-
ing of preferences or searching for keywords, navigate through the different screens 
of the user interface and system options, 80% of the respondents agreed that interface 
of SMMART Client is intuitive and easy to use.  Finally, 93% of the respondents said 
that if they owned a mobile device running a SMMART Client, they would be willing 
to use the system in their everyday shopping.   

Consumers are always concerned about their privacy: why would they give away 
potentially compromising information about themselves and their preferences?  In 
terms of preserving the user’s privacy, using SMMART is equivalent to searching the 
inventory of a store with an Internet portal.  In this process, the store can deduce the 
consumer’s interest in certain products.  A typical online store can also easily detect 
whether a particular search resulted in a purchase.  SMMART enables consumers to 
make such searches completely anonymous because stores cannot make a connection 
between a search and a purchase.  Additionally, while performing a search, 
SMMART filters and sorts the obtained results according to the criteria of their rele-
vance to multiple keywords.  This effectively eliminates the necessity to reformulate 
the search query, which arises frequently in searching the inventories of online stores. 

5.5   Retailer Acceptance 

Increased revenue is the primary factor that determines the acceptance of SMMART 
by retailers.  Deploying SMMART at a single retail store or at a chain of affiliated 
stores must be economically justified.  The costs of the framework, its supporting 
infrastructure, data upkeep and maintenance must be less than the revenue from addi-
tional sales generated by the customers using SMMART.   

At the same time, retailers should not view SMMART as a potential tool to drive 
up the competition.  It is in the retailers’ best interests not to allow shoppers to com-
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pare products easily, but rather to distinguish their products from the competitors, 
which can be achieved through personalization.  SMMART is designed for use at 
only one store at a time and therefore shoppers will be unable to compare prices 
among different stores.  This feature should be appealing to the retailers because it 
creates an easy way to automatically create personalized shopping lists without any 
investments in additional demographic and market research.   

To demonstrate the increase in revenues, we created a simulation model, in which 
we measured a relative increase in sales generated by purchases resulted from product 
matches and recommendations made by SMMART.  Our experimental results show 
that SMMART yields the highest increase in sales with the low values of P(c), the 
metric we used in our model, which represents the probability that a customer c would 
make a purchase uninfluenced by SMMART.  This is typical for upscale stores in 
shopping malls, stores that sell large ticket items, or stores where people come to 
socialize, as well as to shop.  For example, according to our data, when the probability 
of a customer to make a purchase is 20% and when only 5% of all customers are car-
rying SMMART-enabled mobile devices (S(c) = 5%,), using the system would yield 
an almost 13% increase in sales.  Alternatively, with higher values of P(c), which are 
typical for stores where customers are determined to make a purchase and stores 
where customers make routine purchases, such as grocery stores and supermarkets, 
the expected impact of SMMART is more modest.  With P(c) = 90% and S(c) = 5%, 
SMMART yields slightly less than a 3% increase in sales.   

5.6   The Big Picture 

Following our experience with SMMART, we propose a generic client-server archi-
tecture for context-aware systems that subsumes a number of other architectures pro-
posed in the literature [3, 8].  Our architecture comprises four core components: sen-
sor information and drivers, context client, context server, and context database. 

Different sensors remotely or locally connected to the server, usually network-
based, are responsible to supply context information – location, time, device or object 
status, and personalization.  The drivers are software components that interpret sensor 
information and convert it in appropriate context information for Context Interpreter.  
Some authors called the drivers widgets [4], or adaptors [6].  

Context Interpreter is responsible for converting context information received from 
the drivers or from the context client input to higher levels of context information 
understandable by an application and its services.  For example, physical coordinates 
can be converted to street name and number and/or building and floor.  If the context 
can be recognized and interpreted, the context is transferred to the Application Man-
ager, which runs an application or applications connected to the current context.  If 
the context cannot be recognized because of ambiguous, insufficient or inaccurate 
information, the Context Interpreter queries the context tables and uses context rules 
in attempt to find the right context.  The context tables contain user context informa-
tion: user preferences, user habits, past user schedules and activities.  The context 
rules are similar to knowledge database rules.  Context Interpreter acts as an inference 
engine to find the right context and to deliver it to the Application Manager. 

Application Manager matches context information to applications and services  
and  initiates  their  execution  controlling  the  running  and  stopping  of services and  
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Fig. 4.  Generic Architecture for Context-aware Systems 

applications.  The applications can query the data tables of the context database to 
retrieve information and to deliver it to the clients as output.  

The services are components that execute actions on behalf of applications (for ex-
ample turning the lights on or delivering notifications).  Usually they are implemented 
as software agents.  The services proactively monitor user calendars and schedules, 
email accounts, and deliver information to the user in a timely manner.  

6   Conclusion and Future Work  

In this paper we presented a novel approach to mobile marketing in context-aware 
environments.  We built a prototype of SMMART implementing this approach.  A 
user of a wireless PDA equipped with SMMART can receive promotions from retail 
stores for those products that match his interests.  We also studied the economic fea-
sibility of SMMART that indicate that it will be extremely effective in stores where 
customers need additional incentives to make purchases.  Possible examples include 
stores in shopping malls, bookstores, consumer electronics warehouses, and any other 
retailers where consumers come not only to shop, but also to socialize.  

SMMART can be extended by providing more features that would enhance its us-
ability.  A product inventory search would allow a user to search the entire inventory 
of a store.  Product information pages of SMMART Browser could be enhanced with 
a map schematically showing the location of the selected product in the store.  
SMMART could also provide the user with the ability to reserve an item which is on 
back order at the sale price or the option of ordering an in stock item to be picked up 
and purchased on a designated date and time.  This feature could also work well with 
large items such as big screen TV’s or other products where the inventory is not kept 
on the display floor.  Finally, SMMART could be extended with a multimodal inter-
face giving the users an ability of voice communication with the system. 
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Abstract. In this paper, we introduce a concrete, practical Ubiquitous 
Organizational Information (UOI) service framework, providing novice users 
intelligent and useful services with respect to the environment. The UOI 
framework based on the sensor networks is composed of 3-level hierarchical 
network architecture. To provide a rich array of services, the modular software 
framework and foundation software are designed and implemented on our 
hardware prototype. We define three representative UOI services and illustrate 
each service flow operating on the proposed UOI network. In addition, we 
describe some details in the implementation of a distributed UOI network on 
the UOI test-bed. 

Keywords: Distributed Sensor Networks, Embedded Systems, Intelligent 
Environment, and Ubiquitous Computing. 

1   Introduction 

To coincide with the grand pervasive computing vision, everyday computing spaces 
will need to become a component of the user’s normal background environment, 
gradually becoming more ubiquitous in nature. Mark Weiser first initiated the notion 
of Ubiquitous Computing at Xerox PARC [1], who envisioned in the upcoming 
future, ubiquitous interconnected computing devices that could be accessed from any 
location, used effortlessly, and operate unobtrusively, even without people’s notice of 
them, just as that of electricity or telephones are used today.  

Many researchers define an intelligent environment, as one of the most 
representative applications of Ubicomp, as an augmented spacious environment 
populated with many sensors, actuators and computing devices. These components 
are interwoven and integrated into a distributed computing system, capable of   
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perceiving context through sensors, to execute intelligent logic on computing devices 
and serve occupants by actuators. This intelligent environment is extending its range 
from a users’ personal room or classroom, to a large house or building.   

Let us suppose the following situation. We visit an unfamiliar environment, which 
presents a wide area, such as an amusement park, university campus, or large 
building. Confusions often arise when finding the location of something or where to 
travel next. Furthermore, the use of certain facilities may be desired or someone in the 
organization may need to be found.  Such users’ needs will be satisfied with an 
intelligent service involving information regarding the organization. Our UOI service 
framework is designed to provide such an intelligent service to users, especially for 
large scale environment. In this paper, the presented UOI service framework presents 
more concrete and practical way to create intelligent environment. 

The rest of this paper is organized as follows. We first outline several researches 
related to the intelligent environment.  Then, the UOI framework is presented, which 
is composed of three major components. Subsequently, the UOI service flow through 
the distributed UOI network is illustrated. Our hardware prototype and UOI 
foundation software operated on the prototype is also introduced. Lastly, details in the 
implementation of a distributed UOI network are described. A conclusion is provided 
with a description of future work.  

2   Related Work 

There have been substantial researches relating to the construction of ubiquitous 
environments.  

Cooltown [2] and the associated CoolBase infrastructure aim to give people, 
places, and things a Web presence. Although Web technology is proven and widely 
available, it has inherent complexity, since, to be connected to the Web, a fully 
supported TCP/IP stack and system capable of running the relatively heavy software 
is required. 

Projects, such as Gaia [8], Microsoft Easy Living [3], and CORTEX [9], aim to 
develop an infrastructure to support augmented environments in a fairly broad sense. 
They provide basic abstractions and mechanisms for coping with the dynamics and 
device heterogeneity of pervasive computing environments. There is quite a large 
difference between the projects and the framework presented in this paper. While they 
provide application models that are still rather generic, our work supports a rather 
specific application model.  

In such a sense, PiNet [10] is the most similar to the presented model in that the 
final goal is to provide an organizational information service to users. However, the 
work in this paper is distinguished from PiNet primarily in the uses of sensor 
networks. In contrast to PiNet using a global cellular network as an infrastructure, the 
UOI adopts distributed sensor networks. In our research, service network 
infrastructure and service framework based on sensor networks, are more emphasized, 
instead of focusing on user perception or virtual reality as in [4 - 7]. 
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3   Architecture of UOI Framework 

The UOI service framework infrastructure is based on distributed sensor networks. It 
is assumed that the environment is covered with innumerable tiny sensor nodes, 
which are extremely limited in power, processing, and memory resources. The sensor 
nodes are called access nodes, since they are used as access points connecting users to 
a UOI network. Each node is aware of its own location information by manual 
planning or other localization algorithms, and possesses the ability to communicate 
with user’s devices via short range wireless communication. The UOI service 
infrastructure using sensor networks, not global networks such as cellular networks or 
GPS, presents advantages as follows. 

 Guarantee of freshness with respect to the dynamics of information 
 Security 
 Service charge issues regarding information use 

Firstly, the update of information with respect to the change of an organizational 
structure or service will be achieved faster and easier through a scalable UOI 
framework. Secondly, organizational information will be safer from outside networks. 
Lastly, users are allowed to use the service without any extra communication charge. 
In addition to these advantages, compared to WLAN networks, the UOI network 
architecture provides more elaborate location information and increases efficiency in 
the use of facilities through sensors and actuators. The UOI network architecture also 
enables localized information processing and fusion, by clustering regionally adjacent 
access nodes. 

3.1   Key Features of UOI Framework 

The presented framework is designed to efficiently provide UOI services. Such UOI 
framework includes the following array of features. 

 

Fig. 1. Hierarchical UOI network architecture based on distributed sensor networks 
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Hierarchical architecture: As shown in Fig. 1, the UOI framework is composed of 
three-tier architecture, more specifically, access node level, regional head level, and 
UOI central. Regionally adjacent nodes form a cluster in which a cluster head node is 
responsible for managing its own cluster member nodes. In addition, the clusters form 
a network of tree-based or mesh-based topology to communicate with each other. The 
clusters are also connected to the UOI central, which operates similarly to a central 
server. This hierarchical architecture of UOI framework makes it possible to localize 
information in a cluster, and reduces traffic by using aggregation and fusion within a 
cluster head. This feature is also useful when the environment is managed regionally. 

Property-based naming and information-centric routing: The UOI platform uses 
property-based naming, similar in concept to naming in the Directed Diffusion [11], 
not global ID such as IP address or MAC address, as a node identifier. Each node has 
an inherent name related to its property such as location or sensing ability. For 
example, ‘East2 Floor1’ means the node is the 2nd node from UOI regional head of the 
1st floor to east. In addition, ‘Tb21 KoreanRest1’ will be the 21th table number of a 
Korean restaurant in a huge amusement park. Information-centric routing is also 
enabled by virtue of the property-based naming, which is different from address-
centric routing.  

Distributed querying and tasking: In the UOI framework, user’s service request is 
translated into a query to be flooded to the UOI network. The query is injected in each 
access node and the UOI regional head via the UOI hierarchy. In each node, the query 
generates a corresponding task, operating on the UOI foundation software. This 
distributed tasking demonstrates some results with respect to the query and only the 
nodes, which have data matched with the query, can report matched information to 
UOI central. This feature reinforces the distributed information processing ability in 
the UOI network, in contrast to other global or centralized networks. 

Transparent services: The UOI framework provides transparent services to users. 
Users only request a service with their device, and specific actions for configuration 
or registration are not required.  When entering an area covered with a UOI network, 
the user is expected to turn on the device and be automatically connected. No 
configuration changes are necessary as the user moves from one site to another. The 
network needs no pre-knowledge regarding the device attempting to connect to it. 

3.2   Components for UOI Service Framework  

The UOI network infrastructure is composed of three distinguished components, 
Access node, UOI regional head, and UOI central, as shown in Fig. 2. These 
independent components play an important role in building a UOI service framework 
with a hierarchical architecture. 

Access node is the most basic component, allowing users to access the UOI 
infrastructure. This component is composed of UOI foundation software, Query 
Translation Unit, Task Manager Unit, User Interaction Manager, and Location 
Management Unit.  
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Fig. 2. Components for UOI service framework 

UOI Regional Head as a cluster head is responsible for managing access nodes in 
its own cluster, and operates as a gateway between access nodes and UOI central. The 
UOI head includes two independent networks software: TCP/IP for connecting to 
UOI central by LAN or WLAN, and UOI foundation software for managing cluster 
members. In addition, the role of UOI head is performed with UOI application, 
Cluster Manager Unit, Information Acquisition and Fusion Unit, and Service Manger 
Unit.  

UOI Central represents component of the highest level in the UOI service 
hierarchy. It plays an important role in generating queries with respect to user’s 
service request, managing tasks and services and authenticating users and logging. 
The works are performed with the Query Generation Unit, Task Manager, Service 
Manager, and Authentication Unit.  

3.3   Organizational Information Services Through Distributed UOI Networks  

Users entering an unfamiliar environment want to get some organizational 
information and be available to freely use various facilities without pre-knowledge in 
the organization. Furthermore, users do not want to manually configure or register 
themselves to use organization services. We summarize the UOI services fulfilling 
such user’s requirements into the following service category.  

Location guide service: First of all, the most basic service offered to novice users is 
location guidance. Generally, guiding services using GPS are the most common. 
However, in GPS, the service with high resolution is not guaranteed. In addition, GPS 
is difficult to be used for indoor location systems, such as large buildings.  

Compared with the GPS service, our UOI framework provides more reliable 
location guide service with higher resolution through distributed UOI networks. 
Figure 3 shows the procedure of location guide services in the UOI framework. As 
shown in Fig. 3, the nearest access node listens to user’s service request and then  
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sends the request message to the UOI regional head. After successful authentication 
between the head and central, the user’s service request at UOI central is transformed 
into a corresponding query and the query is flooded over the network. As soon as the 
query is received, each node executes a corresponding task from the query. The nodes 
with matched data send the response upstream, immediately. UOI central performs 
aggregation, fusion, and result generation during a given period. The result is 
delivered to the UOI regional head of the targeted node.  

 

Fig. 3. Process procedure of location guide service in UOI framework 

The targeted head retrieves the source head to establish an exclusive link between 
the two regional heads. The targeted head sends PATH Information to the source 
head, including all path information from the target to source. Note that this logical 
path is regarded as a reliable physical path, since we assume the environment is 
densely covered with sensor nodes. Simultaneously, all access nodes, included on the 
path between two heads, execute the location guide task and process location update 
messages from the user. Now, a user can view the location where the user wants to 
go, which will be displayed on his or her device. The user’s device sends location 
update message periodically and each access node guide the user by responding with 
a location guided message.  

Use of facilities in the organization: One of the representative intelligent services is 
to allow users to use various facilities without prior knowledge in the organization. 
For example, in an amusement park, we want to find a specific amusement facility. 
However, generally we must wait for a long time just for the short instance actually 
using the service. This delay may annoy users, but they cannot help using the 
service.  

However, in the UOI service framework, users do not have to wait for a long line. 
Instead of waiting until the user’s order comes, users simply make a reservation for 
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the use of the facility that the user wants while enjoying other amusement facility. 
After the reservation, when the user’s service is available, the user is alarmed through 
the UOI network. Figure 4 shows the detailed flow for user to use facilities in the UOI 
framework. The service is divided into four phases. The first phase consists of service 
request and authentication, and second phase includes the discovery of service access 
points and a status result report. These two phases are almost similar in a location 
guide service. The third phase is user’s reservation to use the service. The last is 
service reservation delivery and result reporting. All the processes are accomplished 
through distributed UOI networks and completely transparent to users.  

 

Fig. 4. Process procedure for use of facilities in UOI framework 

 

Fig. 5. Process procedure for people search 
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People search: The other required service involves finding people within an 
organization. This is useful to find out a missing child’s location or the location of 
someone who is not available to use a phone in the organization. In addition, this 
service is used to retrieve the corresponding user, who is reserved to use a facility, to 
notify that the service is now available. For this service, general steps are similar to 
others but it is outstanding that the exclusive logical path between the user, who 
requests the service, and target user is established. Note that for concurrent mobility 
support, location managements for both are performed as shown in Fig. 5.  

4   UOI Network Implementation  

In order to implement the proposed UOI service framework, a UOI test-bed as shown 
in Fig. 8, was developed. As an access node, a scalable prototype having a very 
compact size of a square inch was developed as shown in Fig. 6. Also, Figure 7 
illustrates the event-driven UOI foundation software operated on the prototype.  

 

Fig. 6. Prototype for UOI access nodes and user interface  

 

Fig. 7. UOI foundation software architecture  

The Test-bed is composed of access nodes, which is built-in UOI foundation and 
framework software on our prototype, regional heads, and UOI central. For higher 
performance of Regional heads, an embedded system with Intel’s Xscale MCU 
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(PXA255) was used as a UOI regional head and UOI central software was executed 
on a desktop PC. The deployment of each component is as shown in Fig. 8, including 
two users and two service points.  

In the test-bed, three kinds of UOI services that we described in Section 3.3 were 
experimented: in the first experiment, user A is guided to service point 2 through the 
UOI service. Secondly, user A and B reserved an available arbitrary seat in service 
point (room) 1 and 2, respectively, and then were guided to the corresponding service 
point. In the final experiment, mobile user A tracked mobile user B, continuously. 

Initial architecture design was revised from a more practical sense through the 
experiment. After experiencing innumerable trials and errors with the experiment, 
measurable improvements were made to the complete UOI service framework 
architecture. 

5   Conclusion and Future Works 

We proposed a concrete, practical Ubiquitous Organizational Information (UOI) 
service framework, providing novice users intelligent and useful services respecting 
the environment. The UOI framework consists of hierarchical network architecture, 
based on distributed sensor networks. To provide a rich array of services, the designed 
UOI framework and foundation software are implemented on our hardware prototype. 
In addition, representative UOI services were tested on the UOI test-bed.  

Currently, we are investigating to extend the kind of services and improve the 
quality of services.  

 

Fig. 8. Test-bed environment for implementation of UOI service framework 
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Abstract. In the paper a novel methodology, TS-U, is proposed based on 
existing model checking techniques that were extended to successfully model 
the systems in a ubiquitous environment by introducing time and space 
constraints relevant in modeling of some ubiquitous system for its validation. 
Method proposed requires only slight modification of the existing model 
checking tools by introducing the notion of a Transition Checking Matrix 
(TCM) which holds time and space constraints for model’s transitions. By 
applying TS-U methodology, regular CTL formulae can be used without 
modifications to successfully check the system’s model as in the traditional 
model checking based on the Kripke structure.  

1   Introduction 

Nowadays, with rapid advancements in communication technologies and 
miniaturizations of computational devices many of the current and future systems are, 
and will, become mobile. Computational and communication ability will be present in 
many devices from household items, office equipment, apart from the already present 
wearable devices such as mobile phone, PDA and the like. Thus, a ubiquitous 
computing environment will become a normal computing environment where various 
devices communicate in an ad-hoc way, sharing their physical resources and data.  
When designing applications in such a setting, it is important to check that the 
application performs as intended due to environment’s dynamics, because devices in 
some area can appear, disappear and request services in a non-predictable random 
way. Therefore, in ubiquitous environment we should consider both space (room, 
building, neighborhood, etc.) and time, since different actions can be performed only 
in particular space at the particular time frame. On the same token, same actions can 
transition to some other space and continue or stop depending on the time, be it either 
discrete or in a periodic.  

Thus, space and time are interrelated in the ubiquitous environment and should be 
used in parallel to check some application’s correct behavior. In this paper we present 
a Temporal-Spatial methodology for system checking in the ubiquitous environment 
called TS-U, which can be used to model some specific ubiquitous system 
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(application) and then use the model checking procedures to reason and check for the 
correct behavior of a modeled system.  

This paper is organized as follows. In Section 2 background research is presented 
where temporal and spatial logic is briefly explained, along with other researches on 
the temporal-spatial logic. Section 3 introduces the TS-U methodology where it is 
being applied on the example presented in the Section 4. Section 5 concludes the 
paper where future work is presented.  

2   Background Research 

Model checking based techniques [1, 2, 3] based on temporal logics [4] are used to 
express system requirements to verify the design of various systems, hardware or 
software. Two main paradigms are symbolic and explicit-state representations for the 
system states implemented in SMV [5] and SPIN [6]. In CTL model checking, the 
system is modeled as a Kripke structure and its desired properties to be verified are 
represented in CTL formulae. Kripke structure K = (S, T, L) is a labeled finite state 
machine, where S is a set of states, T is the transition relation which is required to be 
total and L is a labeling function, labeling transitions with atomic propositions A from 
one state to another. CTL formulas are concatenation of atomic propositions and basic 
operators such as “~” standing for “not”, “V” standing for “or” and characters “E”, 
“X”, “G” and “U” standing for “there exists”, “next”, “global” and “until”. In model 
checking using CTL, one would design a Kripke structure representing the system and 
label the transitions. In each state certain propositions would hold or not. Then, the 
system would be checked using a CTL formula in order to determine its validity. For 
example, if one would model a microwave-oven system, where the door can be 
opened or not and the power can be on or off, one could use the CTL operators to 
check that there is no case when the door is opened and power is on where microwave 
oven is radiating causing a safety hazard.  

However, model checking using Kripke structure is not well suitable for 
continuously changing influences, but is more suited for discrete changes. For 
example, one could not model easily some variable whose influence depends on some 
interval that can be used to verify the validity of the system. For example, suppose a 
variable x can have a value from between 0 and 10, and depending on its value a 
system would have different properties that are valid or not. In such a case, a designer 
would have to introduce 10 different states to correctly model the system using a 
Kripke structure or a designer would have to select some degree of granularity, say 
introducing a state for which x value is between 0-5 and another for values between 6-
10 to represent some interested states of the system; however the model may not be 
exact representation of the real world. Therefore, large number of states is required to 
model a system correctly causing a state explosion problem.  

In this paper, proposed technique does not require additional states since 
restrictions are imposed on the transitions and not on states, thus existing tools can be 
used directly with minor modifications and variables based on intervals (i.e. time) can 
be successfully modeled.  

In [7] a spatial logic based on regions and connections is presented where interval 
logic for reasoning about space is presented. Authors define a basic primitive relation 
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C(x,y) that reads “x connects with y” defined on regions and it holds whenever 
regions x and y share a common point. In terms of space, a subsumption hierarchy is 
defined on how two spaces can be related to each others consisting of 8 different 
relations: PO (partial overlap), TPP (tangential proper part), NTPP (non-tangential 
proper part), = (equal), TPP-1 (inverse of TPP), NTPP-1 (inverse of NTTP), EC 
(externally connected) and DC (disconnected). Thus, the logic is more commonly 
known as RCC-8. However, the RCC-8 was developed to be universal and general, 
whereas it can be much more simplified when the ubiquitous environment is 
considered, as in this paper. For example, in the RCC-8 logic there is a clear 
distinction between TPP (a,b) where a is enclosed inside b touching b in one point 
(tangential) and NTPP (a,b) where a is enclosed in b but not touching its boundary. 
However, if we suppose a classroom is inside a building, where both classroom and 
building have some shared and unique properties that have to be verified, we would 
not be concerned if a classroom is at the buildings corner (TPP) or somewhere not 
touching external building’s walls (NTPP). Thus, in this paper more simplified spatial 
relationships are addressed without the loss of generality when ubiquitous 
environment is considered. 

 In [8] a modal logic for mobile ambients is proposed whose purpose is to study 
mobility defined as a change of spatial configurations over time. Thus, logic proposed 
talks about space and time and has the Ambient Calculus as a model. Properties in 
such logic can hold at particular locations, i.e. space, and spatial configurations 
evolve over time as a consequence of the activities of some processes. Logic is mostly 
developed to automate the checking of mobile code in mobile environments for 
security purposes. However authors, when dealing with time and space issue, are 
concerned about the “sometime” and “somewhere” constraints. That is, the logic 
proposed is not concerned with specific time intervals or space, which is required in a 
ubiquitous environment. In other words, having “sometime” and “somewhere” 
constraints does not allow for a more complete and explicit model to be created 
whose properties can be checked. In this paper, specific time intervals and spatial 
relations are given, thus making modeling more expressive and correct in representing 
real world applications.  

3   TS-U Methodology 

TS-U methodology concerns time and space and applies it to the already existing 
model checking procedures as described in the previous section. Thus, we will deal 
with time and space issue separately in the following subsections and then present a 
method to combine them and apply them to the model checking useful in the 
ubiquitous environment.  

3.1   Time 

Considering time and applying it to the ubiquitous environment we can consider four 
possible cases with or without repetition. In this paper, we adopt a 24-hour time 
system for clarity. The time can be one discrete time point, it can signify the time 
before or after some time point or it can specify a time period from one time point to 
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another time point and time can be represented as infinity, which means some event 
can occur at any time. Lastly, some time points can repeat themselves over a period of 
time as well. To clarify, let’s consider the following examples: 

• “A meeting at 10, Tuesday, March 8th, 2005” is considered to be a discrete 
non-repetitive time point.  

• “A meeting every Monday at 14” is considered a repetitive time point which 
repeats every 7 days.  

• “Watching TV after 20 on Tuesday, March 15th, 2005 ” is considered a non-
repetitive time point that occurs after 20 hours on March 15th, 2005.   

• “A presentation from 15-16, on Tuesday,  March 15th, 2005” is a time period 
which is a non-repetitive time period occurring only on March 15th, 2005 
from 15 to16 hours.  

• “A class from 12-13 every Friday” is a repetitive time-period occurring from 
12-13 hours every Friday.  

To reduce the number of variables to represent time, we can adopt a time system 
like UNIX system time [9] which specifies the number of seconds elapsed since the 
beginning of the epoch (1/1/1970). Thus, instead of dealing with hours, minutes, 
seconds, days, months and years separately, we obtain one unique number for some 
specific time.  

Adopting such a time representation, we can define possible time configurations 
more formally as in the Table 1 below:  

Table 1. Possible time configurations 

Time Category Description 
 Infinite time 

t+ r Discrete time point occurring once at 
time t if r=0. In case of repetition, r 
represents the period of next occurrence 
from the starting time point t.   

<(t+ r) Represents time before some discrete 
time point t when r=0. In case of 
repetition, r represents the period of 
the next occurrence of such time 
specification. 

>(t+ r) Represents time after some discrete time 
point t when r=0. In case of repetition, 

r represents the period of the next 
occurrence of such time specification. 

(t+ r,d) Represents a time period starting at a 
discrete time point t with duration of d. 
In case of repetition, r represents the 
period of the next occurrence of such 
time specification. 
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Since we are concerned about if certain transition in the Kripke structure can occur 
or not at some specific time compared with the allowed interval, it is not necessary to 
consider the relationships between intervals. That is, it is not relevant to check if some 
interval happens before or after some other time interval, since main concern is to 
check if the current system time matches some specified time interval or not to allow 
or not allow the transition to occur.  

3.2   Space 

Space is defined as a closed, bounded area where an activity can occur. Usually, as 
explained in the background section above, there are several possible cases how space 
can be configured, for example two space regions can touch each other tangentially, 
overlap or one can be enclosed in another, etc. However, in case of ubiquitous 
environment we are considering the space configuration at a specific time point. Thus, 
not all cases presented in [7] need to be considered. For example, in case two spaces 
touch each other tangentially, a person can be only in one space at the time if they are 
adjunct to each other (e.g. rooms next to each other). In case two spaces overlap or 
one space is contained in another and a person is in such a place, then a person is 
present in both places at the same time (e.g. room in a house; a person is both in the 
room and in the house at the same time), or in case person is outside the contained 
space (e.g. front door of the house). In case two spaces partially overlap each other, 
person can be in one space or the other, or in the overlapping area (e.g. house has a 
yard that has a terrace, however terrace is built on the yard; thus, person can be either 
in the house, on the yard or on the terrace which is both a house and a yard). Further, 
some space can have more actions that are allowed in it than the other. For example, a 
professor in a campus building has more resources and rights in his private office than 
on the hallway of the same building.  

Therefore, a taxonomy of spaces as in [7] should be considered fully, and in the 
proposed approach the children would inherit the rules of what activities can occur (at 
a specific time) from their parents and can add additional rules to itself. An example 
of such taxonomy is depict in the Figure 1 below: 

 

Fig. 1. An example taxonomy of space configurations and their relationships 

Street X 

House A 

Room Yard 

Terrace 
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Therefore, rules of the “Street X” that can occur there are inherited by the “House 
A”, since “House A” belongs to the “Street X”. Rules of both “Street X” and “House 
A” are inherited by both the “Yard” and the “Room” since they both belong to the 
“House A” and “Street X”, however they can add their own rules, if there such  a 
need. Lastly, the “Terrace” inherits rules of both the “Yard” and the “House A” (and 
“Street X”), since it is both in a “Yard” and a part of the “House A”.  

More formally we can define an inherit operator , for example A X that 
specifies that some space inherits from another space. That is, rules along with their 
specified time-frames are inherited from space X and now belong to the space A, since 
space A subsumes X.  

As mentioned earlier, each space can have a rule set called RS. For the rule 
specification, we adopt propositional logic where the following Boolean operators are 
allowed: “¬” for NOT, “∧” for AND and “∨” for OR. We write A[RSA] meaning that 
a space A has a rule set RSA . In case of inheritance, inherited rules from the parents 
are joined in the set of the children. For example, A[RSA  RSX ] X[RSX] means, that 
space X has a rule set RSX  and space A has both its own rule set RSA and inherited rule 
set RSX. Rules R in a set form a tuple of the propositions Pi and time specifications Ti, 
which is written as (Pi, Ti). Thus, RSX for the “Street X” can have an element such as 
(walk, ) where P1 = walk and T1 = , meaning that someone is allowed to walk on 
the street at any time.  However, sometimes inherited rules violate the policies that 
could be present in the children’s space, in which case they can be omitted from 
inheritance by the system modeler.  

Therefore, considering the case as in Figure 1, possible rules, with inheritance 
displayed, could be as follows:  

(1) X[(walk, )] 
(2) A[(sleep, >100+500), (¬smoke, ), (walk, ) ]  X[(walk, )] 
(3) Yard[(smoke, ),(walk, )]  A[(sleep, >100+500), (¬smoke, 

),(walk, ) ]  X[(walk, )] 

In the above rule (1), a person is allowed to walk on the “Street X” anytime. Rule 
(2) says a person in the “House A” can sleep after time 100 with the repetition period 
of 500 (we omitted real time since epoch to keep the numbers small), he/she can 
never smoke and can always walk. Rule (3) states a person can always smoke and 
walk in the “Yard”, sleeping and not smoking rule is not inherited from the parent 
“House A” (suppose sleeping is dangerous and smoking is allowed so the non-
smoking rule is overridden).  

3.3   Transition Checking Matrix (TCM) 

Once the treatment of time and space has been defined separately, for model checking 
methodology in the ubiquitous environment time and space has to be treated 
simultaneously, because of their interrelated relationship. In other words, some action 
in the ubiquitous application can be performed if and only if both time and space 
agree according to the rules. Thus, to check if some action is allowed or not we 
introduce the Transition Checking Matrix (TCM). TCM contains the action itself, 
space set and rule set, similar to the rules in the previous subsection. When model 
checking the application, TCM is consulted and if both space and time agree, an 
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action can be performed. TCM has the following structure, where example rows have 
been inserted from the previous subsection for clarity:  

Table 2. Example of the TCM 

Action Space Time 
walk X  
sleep A >100+500 

¬smoke A  
smoke Yard  

If some space has multiple actions, multiple rows are inserted with the action name 
and time constraint, as is the case for space A in the Table 2 above.  

3.4   Model Checking Using TCM  

Existing model checking explained in Section 2 of this paper, uses Kripke structure to 
model and check the system for correct behavior using rules specified by the CTL 
logic. In this paper TS-U is proposed that extend already existing model checking 
methodology, by applying TCM matrix for applying additional constraints on the 
transition labels. In other words, a transition in Kripke structure can occur from one 
state to another if both space and time match. Transition labels (actions) are put in the 
first column of the TCM matrix. Space and time are dealt as external variables that 
provide environment input to the ubiquitous system modeled with the Kripke 
structure. Conceptually, the system can be looked as depict in Figure 2 below:  

 

Fig. 2. TS-U conceptual view 

In Figure 2 above, on the left is the regular existing model using the Kripke 
Structure that models some ubiquitous system. On the right is the proposed TS-U 
methodology that provides external input concerning time and space to the Kripke 
structure. Model checker uses CTL to check the system. However, each time a 
transition should be made TS-U is consulted where transition is checked against TCM 
concerning space and time and thus a transition is either allowed, if both time and 
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space constraints are matched for such a transition, or not allowed if either time or 
space or both are not matched.  

It is important to note that during model checking, a time frame is specified in 
order to prevent infinite execution (say, model checker is in a certain state and no 
transition can occur since space/time constraint is never met). For example, if we 
create a model of some ubiquitous application in a university environment, say “smart 
campus” studied in [10], we may be interested in checking that the system operates as 
expected in a one-week time frame, since during the semester events are usually 
repetitive. Thus, granularity of time should be a variable parameter as a part of model 
checker program’s input. On the same token, we assume location is known a priori 
every time verification is performed against TCM. Thus, when the time frame period 
finished model checking stops and CTL formula results are presented. If for some 
CTL formula model checker did not finish its evaluation and the time frame period 
finished, such formula is evaluated to false since for the interested time period its 
truth is false. Indeed, for the same formula if the period is longer (say, instead of one 
week, two weeks) the same formula may be evaluated to true, if some action has 
repetition granularity of two weeks. However, as an input to the model checker when 
time was specified as “one week”, the formula would be evaluated to false.  

4   Example Application Scenario 

In order to show the application scenario of proposed TS-U methodology, let’s 
consider a university environment, consisting of a professor as an entity performing 
ubiquitous actions, his office, a lecture room and a meeting room. A professor can 
perform various activities in his office, such as use email, phone or fax machine. He 
has a lecture every Monday from 14:00-15:00 where he can use a projector and 
whiteboard and a meeting every Tuesday from 10:00-11:00 where he can use a 
notebook computer. Activities performed are: “give lecture”, “return to office” and 
“go for a meeting”. Thus, the following Kripke structure can be devised as presented 
in the Figure 3 below:  

 

Fig. 3. Kripke structure of an example scenario 
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In Figure 3 above, regular Kripke structure is devised, where existing model 
checking techniques based on CTL can be used. However, in the ubiquitous 
environment, constraints on transitions (“give lecture”, “return to office” and “go for 
a meeting”) have to be made, since many of the resources are limited and can only be 
used by persons at a specific time and place. For example, in the scenario above, a 
professor can give lecture only from 14:00-15:00 on Monday where his role is of a 
lecturer, but he can attend some other lecture, say workshop, in the same lecture hall 
given by others, so he can not use a projector and a whiteboard at that time in that 
place. Thus, constraints based on proposed TS-U methodology can be as follows:  

Table 3. TCM of TS-U for the example scenario 

Action Space Time 
Give Lecture Lecture Hall (100+3600,604800) 
Return to office Office  
Go for a meeting Meeting room (300+3600,604800) 

In the table above, a professor can transition from an office space to the lecture hall 
space at time 100 (suppose time 100 is Monday at 14:00) and use its resources for 1 
hour with a repetition of 7 days. Naturally, he can return to his own office at any 
given time, even during the lecture or meeting, etc. Lastly, he can transition from his 
office to the meeting room and use its resources at a time 300 (suppose time 300 is 
Tuesday at 10:00) where he can use the resources for 1 hour with a repetition of 7 
days. It should be noted, that TCM does not contain rows for a professor transitioning 
to the lecture hall in case of a workshop mentioned earlier, since no resources would 
be needed when transition occurs, thus validity of the model should not be in 
question.  

Once the above model has been created using the proposed approach, existing CTL 
formulae can be used to verify the properties of interest without modifications, like 
they would be used if the model was created using a regular Kripke structure as in the 
previous approaches discussed in Section 2 of this paper.  

5   Conclusion 

In this paper an TS-U methodology was proposed that extends existing model 
checking techniques based on CTL logic, that combines both space and time which 
are additional constraints on the model being checked, which is an important factor in 
the ubiquitous environment. TS-U utilized Transition Checking Matrix (TCM) to 
verify if some transition can occur or not. For future work, we would like to extend 
existing model checking tool, SMV [5], to implement proposed TS-U methodology to 
obtain more concrete results and also to extend TS-U to another level where actions 
can be tied to individuals, thus same model in terms of the Kripke structure can be 
reused.   
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Abstract. With advanced technologies, computer devices have become smaller 
and powerful. As a result, many people enjoy ubiquitous learning using mobile 
devices such as Pocket PCs. Pocket PCs are easy to carry and use as a  distance 
learning platform. In this paper, we focus on the issues of transferring the 
current PC based Sharable Content Object Reference Model (SCORM) to 
Pocket PC based. We will also introduce the Pocket SCORM Run-Time 
Environment (RTE) which has been developed in our lab. Pocket SCORM 
architecture is able to operate, even when the mobile device is off-line. It will 
keep the students' learning record. When it is on line, the records will then be 
sent back to Learning Management System (LMS). With memory limitation, 
we provides course caching algorithm to exchange the course content on the 
Pocket SCORM.  

Keywords: Pocket PC, PDA, SCORM, Distance Education, Ubiquitous 
Learning. 

1   Introduction 

Because of the advantage in size, Pocket PC is easy to be carried on hand or in the 
pocket. This advantage makes it a suitable platform for distance education because E-
Learners can keep studying the course materials while they are away from their desk. 
Without the limitations of time and space, E-Learners can read their learning 
materials while they are walking, taking bus, and whenever they have leisure time to 
turn on their Pocket PCs. This new learning style provides some extra learning time 
for E-Learners who live in this rushing world. 

Although Pocket PC devices have been improved in both computing power and 
memory storage, they are still with lots of limitation compared with laptop or desktop 
computers. The following points are some differences between the Pocket PC devices 
and laptop or desktop computers. 

Connection Mechanism 
Normally, E-Learners will be on-line when they are using laptop or desktop 
computers. Since E-Learners would stay at the same location longer when using their 
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laptop or desktop computers than using a Pocket PC devices. As a result, they will be 
kept connected with the LMS, which is running on the server, all the time. This is 
different from Pocket PC devices because these devices are designed to be portable.  

Courseware Import and Export 
As we mentioned previously, Pocket PC devices sometimes could be disconnected 
from the network; however, we hope E-Learners are able to learn even when the 
network is not existed. In order to enable this functionality, we need to seek a way to 
allow the courseware to be temporary stored on the hand carried devices. 

Learning Records Buffering 
For a distance education standard such as SCORM, it requires the LMS to be able to 
keep tracking on learners' learning records so these records could be used to 
determine learners' progress or maybe transfer to other LMS where learner continue 
his  education. As a result, it is important for a SCORM compatible platform to be 
able to store learners' learning records. 

In this paper, we proposed a platform which focuses on the pocket devices. There 
is also a LMS which will be SCORM compliant to support the Pocket SCORM 
platform and be the major data store. The paper organization is listed as following. In 
Section 2, we introduce some related works of SCORM and systems on the pocket 
device. Section 3 shows the architecture of our Pocket SCORM architecture. In 
Section 4, we introduce the Pocket SCORM RTE which has been developed in our 
lab. In Section 5, we introduce the course caching algorithm in Pocket SCORM. 
Finally the conclusion and the future works are discussed in Section 6. 

2   Related Works 

Distance education enables E-Learners to learn without the restrictions of both time 
and space. There are many web-based courseware have been developed to allow 
learners to browse course content via a browser. SCORM (Sharable Content Object 
Reference Model) is a standard which is proposed by ADL (Advanced Distributed 
Learning) [1]. SCORM is aiming at the standardization of computer based teaching 
components. There are some papers related to SCORM have been published. Some 
advantages such as portability of learning content, the standardized communication 
interface between the LMS and WBTs, and supporting the reusability of learning 
object came alone with this new proposed standard. However, there are some 
problems as well such as the market value of SCOs, the process of producing WBTs 
on the basis of different SCO providers, the maintenance of SCOs and WBTs, and the 
quality of WBTs based on SCOs of different providers. A review discussed these 
issues can be found in [2]. Another paper demonstrated the Implementation of 
Content Repository Management System is referenced in [3]. In “Using SOAP 
and .NET web service to build SCORM RTE and LMS” [4], the XML Web Service 
based LMS and RTE was introduced. There was another system developed for 
automating the generation of SCORM-Based multimedia product training manuals 
was introduced in [5]. 

Personal Digital Assistants (PDAs) have become new learning tools for distance 
education in recent years. Portability of the PDAs was welcomed by students, and 



 Ubiquitous Learning on Pocket SCORM 173 

advantageous was advantageous, limitations such as the small screen size, navigation 
difficulties, and slow and error-prone methods for entering text, made it difficult to 
read and interact with document on the PDA [6]. Some students’ experiences for 
reading course materials by PDAs were experimented. There are also some 
applications developed for educational purposes. TekPAC (Technical Electronic 
Knowledge Personal Assistant Capsule) was introduced in [7]. TekPAC was developed 
for providing access to readily available electronic information, allowing the user to 
perform tasks at locations with all schematics, photos, videos and BKMs readily 
available, and integrating key interventions to raise performance of target audience. 
PDAs have also been adopted in medical field as a tool for education. There were some 
PDA Projects at Virginia Commonwealth University being introduced in [8]. 

3   Pocket SCORM Architecture 

In proposed architecture, we pointed out two types of connection for a Pocket PC to 
connect with LMS Server. One type is Pocket PC is connected to the server through 
wired or wireless network to the internet. The other is Pocket PC connects to the 
server via PC to the internet while Pocket PC is synchronizing with the PC. 

In order to make courseware reusable, a standard representation of contents and 
structures must be enforced. The Content Aggregation Model (CAM) serves this 
purpose. CAM can be discussed in three parts: the Content Model, the Metadata, and 
the Content Packaging. 

There are three major modules within the Pocket SCORM Architecture. In the 
following three sub-sections, we will show the details of each of them. 

3.1   Pocket SCORM Run-Time Environment 

There are six major components which are included in Pocket SCORM Run-Time 
Environment. All these components work together to form the whole Pocket SCORM 
Run-Time Environment. They are listed as below: 

Communication Agent 
The Communication Agent is used when the pocket devices try to communicate with 
the SCORM LMS Server. When E-Learners try to download the SCORM based 
courseware from the LMS Server, it will receive the packed courseware and pass it to 
Data UnPacking Agent. If there are some learning records need to be sent back to the 
LMS server, the Communication Agent will connect to the LMS Server and send the 
packed learning records back to the server. We considered using Simple Object 
Access Protocol (SOAP) [9] to be our transmission protocol to make our services of 
server side more extendable. 

Data Packing Agent 
We implemented the Data Packing Agent to reduce network load. This agent will 
pack the data before sending it to Communication Agent. 

Data UnPacking Agent 
Package Interchange File (PIF) is the exchange file format. Therefore, we need Data 
UnPacking Agent to unpack the PIF file. 
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Learning Agent 
The Learning Agent will keep tracking on the learner’s learning records when the 
course is started. The learner might be off-line, the Learning Agent stores those 
learning records in the SCORM PDA Database temporarily. After it is on-line, those 
temporary stored learning records will be sent back to the Server.  

SCORM PDA Reader 
Due to the small screen restriction, normal web-based course content is not suitable 
for learners. They might need to use a stylus to control the scrollbars inside the Pocket 
Browser. It is inconvenient for the learners to use. To overcome this drawback, we 
designed “Reflow” function in the SCORM PDA Reader. “Reflow” function will 
adjust the content to make it fit in the width of the display width on our reader. 

SCORM PDA Database 
SCORM PDA Database has the capability of storing the temporary learners’ learning 
records and the downloaded courseware. 

3.2   PC Dock 

If the Pocket PC without the ability to be on-line, it will require a PC Dock to be able 
to connect to the LMS server. There is a Synchronization Agent inside the PC Dock. 
The Synchronization Agent will perform the data transmission job between 
Communication Agent on the Pocket SCORM RTE and XML Web Service on the 
SCORM LMS Server.  

3.3   SCORM LMS Server 

There are two major components involved in SCORM LMS Server. One is the 
SCORM Data Repository, and the other is Pocket SCORM Service API. SCORM 
LMS Server provides distance education courseware which follows SCORM Data 
Model definition. The learners’ information is also saved in the SCORM LMS Server. 
When a learner connects to the LMS Server, he or she needs to first logon the system 
before he or she can access any course materials. The usage of these two major 
components is stated as below: 

SCORM Data Repository 
The SCORM Data Repository stores all the course materials which follow SCORM 
Data Object Model. In the paper, we mainly focused on the Pocket PC devices. 
Therefore, we only care about how SCORM Data Repository interacts with our 
Pocket SCORM Service API. Nevertheless, this data repository should also support 
any SCORM based API. Furthermore, learners’ learning records are also stored in this 
data repository. These SCORM based learning records should also be able to interact 
by using either Pocket SCORM Service API or any SCORM based API.  

Pocket SCORM Service API 
Ideally, Pocket SCORM Service APIs should be same as normal SCORM based 
APIs. We hope defined Pocket SCORM Service APIs can be widely applied by other 
applications. We tried to build Pocket SCORM Server APIs by adopting XML Web 
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Service [10] technology. XML Web Service takes SOAP as its transmission protocol. 
One of the advantages of using XML Web Service as our APIs is the accessibility. 
Since SOAP is loosely coupled protocol by using XML wrapped envelope to invoke 
APIs, this vantage makes XML Service APIs can be accessed by any platform which 
follows SOAP protocol to acquire the service. As a result, we hope to implement our 
Pocket SCORM Service APIs as XML Web Services. 

4   Pocket SCORM RTE Implementation 

Based on the proposed architecture, we have been working on the implementation of 
the whole architecture. Up to present, we have completed some portion of the whole 
Pocket SCORM Architecture. There were some components which comprises the 
Pocket SCORM Run-Time Environment. Some user interfaces and functions will be 
introduced in this section. 

In fig. 1, there are two user interfaces. On the left hand side, it shows the UI when 
student try to logon to Pocket SCORM RTE. Because we need to track on learners’ 
learning records, the learner needs to provide his identity before studying the course 
materials. There is also an important issue need to be taken care. We need to make 
sure is the same user who is studying the courseware. In order to make sure learner’s 
identity, the logon UI will be pop-up each time when Pocket PC has been turned off 
and turned back on again. On the right hand side of fig. 1, it shows a list of 
imsmanifest files which represent the each different course structure. 

 

Fig. 1. Logon Interface and Course List View 

In SCORM there are two major structures of a course were defined. One of them is 
knowledge based course structure, which is shown as on the left hand side of fig. 2, 
and the other one is linear based structure, which is shown as on the right hand side of 
fig. 2. Our Pocket SCORM RTE is capable to display the course structure according 
to defined imsmanifest file which learner chose to load. 
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Fig. 2. Knowledge based and Linear based Structure 

Fig. 3 has shown our SCORM PDA Reader and a glance of our SCORM PDA 
Database. On the left hand side of fig. 3, it shows the UI of SCORM PDA Reader. As 
we introduced in section 3, our SCORM PDA Reader provides “Reflow” function to 
enhance the ease of reading with one hand only. In order to gain better performance, 
we adopted SQL CE which is a compact version of Microsoft SQL Server. On the 
right hand side of fig. 3, we have shown the database content within SQL CE 
database. 

 

Fig. 3. SCORM PDA Reader and SCORM PDA Database 
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5   Pocket SCORM Course Caching Algorithm 

A SCORM course can be divided into several parts called clusters. A cluster includes 
a node of the learning content and all immediate children of the node. Every cluster 
has its own content size, and it is also a base unit to be loaded and to be replaced. A 
course developer can set the sequencing rules for each cluster, and those rules only 
affect the learning order of the cluster.  

5.1   Cluster Download Order 

Account to the setting of sequencing rules, it is available to forecast that what clusters 
the learner may read next. Loading clusters by a better order, it can increase the hit 
ratio of caching. With the increasing of hit ratio, a leaner do not need to download 
new clusters so frequently. In order to find the learning order, some of the factors are 
shown in the following. 

Control Mode: The setting of sequencing rule. Because the setting will affect the 
learner’s learning order, it is necessary to check the value of rules. If the “flow” flag 
is true, learner will be forced to read the first child node in a cluster. If the “choice” 
flag is true, learner can choice any child node in a cluster. 

Size: The content size of each cluster. With a fix size of storage, it can contain more 
clusters by loading small clusters first. As the number of clusters increase the hit ratio 
raised, and the learner accesses the downloaded cluster more properly. 

Summing up these factors can forecast the order with the following steps. 

PC: Parent Cluster,  IC: Immediate Child Cluster of PC, 
Capacity: Capacity of storage 
Input: Capacity, PC  Output: Cluster Download Order 
 
Function DownloadOrder(Capacity, PC){ 
  If(Flow Control Mode of PC is true){ 
    Each IC until Capacity is not enough{ 
      Output << Cluster Number of IC; 
      Capacity = Capacity– Size of the IC; 
      DownloadOrder(Capacity, IC); 
    } 
  } 
  Else If(Choice Control Mode of PC is true){ 
    Insert IC into ChildArray non-descending until 
      Capacity is not enough or no more IC; 
    Output << Cluster Number of the ICs in ChildArray; 
    Capacity = Capacity – Size of the ICs in 
      ChildArray; 
    Sort the ICs in ChildArray according to 
      their Cluster Number; 
    Each IC in ChildArray{ 
      DownloadOrder(Capacity, IC); 
    } 
  } 
} 
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5.2   Cluster Replacement Algorithm 

When using a storage which is smaller than the whole course, it is inevitable to 
replace some clusters with the new loaded ones. In order to compute what clusters 
should be dropped first, we assume that there has a factor called “Distance” which 
can determine what cluster is useless by some parameters like cluster size, download 
time, and so on. With the factor, it can describe the replacement as replacement 
algorithm. 

RC: Removed Cluster,  DC: Desired Cluster, 
PC: Parent Cluster,   : Threshold Value 
Input: DC,            Output: Dropped Cluster Number 
 
Function Replacement(DC){ 
  While(Capacity <= ){ 
    RC = the clusterj have the max Distanceij; 
      // i: DC, j: each cluster in the storage 
    RC removed from the storage; 
    Output << Cluster Number of RC; 
    Capacity = Capacity + Size of the RC; 
  } 
  PC = DC; 
  While(Capacity > Size of the PC){ 
    Download PC; 
    Download DownloadOrder(Capacity, PC); 
    PC = Parent cluster of PC; 
  } 
} 

Downloading a course in good order can make the reading more smoothly and 
needs less replacement. With a faultless replacement algorithm, the new downloading 
clusters just replace the little significant ones. The two functions of the caching 
algorithm working together ensure that a learner does not need to reconnect to 
network and re-download some clusters again and again. 

6   Conclusion and Future Works 

Distance Education provides a convenient and flexible learning environment. Various 
kinds of distance learning methods have broken the time and space limitation. It is 
possible for people to learn anytime anywhere. To extend this flexibility and to make 
E-Learners able to learn at any location, our proposed Pocket SCORM architecture in 
this paper makes the dream come true. The Implemented Pocket SCORM RTE 
components were also introduced. We hope our proposed architecture can make E-
Learners to learn easier by using a pocket device which can be carried to anywhere 
and enable E-Learners to learn anytime.  
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Abstract. This paper aims to develop a simulated system used for teaching and 
training basketball defensive strategies.  Respectively, defensive strategies can 
be described within one method by editing video recorded from basketball 
games into desired clips for analysis and storing them into the database. In this 
paper, we used Spatial-Temporal Relationships to describe the local defensive 
movements by the basketball players in a game. The system will automatically 
capture tracks of defensive movements by the basketball players in the video 
clips, from which basketball coaches and players can learn various defensive 
strategies within the shortest period of time. The simulated system is expected 
to become a computerized educational aid to basketball teaching and training 
and to replace the unscientific and stereotyped system of basketball teaching 
and training. 

1   Introduction 

Basketball is an open sport. In this paper, we aim to develop a simulated system used for 
teaching and training basketball defensive strategies [1]. No matter whether on defense or 
offense, basketball players have to react according to their opponent’s movements [2]. 
The success of a team depends on the degree of teamwork. A coach must have 
professional knowledge of basketball and he or she directly tells the players the 
training topics, from which the players can learn the key to successful defense. 
Therefore, the coach’s pre-training preparation in collecting as well as sorting the 
information concerning the opponent teams, and how to oppose each tactic, plays an 
extremely important role in the field of basketball [3]. 

When it comes to basketball tactics, what we basically understand are no more than 
concepts of space, ball, and players (offensive as well as defensive). How to move? 
When to dribble? And when to pass the ball to teammates? If we can utilize a 
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computer assisted teaching module, with theories of basketball tactics installed in the 
program, we are confident that the establishment of a simulated system concerning 
basketball tactics will facilitate the coach’s preparation work. Figure 1 shows the 
overview of the system.  

 

Fig. 1. The overview of system 

2   Background 

People in love with basketball would definitely know that a tactics-board is a white 
board on which marker pens or colored magnets are used to demonstrate specific 
tactics. Oftentimes, we see coaches draw the route or move the colored magnets to 
inform the players of the tactic message. Coaches have to express the tactics and draw 
the routes or move the colored magnets at the same time. The situation will go like 
this: Now, Position 1 dribbles the ball to the baseline, and meanwhile, Position 2 
should…, and Position 3 needs to… Movements of the five players change 
accordingly, but coaches cannot draw five routes or move five magnets at the same 
time. Besides, the speed of each player and the position after the movement cannot be 
clearly displayed in terms of the relative space among the player, the teammates, and 
the ball. Those players who have a tacit understanding of the coaches’ directions may 
quickly reach an agreement with the coaches; however, for newcomers or players who 
need time to accustom themselves to the situation, it would be totally different from 
the former. 

The physical strength of a player is limited.  Players are capable of experiencing a 
five to eight-hour training days. In addition to the tiresome training, a method with 
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scientific basis to improve the players’ abilities is needed. Nations with strong athletic 
programs such as the United States, Russia, and China all invest huge amounts of 
money in scientifically researching the most effective method to improve sports 
performance. However, the scientific research concerning psychology, physiology, or 
movement analysis, from either magazines or The Discovery Channel, emphasizes the 
importance of strengthening personal quality and sports performance. It is strange 
that, when compared to players of other Asian countries, Taiwanese basketball 
players have comparable strength, skills, conception, training duration, and training 
intensity. However, players seem not to be able to optimize their potential. The 
underlying factor behind this lies in the success rate of teamwork coordination and 
tactical execution. 

Therefore, the purpose of the present study aims to establish a simulated system 
used for teaching and training basketball defensive tactics. With the facilitation of the 
system, the players not only have a more profound understanding of the tactics but 
also maintain a clearer concept in executing the tactics, without the coaches’ repeating 
explanations. 

The remainder of the paper is organized as follows. The next Section presents the 
method for capturing the moving objects and defining the spatial relationship. Section 
4 describes the Experimentation and Result. Finally conclusions and future work are 
drawn in Section 5. 

3   Capture the Moving Objects and Define the Spatial Relationships 

Tracking objects in an image sequence has been discussed in many papers [4] [5] [6]. 
The method we used to track objects is similar as in [7]. However, [7] treats two or 
more objects as one object when they may move too close to each other. In our 
system, we discriminate objects as individuals, and use the colors of sportswear to 
distinguish one team from the other. Then, we extract the trajectories and movements 
of the players from the video which is recorded from an overhead view as shown in 
figure 2.  The purpose of doing so is to avoid the heavy collision of players brushing 
past one another. In analyzing a sequence of players, players are represented by using 
silhouette images. In this paper, we used Spatial-Temporal Relationships [8] to 
describe the local defensive movements by the basketball players in a game, since 
each silhouette image needs to be assigned a unique number initially, as it will help us 
to conveniently identify the spatial relationship between each object. According to 
figure 3, we can define the 12 spatial relationships between each defensive player. 
The spatial relationship can be appropriately applied to basketball defensive strategy. 
Then, we reconstruct a spatial relationships table which represents a unique ID 
number for each spatial relationship as shown in table 1. 

Here we only consider 12 spatial relationships.  We do not consider the 
relationship for example: “A is up right side of B and close to B” due to object A and 
object B are too close and are the team partner. In this paper, spatial relationships  
are  used  to  evaluate  defensive  strategies  such as “2-3 local defensive” ”3-2 local  
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Fig. 2. To Film the basketball game with an overhead view 

 
Fig. 3. The distribution of 12 spatial relationships 

defensive” or “2-1-2 local defensive”. Figure 4 shows  the  topologies of these 
defensive strategies and they would be the standard defensive strategies which are 
stored in the database.  In figure 5, there exist six objects A B C D E and F. 
A-E are players and F is the basketball stand which plays a role as benchmark. 
Generally, the topology for a defensive strategy does not vary dramatically in an 
image sequence, since a team enforces a defensive strategy with certainty. Different 
relationships have their own ID number and the relationship sets can be represented 
by the matrix for each frame, since different defensive strategies have different spatial 
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relationships. As shown as the topology in figure 5, the spatial relationships can be 
represented by the 6X6 SP matrix as follow:  
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This matrix represents the spatial relationship for the i th frame of video clip j. For 
our system, we have n SP matrix, since we choose n frames from every chip equally. 
The set of SP matrix can be represented as follows. 
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Fig. 4.  Three topologies of defensive strategy 

  

Fig. 5. The topology of defensive based on spatial relationship 
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We could calculate the similarity among different defensive clips. The distance dist 
between SP matrixes of each frames of different clip is obtained according to table 2.  
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Table 1. 12 spatial relationships 

ID Relationships Judgments(X Y) 
1 A is on the top of B (= >) 
2 A is under of B (= <) 
3 A is right side of B (> =) 
4 A is left side of B (< =) 
5 A is up right side of B (> >) 
6 A is up left side of B (< <) 
7 A is bottom left side of B (< >) 
8 A is bottom right side of B (> <) 
9 A is on the top of B and close to B (= m) 
10 A is under of B and close to B (= mi) 
11 A is right side of B and close to B (mi =) 
12 A is left side of B and close to B (m =) 
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Table 2. The distance between each spatial relationships 

ID 1 2 3 4 5 6 7 8 9 10 11 12 

1 0 6 6 6 3 9 3 9 5 1 5 5 

2 6 0 6 6 9 3 9 3 1 5 5 5 

3 6 6 0 6 3 9 9 3 5 5 1 5 

4 6 6 6 0 9 3 3 9 5 5 5 1 

5 3 9 3 9 0 12 6 6 8 4 4 8 

6 9 3 9 3 12 0 6 6 4 8 8 4 

7 3 9 9 3 6 6 0 12 8 4 8 4 

8 9 3 3 9 6 6 12 0 8 4 4 8 

9 5 1 5 5 8 4 8 8 0 4 4 4 

10 1 5 5 5 4 8 4 4 4 0 4 4 

11 5 5 1 5 4 8 8 4 4 4 0 4 

12 5 5 5 1 8 4 4 8 4 4 4 0 

And the similarity SoD(Similarity of Defensive) between two defensive clips j and 
k is shown as followed:  
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According the value of SoD, we could find similar defensive strategies in the 
database. The system supports a GUI to display the active similar defensive shot. This 
mechanism helps coaches to find the standard defensive technique for teaching and 
they could learn the usage frequency of the defensive strategy by the opponent.  

4   Experimentation and Result 

In our system, we need camera installation and proper clip editing, since we will just 
evaluate the defensive strategies.  We should pre-edit the video and cut out the 
suitable clips that we want. The average time period of each clip is 20 seconds. 
However, the number of frames is probably different among clips which would 
impede comparison between defensive strategies. To solve this problem, we should 
choose enough average frames to make sure each clip would have an equal or close 
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on number of frames. The figure shows the GUI and the results of a query. We 
experimented with a desktop PC of Pentium-4 3.0 GHz. In this system, we marked the 
goals first before we extracted the locations of the players as shown in the video in the 
figure 6. The upper right side of figure 6 shows the defensive location of the players. 
After extracting the locations, the system would record the spatial relationships of 
every frame in the database. And we can query for the similarity of defensive 
strategies from the database. Presently, our database has 361 specimens. We still 
collect and film basketball games for expanding the number of specimens to be stored 
in the database. 

 

Fig. 6. The GUI and query results 

5   Conclusion and Future Work 

In this paper, we track objects moving in basketball game video sequence and record 
the locations of the defensive players. After extracting the locations, we used Spatial 
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Relationships to define the relationships between players for evaluating basketball 
defensive strategies. The system could retrieve the similar defensive strategies 
efficiently. It will help coaches and players to learn how they carried out the tactics 
via continuous frames. The coaches could teach players to learn various defensive 
strategies within the shortest time through the system and without using a white board 
on which marker pens or colored magnets are used to demonstrate specific tactics. 
The next work we will proceed to analyze is offensive tactics. A ball game includes 
offense and defense both which are crucial to win or lose. In addition, coaches can, by 
using another program to position correct defensive reactions, evaluate players' 
understanding towards specific tactics from their chosen defensive positions and 
moves. 
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Abstract. Intelligent rooms are responsive environments in which human activi-
ties are monitored and responses are generated to facilitate these activities. Re-
search and development on intelligent rooms currently focuses on the integration 
of multiple sensor devices with pre-programmed responses to specific triggers. 
Developments in intelligent agents towards intrinsically motivated learning 
agents can be integrated with the concept of an intelligent room. The resulting 
model focuses developments in intelligent rooms on a characteristic reasoning 
process that uses motivation to guide action and learning. Using a motivated 
learning agent model as the basis for an intelligent room opens up the possibility 
of intelligent environments being able to adapt both to people’s changing usage 
patterns and to the addition of new capabilities, via the addition of new sensors 
and effectors, with relatively little need for reconfiguration by humans. 

1   Introduction 

Developing intelligent rooms, such as The Sentient in the Key Centre for Design 
Computing and Cognition at Sydney University pictured in Fig 1, has been dominated 
by the development of configurations of sensors, effectors, and software architectures 
that specify protocols for interpreting and responding to sensor data.  

 

Fig. 1. The KCDCC’s intelligent environment, The Sentient 

In their seminal papers on IE design, Brookes [1] and Coen [2] argued that a key 
design goal for developing IEs is to enable them to adapt to, and be useful for, every-
day activities. The ability of IEs to adapt their behaviours autonomously to changes in 
activity patterns is still an open research area. Configuring new sensor and effector 
systems to allow their IEs to produce useful behaviours is time consuming and labour 
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intensive. A motivated learning agent, for example, as introduced by Singh et al [3], is 
an agent that is self-motivated to learn. Self-motivated learning as a basis for an intel-
ligent room creates an IE that is driven to adapt to new sensors and effectors and 
changing usage patterns. In this paper we present a model for an intrinsically moti-
vated intelligent room that can adapt its learned behaviours from patterns of usage de-
rived from its sensor data. 

2   Intelligent Environments 

An IE is a physical space for living or working that is agent controlled and can bring 
computational power embedded within it to bear in a manner that helps users of the 
environment perform their daily tasks. The term Intelligent Environment has not been 
universally adopted and IEs also go under other names such as Jeng’s [4] Ubiquitous 
Smart Spaces. An IE would necessarily need to be able to sense what is happening in-
side of it and respond to it with effectors - whether lights, projectors, or doors - in or-
der to exhibit intelligent behaviour and help users. 

IE research could be regarded as a sub-field of ubiquitous computing since a major 
aim of ubiquitous computing is to seamlessly integrate computers into everyday liv-
ing. IEs have several specific design requirements. Brooks [1] and Coen [2] have ar-
gued that IEs should adapt to, and be useful for, ordinary everyday activities; they 
should assist the user, rather than requiring the user to attend to them; they should 
have a high degree of interactivity; and they should be able to understand the context 
in which people are trying to use them and behave appropriately. An IE is essentially, 
as Kulkarni [5] suggests, an immobile robot, but its design requirements differ from 
those of normal robots, in that it ought to be oriented towards maintaining its internal 
space rather than exploring or manipulating an external environment. 

MIT’s intelligent room prototype e21, shown in Fig 2, facilitates activities via a 
system called ReBa, described by Hassens et. al. [7] which is the context handling 
component of the room. ReBa observes a user’s actions via the reports of other agents 
connected to sensors in the room's multi-agent-society and uses them to build a higher 
level representation of the user’s activity. Each activity, such as watching a movie or 
giving a presentation, has an associated software agent, called a behaviour agent 
which responds to a user action and performs a reaction, such as turning on the lights 
when a user enters the room. Behaviours can then layer on top of one another based 
on the order of user actions, acknowledging differences in context such as showing a 
presentation in a lecture setting versus a showing one in an informal meeting. Al-
though ReBa can infer context in this way, it cannot adapt to new ways of using the 
room. In order for an entirely new context to be created, ReBa’s behaviour agents 
must be pre-programmed to recognize the actions of the user and take an appropriate 
action. It does not self-adapt to new usage patterns. Furthermore, when new sensors 
are added to the room, the existing rules must be modified manually if they are to take 
advantage of the new sensor data. Our model, by contrast, uses intrinsic motivation to 
learn behaviours rather than having the behaviours implemented as part of the agent. 

Other researchers have taken approaches to designing environments that are not 
explicitly agent-based. Both the University of Illinois’ Gaia [8] and Stanford Univer-
sity’s Interactive Workspace Project [9] have taken a more OS-based approach, de-
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veloping Active Spaces and Interactive Workspaces respectively, which focus on the 
role of the room as a platform for running applications and de-emphasizing the role of 
the room as a pro-active facilitator. The specification of an action in these systems is 
is triggered by the user and the behaviour is programmed by an applications devel-
oper. Gaia’s context service provides the tools for applications developers to create 
agent-based facilitating applications, and the overall model is reactive rather than 
adaptive. Georgia Tech’s Aware Home Research Initiative plans on incorporating an 
infrastructure for developing context-aware applications [10], but so far no systems 
exist which allow IEs to self-adapt to new usage patterns. We believe that a motivated 
agent-based approach allows for this kind of adaptation. 

 

Fig. 2. MIT’s Intelligent Room Prototype e21, from [6] 

3   Motivated Learning Agents 

In AI literature an agent is anything that can be viewed as perceiving its environment 
through sensors and then acting within its environment using effectors on the basis of 
this sensor input. Agent models have a lot in common with IEs: both are described as 
having sensors for monitoring their environment and effectors for making changes to 
the environment. A variety of agent models have been developed over time with dif-
fering ways of mapping sensor input to effector output, from simple rule-based reac-
tive agents through to complex cognitive agents that try to maintain, and reason about, 
an internal model of the world. The question then is, what kind of agent model would 
be a suitable basis for an IE? 

An IE needs to be driven to assist users, adapt to changes in its configuration, adapt 
to changing uses of the IE, and understand context. Drives of this kind have been 
modelled by the concept of motivation in agent research, leading to several different 
varieties of motivated agent models. Norman and Long [11, 12, 13] developed a mo-
tivated agent model where motivation was modeled by the temporal urgency of tasks 
to be completed in order for a motivated agent-controlled warehouse to fill orders. 
Part of the model is shown in Fig 3, which illustrates how the motivation component 
directed the reasoning process to create new goals for the agent. 
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Fig. 3. Norman and Long’s motivation model, from [11] 

Beaudoin and Sloman [14] developed a simulation of a robot nursery in which a 
robot nursemaid implementing a motivated agent model was shown to effectively pri-
oritise tasks using a sophisticated model of motivation that included logical proposi-
tions, temporal urgency, and levels of insistence. In their design of an agent-
controlled water filtration plant, Aylett et al. [15] explicitly extended the role of moti-
vation in their agent model to planning, which showed promise despite the relatively 
simplistic motivation model used. Kasmarik et al [16] experimented with a domain 
independent model of motivation based on a novelty detector and used it as a trigger 
for reinforcement learning in different domain applications. 

The requirement for adaptation in an IE can be satisfied with a model of learning 
new behaviours through the interpretation of sensor data. Rather than specifying a spe-
cific set of competencies or goals with an external reward, we look for computational 
models of novelty and curiosity that allows the agent to respond to unexpected changes 
in the kinds of activities in the room. Saunders and Gero [17] modeled curiosity com-
putationally as a process that internally generates reinforcement signals that reward the 
discovery of novelty. They then modeled novelty as the property of being similar 
enough to other entities of the same class so as to be recognisable as part of that class, 
but different enough from the norm of that class’ form to be unusual. Computationally, 
novelty was modeled using a self-organizing map that categorized entities presented to 
the curious agent. The further from the centroid of a class that the new entity’s proper-
ties lay in the map, the more novel it was considered, but if it were more than a certain 
threshold away from the centroid the degree of novelty fell off following a Wundt 
curve, shown in Fig 4, representing dissatisfaction with an entity’s “strangeness”. 

Saunders and Gero demonstrated the utility of this model by using it to simulate 
the formation of cliques in artistic communities [18], to explore the design space of a 
simple architectural problem [19], and to provide a richer social force model of hu-
man crowds in museums [17]. This model of curiosity as a motivation could be ex-
tended for an IE by following the discovery of novelty with learning.  

Schmidthuber [18] and Singh et al [3] have developed agent prototypes that are mo-
tivated by their own models of curiosity. Schmidthuber developed an agent with a co-
evolutionary learning strategy using a highly idiosyncratic model of curiosity that 
showed promising empirical results in performing exploration when compared with 
other learning strategies. Singh et. al.  developed a model of an intrinsically motivated 
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reinforcement-learning agent. Inspired by a psychological definition of intrinsic moti-
vation, which is being motivated to do something because it is inherently enjoyable, 
they developed a learning algorithm in which the learner is rewarded internally for dis-
covering new properties of its domain. They also gave the agent the capacity to build 
incrementally upon the list of actions that it discovered it could undertake in its domain 
and allowed them to be chained together into more complicated actions. A comparison 
between their prototype and a regular reinforcement learning agent showed that it was 
significantly faster at learning new behaviours. The most interesting feature of the pro-
totype that they built was that the agent was able to learn new behaviours relatively 
quickly with no human intervention at all. The successes of Schmidthuber and Singh et 
al.’s motivated learning agents suggest that a motivated learning agent model could be 
a viable solution to providing the adaptation required for an IE. 

 

Fig. 4. The Wundt curve. Motivation rises and then falls off as novelty increases. From [16]. 

4   Intrinsically Motivated Intelligent Room 

Combining the ideas in IEs with motivated learning agents leads to a model for an in-
trinsically motivated intelligent room. Motivation can play a valuable role in the agent 
model for an intelligent room generally, not just in learning, because it provides a model 
for the pro-active characteristics that are desirable in IEs. We present a motivated agent 
model for an intelligent room that is motivated by novelty to learn and by competency 
to act, as illustrated in Fig 5. The model assumes two significant entities: the world and 
the agent. The world is described at any point in time by the data that can be sensed in 
the intelligent room. The agent has sensors to sense the state of the world, effectors to 
change certain aspects of the state of the room, a memory of world states and events, 
and a reasoning process that includes motivation, action, and learning. 

The World State. The motivated learning agent exists within a specific world. The 
state of the world is the basis for agent’s interaction with the world; therefore it be-
comes the basis for configuring sensors and effectors and adapting to new behaviour 
patterns. While models and systems for sensors and effectors can be complex hard-
ware and software architectures, we use a simple model here in order to focus on the 
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agent’s reasoning process. The world state at time t, W(t), is characterised as a parti-
tioned tuple of sensor inputs, which are in turn represented as attribute-value pairs 
such as PRESSURE_PAD=ON. One side of the partition represents inputs from sen-
sors without associated effectors, such as a pressure pad in the floor. The other side of 
the partition represents inputs from sensors that do have associated effectors, such as 
a sensor attached to a light switch which can be both activated manually by a human 
operator and automatically by the room itself. A world state representation W(t) will 
therefore take the form: 

W(t) ::= <senseData> 

<senseData> ::= “(” <senseOnly> “|” <senseEffect> “)” 

And an example of such a representation is: 

W(0) = (PRESSURE_PAD=ON | LIGHT_DIMMER_INTENSITY=0.5, 
DESK_LAMP=ON) 

This distinction is relevant because the intention is for the motivated agent to learn 
behavioural rules that include changes in the effectable sensor data part of its suffi-
cient conditions. For instance a rule such as the following would represent a behav-
iour that the IE would not have the capacity to enact since it does not have the effec-
tors necessary to achieve it: 

IF SENSE = (PRESSURE_PAD=ON) THEN EFFECT = 
(PRESSURE_PAD_4=ON) 

 

Fig. 5. The intrinsically motivated intelligent room model 
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Sensation. In the sensation process, sensor input from the world is converted into a 
form suitable for performing reasoning and learning. The new world state W(t) is 
stored in the set S of recent world states sensed by the agent. The sensation compo-
nent also records events or changes in the world state. An event is represented as 
Delta(t), the changes in sensor inputs between W(t) and W(t-1). Delta(t) takes the 
same form as W(t), a partitioned tuple, but the values of the tuple represent the change 
in value between W(t) and W(t-1) with numeric values being  calculated as normal-
ized differences and nominal elements being 0 if no change occurred and 1 if one did 
occur. For example: 

W(0) = (PRESSURE_PAD=ON | LIGHT_DIMMER_INTENSITY=0.5, 
DESK_LAMP=ON) 

W(1) = (PRESSURE_PAD=OFF | LIGHT_DIMMER_INTENSITY=0.8, 
DESK_LAMP=ON) 

Delta(1) = (PRESSURE_PAD=1 |LIGHT_DIMMER_INTENSITY=0.3, 
DESK_LAMP=0) 

The sensation component recognises new sensors as an event in the Delta(t) tuple. 
Delta(t) is converted to a set of event labels, {e1 …  en }, that occurred at time t. The 
event labels are the basis for motivation, learning, and acting. 

Motivation. The intelligent room is motivated to learn when it recognizes a novel 
event. In the beginning, everything is novel and the agent is motivated to learn rather 
than act. As the agent builds a set of behaviours, it is motivated to act when it recog-
nizes an event that triggers a known behaviour and to learn when it recognizes a novel 
event. Our current novelty detector is based on a model of “interesting” developed 
and implemented by Kasmarik et al [16] for a motivated agent model. In this model, 
an event is interesting if it is rare in the agent’s cumulative experience of the world.  
This suits our need for identifying a novel event. Events are divided into groups using 
unsupervised clustering of event frequencies.  Each group is defined to be novel or 
not novel based on their frequencies of occurance. The novel events are then further 
clustered into groups of increasing rarity so that the agent can be motivated to learn 
about more common or ‘easier’ events that are more likely to have sufficient patterns 
in the agent’s memory.   

Clustering is performed by first sorting events in order of ascending frequency 
where frequency is calculated as the number of times the event has occurred divided 
by the size of the agent’s lifetime.  This produces an ordering (e1, f1), (e2, f2) … (en, fn) 
with differences d1, d2 … dn where dk = fk – fk-1.  K-means clustering with k=2 and ini-
tial centroids 0 and dmax where dmax = 

j
max dj produces two groups g1 and g2 with av-

erage distances to centroids a1 and a2. gi has the minimum average ai then events can 
be clustered as follows:  Place f1 in a new cluster.  For f2, f3 … fn, place fk in the same 
cluster as fk-1 if dk ∈ gi or in a new cluster otherwise.  We say that an event ei is novel 
if its frequency fi falls in the same cluster as f1.   

Learning. Learning must rely on finding patterns in previously experienced world 
states since it is inappropriate for an intelligent room to experiment with changes in 
the state of the room. The aim of the learning component of the agent model is to in-
fer a set R of behavioural rules from the set of stored world data S and then store R in 
memory for the action component to utilize. Such behavioural rules will be of the 
form: 



196 O. Macindoe and M.L. Maher 

Rule ::= IF SENSE = <window> THEN EFFECT = <action> 

Where <window> is a tuple of event label and time pairs satisfying a constraint on t 
and <action> is a tuple of event labels relating to effectors. Such rules are formed 
by considering the changes in world state within a given time window and construct-
ing rules to enact equivalent changes when sufficient support and confidence levels 
exist for such a rule to be derived. Data mining techniques such as MINEPI mining 
can find these rules from the memory of event labels.  

Action. The action component of the agent model maps the most recently sensed 
world state W(t) and previous world states within a given time window to a rule from 
the set of behavioural rules R to be executed by the IE’s effectors. It then sends the 
appropriate commands to the IE’s effectors to enact the changes in the world dictated 
by the rule selected. 

Memory. The sensation, motivation, learning, and action components all require in-
formation about earlier states of the world, and all except action update that informa-
tion. The memory component of the agent comprises a representation of previous 
worlds states, deltas, events, and behavioural rules.  

5   Conclusions 

A model for an intelligent room based on an intrinsically motivated learning agent 
moves us closer to an adaptable intelligent environment. Our initial tests with this 
model include sensor data that identifies different behaviours associated with the loca-
tion of people in the room (the pressure pads) and the state of the electric devices in 
the room (lights, projectors, applications being projected). Given this kind of data, 
behaviours can be learned that are based on patterns of use, rather than on the identi-
ties of the individuals in the room. We are currently simulating the sensor data based 
on activity scenarios to test the appropriateness of our novelty detector and rule min-
ing algorithms. The validation of this model is a test of its adaptability, that is, can the 
room change its behaviour when new sensor or effector data are introduced. 
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Abstract. We evaluated several multivariate stream data reduction techniques that 
can be used in sensor network applications. The evaluated techniques include 
Wavelet-based methods, sampling, hierarchical clustering, and singular value de-
composition (SVD). We tested the reduction methods over the range of different 
parameters including data reduction rate, data types, number of dimensions and 
data window size of the input stream. Both real and synthetic time series data 
were used for the evaluation. The results of experiments suggested that the reduc-
tion techniques should be evaluated in the context of applications, as different ap-
plications generate different types of data and that has a substantial impact on the 
performance of different reduction methods. The findings reported in this paper 
can serve as a useful guideline for sensor network design and construction. 

1   Introduction 

A typical wireless sensor network (WSN) consists of small battery-powered wireless 
devices and sensors. Conserving battery power on such devices is crucial to improve 
the life span of a WSN. Among many operations that a sensor node performs, trans-
mitting data among sensor nodes typically consumes the most energy. Many data 
reduction techniques have been proposed to address this problem [1, 2, 3]. However, 
different sensor networks have different data requirements depending on the types of 
applications they run and characteristics of data generated by different applications 
can be also different. Thus, such data reduction techniques need to be evaluated in the 
context of applications and the types of data they generate. In this paper, we attempt 
to identify such application specific requirements, and to propose different data reduc-
tion techniques for different types of application scenarios. 

Three broad areas of sensor network applications are environmental monitoring, 
object tracking, and object guarding [4, 5, 6, 9]. First, examples of environmental 
monitoring are flood detection, home application and habitat monitoring. Long-term 
data analysis over low frequency data is usually used in this type of applications.  
Second, examples of object tracking include vehicle tracking, military applications 
and SCM (Supply Chain Management). These applications typically generate high 
                                                           
*  Work performed while the author visited North Carolina State University. 
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frequency multivariate data. Finally, examples of object guarding are emergency 
medical care, intrusion detection and earthquake risk assessment. These applications 
require real-time monitoring of outliers and detection of abnormality in the data. As 
we see here, different applications need different models for data acquisition, trans-
mission, and storage. These need to be considered together with physical constraints 
such as limited bandwidth and power, and unreliable network, when the data reduc-
tion techniques are evaluated. 

A typical sensor network example is shown in Fig. 1. A sensor node has one or 
more sensors. A node periodically collects data from its own sensors as well as data 
transmitted from other children sensor nodes. Thus, data collected by a sensor node 
naturally forms a multivariate time series. Previous researches on data acquisition and 
transmission have suggested data reduction techniques suitable for single or relatively 
small numbers of attributes [2, 7]. However, these techniques may not suitable for 
applications such as object tracking and guarding as they typically generate multivari-
ate data with large numbers of attributes. This problem is even more exacerbated in 
sink nodes (see Fig. 1) where data generated by all sensor nodes in the network is 
collected and aggregated.  

In this work, we studied efficient, multivariate approximate data transmission tech-
niques as follows. First, we defined the hierarchical/distributed sensor network archi-
tecture and data model. Second, we classified application areas in wireless sensor 
networks, and then briefly introduced the multivariate data reduction techniques, such 
as Wavelet, HCL (Hierarchical Clustering), Sampling and SVD (Singular Value De-
composition). Finally, we experimented with data reduction methods with respect to 
relative error and reduction ratio.  

The rest of the paper is organized as follows. Section 2 presents related work. Sec-
tion 3 defines a hierarchical/distributed sensor network architecture and data model. 
In section 4 we suggest a simulation model and introduce some multivariate data 
reduction techniques. Section 5 reports the result of our experiments. Section 6 pre-
sents concluding remarks. 

2   Related Work 

Many previous work [1, 2, 3] in sensor networks studied data aggregation and ap-
proximate data transmission between sink nodes and base stations. Generally, data 
analysis and reduction techniques in sensor network include clustering, wavelet, his-
togram, regression, aggregation, sampling, PCA and SVD. Aggregation is an effective 
mean to get a synopsis (avg., max., min.), but is rather crude for applications that need 
detailed historical information [3]. Spectral models such as DWT, DFT and DCT are 
tuned for time sequence, ideally with a few low-frequency harmonics, but it is inef-
fective under the multi-dimensional attributes [11, 13]. Sampling has a good perform-
ance, but has some problems such as sampling ratio, relational join over arbitrary 
schemas and set-valued approximate queries [10, 11]. Clustering techniques for 
stream data is presented in [15] which analyzed the complexity and requirements of 
one-pass clustering over streaming data. 

These previous work focused on solving the problems with intrinsic characteristics 
and limitations of sensor networks, but these techniques don’t take into account the 
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application specific requirements and different types of nodes with varying capabili-
ties. In this paper, we evaluated the multivariate data reduction methods in the context 
of different applications. The findings reported in this paper can serve as a useful 
guideline for sensor network design and construction. 

3   System Architecture 

Hierarchical/Distributed organization is the most widely adopted model in sensor 
network [4]. Fig. 1 shows its architecture. Each type of nodes has the following char-
acteristics. 

• Sensor node gathers periodically the multivariate data collected from sensors or 
target nodes. Data transmission is done by a multi-hop or cluster-based communi-
cation method and not typically done by a point-to-point direct communication.  

• Each sensor node has a small processor and main memory, and periodically sends 
the data to sink node by wireless communication. Sink node collects the data from 
the nodes and usually contains in-memory DBMS. 

• Sink nodes transmit data to a base station through a wireless communication. 
Aggregated data collected in a base station can be stored in a server node for ar-
chiving and for serving historical queries spanning over long period of time. 

• Server node and base station use an existing network infrastructure and have a 
traditional DBMS. Generally, a server node has a multi-dimensional data cube in 
order to serve aggregate queries efficiently. 
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Fig. 1. General architecture and simulation model in wireless sensor network 
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As shown in Fig. 1, data collected by each sensor node is transmitted to the sink 
node. The sink node then temporarily stores the data for some time, and periodically 
sends the data to the base station. Data reduction is typically performed in this trans-
mission because the size of aggregated data can be large, and depending on the appli-
cations, often times large, exact original data is out of favor to compact approximate 
summarization [8]. 

Communication between the base station and the server node typically use a wired 
network such as LAN, and hence the data transmission and reduction methods for 
these nodes should be considered differently. Unlike sensor and sink nodes, these 
nodes contain a powerful CPU, a large amount of memory, and reliable power 
sources. Efficient query processing over the large collection of aggregated data should 
be the more important consideration in these nodes. Similar to the transmission 
model, the query and data acquisition model also have to be determined according to 
the application requirements. 

4   Multivariate Data Reduction Methods in Sensor Networks 

We compared the multivariate data reduction methods, such as DWT (Discrete Wave-
let Transformation), HCL (Hierarchical Clustering), Sampling, and SVD (Singular 
Value Decomposition) over different types of data generated from different applica-
tion scenarios. In what follows, we present brief descriptions of the data reduction 
techniques and their characteristics. 

DWT: The DWT is a linear signal processing technique using a hierarchical decom-
position function. DWT is closely related to the DFT (Discrete Fourier Transform) 
and performs well with a low frequency data type. However, its performance de-
grades if data has several spikes or abnormal jumps [10, 13]. The advantages of DWT 
are the fast computation and small space complexity. A fast DWT algorithm has a 
complexity of O(n) for an input vector of length n [10]. Some researchers [7, 11] 
proposed the improved versions of the wavelet method, but it is still inefficient with 
the presence of multi-dimensional attributes. 

HCL: Clustering is partitioning the objects into groups or clusters so that objects 
within a cluster are similar to one another and dissimilar to objects in other clusters 
[10, 15]. It can be used for data reduction as a group of similar objects in a cluster can 
be replaced with a single centroid. In order to cluster multivariate data set, in our 
experiments, we used the hierarchical clustering method using single, average and 
complete-linkage method. The HCL with multi-dimensional index tree can be used 
for hierarchical data reduction as well as for the fast approximate answers to queries. 

Sampling: Sampling can be used as a data reduction technique since it allows a large 
data set to be represented by a much smaller random sample of the data [10, 11]. An 
advantage of sampling for data reduction is that the cost of obtaining a sample is pro-
portional to the size of the sample. The complexity of sampling is potentially linear 
and we can easily control sampling rate according to the error ratio. But it is ineffec-
tive for ad-hoc relational joins over arbitrary schema and effectiveness for set-valued 
approximate queries is unclear [11]. 



202 S. Seo, J. Kang, and K.H. Ryu 

SVD: SVD can be used for multivariate data reduction and is defined as follows.  

Definition 1. (SVD): Given an m×n real matrix X, we can express it as X=UΣVT 
where U and V are column-orthonormal and Σ is a diagonal matrix such that  

m mU ×  = T TUU U U I= = , n nV ×  = T TVV V V I= =                          (1) 

m n× = [ ] 0
ij

= , i j≠ , [ ] 0iii
σ= ≥ , 1 2 min{ , }m nσ σ σ≥ ≥ ⋅ ⋅ ⋅ ≥               (2) 

Recall that a matrix U is called column-orthonormal if its columns ui are mutually 
orthogonal unit vectors.  So, UT is equal to U-1 and U × UT=I, where I is the identity 
matrix. Σ is a diagonal matrix with values called singular values {σi} in its diagonal. 
The rank k of X equals to the number of nonzero singular values of X. The SVD of 
X=UΣVT can be illustrated as follows. 
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Fig. 2.  Column space, rank and null space 

As for the space complexity, the original matrix X contains N×M data elements 
while the SVD representation, after truncating to k principal components, will need 
N× k data elements for U, k data elements for the Eigen values, and k×M data ele-
ments for the V matrix. Thus, the reduced data to the original data ratio, s_ratio, is as 
follows [12, 13]. 

_
N k k k M k

s ratio
N M M

× + + ×= ≈
×

 ( N M k≥ )                          (3) 

5   Experiments and Analysis 

5.1   Data Sets 

Our results are based on experiments over three data sets obtained from [16, 19]. The 
first data set, SCCTS (Synthetic Control Chart Time Series), contains 600 examples 
of control charts synthetically generated by the process introduced by Alcock and 
Manolopoulos in [16]. 

The SSCTS consists of the six different classes of control charts (Normal (a), Cy-
clic (b), Increasing trend (c), Decreasing trend (d), Upward shift (e), Downward shift 
(f)). The second data set include five synthetic data sets generated using the waveform 
generator. Each data set is created applying different combinations of parameters 
including waveform (one of sine, cosine, square, and saw-tooth), frequency (in Hz), 
DC level and random noise [19]. The third data set is the robot traces containing force 
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and torque measurements on a robot moving an object from one location to another. 
Each movement is characterized by 15 force/torque samples collected at regular time 
intervals [14, 16]. 
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(e) 

(f) 
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(a) SCCTS (Synthetic Control Chart Time Series)

 
(b) Random waveform generator 
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(c) Examples of typical robot traces 

Fig. 3. Data sets of multivariate time series and sensor data 

In order to measure the relative error ( σ ) between the original matrix A  and its 

approximation A , we used the following metric.  

                                       F

F

A A

A
σ

−
= , where ( )1

2 2

ijF ij
A a=                                 (4) 

In order to compute the relative errors for the reduction methods, we need to be 

able to recover the original matrix from its reduced form. The recovered matrix, A , is 
an approximation of the original matrix, A, and has the same dimensionality as A. 

Computing A  is straightforward for all reduction methods by their definition except 
the sampling method. We interpolated the sample points to approximate the missing 
values in the time points where the samples were not taken. For the experiments, we 
used the multivariate data reduction algorithms available from [17, 18] after some 
modification.  

5.2   SSCTS Data (Data Size vs. Performance) 

Fig. 4 shows the result of experiments where we compared the relative errors of the 
reduction methods over the range of different parameters. Fig. 4 (top left) compares 
the relative errors over the range of different data reduction ratios from 50% to 95% 
(e.g., 95% means the size of data after reduction is just 5% of the original). HCL was 
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the worst performer while sampling showed the best performance.  Fig. 4(top right) 
compared the reduction methods over the varying numbers of attributes (or dimen-
sions) in the input data. For example, at x=50 (the first data point in the x axis), the 
algorithms are compared over data with 50 sensor readings in each time point. In this 
test and the next test (shown on the bottom left), we fixed the reduction ratio to 90%.  
As the figure shows, all methods are not affected much by dimension size.  

0

0.05

0.1

0.15

0.2

0.25

0.3

50 70 85 90 95

Reduced Data Size (%)

Wavelet
HCL
Sampling
SVD

R
el

at
iv

e 
E

rr
or

 R
at

io

0

0.05

0.1

0.15

0.2

0.25

0.3

50 70 85 90 95

Reduced Data Size (%)

Wavelet
HCL
Sampling
SVD

Wavelet
HCL
Sampling
SVD

R
el

at
iv

e 
E

rr
or

 R
at

io

0

0.05

0.1

0.15

0.2

0.25

0.3

50 100 200 300 400 500 600

Number of Data Attribute

R
el

at
iv

e 
E

rr
or

 R
at

io Wavelet
HCL
Sampling
SVD

0

0.05

0.1

0.15

0.2

0.25

0.3

50 100 200 300 400 500 600

Number of Data Attribute

R
el

at
iv

e 
E

rr
or

 R
at

io Wavelet
HCL
Sampling
SVD

Wavelet
HCL
Sampling
SVD

 

0

0.05

0.1

0.15

0.2

0.25

0.3

16 32 64 128 256 512 1024

Window Size (Number of Time Point)

R
el

at
iv

e 
E

rr
or

 R
at

io

Wavelet
HCL
Sampling
SVD

0

0.05

0.1

0.15

0.2

0.25

0.3

16 32 64 128 256 512 1024

Window Size (Number of Time Point)

R
el

at
iv

e 
E

rr
or

 R
at

io

Wavelet
HCL
Sampling
SVD

Wavelet
HCL
Sampling
SVD

0

2000

4000

6000

8000

10000

12000

400 1600 6400 19200 44800 102400 230400 512000

Data Set Size

E
xe

cu
ti

on
 T

im
e 

(m
il

li
se

co
nd

s)

Wavelet
HCL
Sampling
SVD

0

2000

4000

6000

8000

10000

12000

400 1600 6400 19200 44800 102400 230400 512000

Data Set Size

E
xe

cu
ti

on
 T

im
e 

(m
il

li
se

co
nd

s)

Wavelet
HCL
Sampling
SVD

Wavelet
HCL
Sampling
SVD

 

Fig. 4. Data size vs. Reduction methods performance 

Fig. 4(bottom left) shows if the data window size has any influence on the perform-
ance of the methods. In each sensor node, data is accumulated for a while before 
transmitted to the node in the upper layer. The window size determines how much 
readings will be accumulated for each transmission. For example, if the window size is 
10, then sensor readings are accumulated for 10 time points and transmitted as a unit. 
In this test, SVD showed a stable performance over the increasing window sizes while 
the others, especially HCL and Wavelet, showed increasing errors for larger windows.  

Fig. 4(bottom right) compares the execution time for each method as the data size 
increases. This result shows that HCL and wavelet are more computationally expen-
sive than others.  Overall, sampling was superior to others for six different classes in 
SSCTS. Wavelet took longer than others and was susceptible to the increase of win-
dow size. SVD showed a reliable performance in most of the cases. 
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5.3   Synthetic Data (Data Type vs. Relative Error Ratio) 

Fig. 5 compares the performance of the data reduction methods over the different 
types of data generated from different application areas. The synthetic data set gener-
ated from the waveform generator was used. In order to emulate the object tracking 
and object guarding scenarios, we inserted randomly generated outliers to the data. In 
this experiment, we fixed the data reduction ratio to 80% while varying the window 
size and the number of attributes. Fig. 5 (top left) shows the result with low frequency 
data set such as sine or cosine curves having low harmonic characteristics in the same 
attribute. All methods performed well in this test except HCL. HCL failed to produce 
comparable results.  

Fig. 5 (top right) shows the result with the high frequency data set. HCL was the 
worst while sampling was the best. SVD and Wavelet performed reasonably well. Fig. 
5 (bottom left) shows the result with the mixed input data with the ratio of high fre-
quency to low frequency being 3:2. Fig. 5 (bottom right) shows the result with the 
data set containing outliers and abnormal patterns. SVD performed well while HCL 
and wavelet did not.  
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Fig. 5. Data types vs. Relative error ratio 
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5.4   Robot Trace Data (SVD vs. Adaptive Reduction) 

Fig. 6 shows the results of experiments performed with the robot trace data (obtained 
from [14, 16]). In Fig. 6 (left), we compared the four methods over five different 
types of trace data including Normal, Collision, Obstruction, Lost, and Move as de-
scribed in [16]. The reduction rate is fixed to 80% in this test. Overall, SVD showed 
more stable performance than others throughout the test. Fig. 6 (right) compares the 
SVD method (the best performer in the previous test) with the adaptive reduction 
method where we apply the reduction method adaptively for each window. The data 
set used in this test also has five different types of traces, represented as LP1 to LP5 
as described in [16].  

In this adaptive method, data in each window is first examined and the best reduc-
tion method for the given window is determined and applied. In order to implement 
this approach correctly, we need a classifier that predicts the labels for each window 
characterizing the properties of data in the window. Although it is an interesting and 
important area of research, exploring multivariate classifiers is out of scope of this 
paper. In our implementation of the adaptive approach, we simply assumed the cor-
rect labels for each window are given. As the result suggests, given an accurate classi-
fier, we can achieve a significant improvement on the reduction performance over the 
static methods. We plan to investigate this adaptive reduction framework in our future 
work.  
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Fig. 6. Relative error ratio of robot failure behavior 

6   Conclusion 

We compared multivariate data reduction techniques that can be used in various sen-
sor network applications, including wavelet, HCL, sampling and SVD methods, over 
both the real and synthetic time series data. We showed the relative performance of 
different methods vary over the data sets with different data characteristics. The find-
ings reported in this paper can serve as a useful guideline for sensor network design 
and construction. 
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Abstract. Graph Neuron (GN) is a network-centric algorithm which
envisages a stable and structured network of tiny devices as the platform
for parallel distributed pattern recognition. However, the unstructured
and often dynamic topology of a wireless sensor network (WSN) does not
allow deployment of such applications. In this paper, using GN as a test-
bed application, we show that a simple virtual topology overlay would
enable distributed applications requiring stable structured networks to
be deployed over dynamic unstructured networks without any alteration.

1 Introduction

WSNs are deployed in critical environments for event sensing and reporting
purposes. Due to the computation constraints of sensors, most contemporary
WSNs are designed to react to immediate real-time events by relying on a high-
performance base station or a server for centralised event processing. Such WSNs
have been deployed in areas such as Health Monitoring, Traffic Control, and In-
dustrial Sensing. More recent applications are in Infrastructure Security and
other detection/tracking areas [1]. The Graph Neuron (GN) proposed in [2][3],
as a real-time parallel pattern recognition algorithm for tiny devices uses a simple
distributed algorithm to intelligently recognise patterns in the monitored envi-
ronment. We assert that for real-time systems, particularly those which make use
of in-network processing, the underlying network must have a structured topol-
ogy with established mechanisms for ensuring bounded time delays for all of its
operations. Chord [4] as distributed lookup scheme can be conjectured to provide
a structure to a WSN for seamlessly handling the dynamic aspects of the WSN
and for providing the necessary framework for supporting distributed applica-
tions such as the GN. In this paper we would investigate a Chord based scheme
for establishing a self-organising and self-adapting structure for the WSN. Ad-
ditionally, we would use the Chord overlay to meet the application’s scalability
requirements.

2 Background

Graph Neuron (GN) is a pattern recognition algorithm which can form an asso-
ciative memory network by interconnecting tiny devices in a graph-like structure
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called the GN array; shown in Figure 1. The information presented to each of
the tiny devices (GN nodes) is in the form of a value, position pair. Each of
these pairs represents a data point in the reference pattern space. The GN array
hence forth converts the spatial/temporal patterns into a graph-like represen-
tation and then compares the edges of the graphs for memorisation and recall
operations. The advantage of having a graph-like representation is that it pro-
vides a mechanism for placing the spatial/temporal information in a context.
Hence not only can we compare the individual data points but we may also
compare the order in which these occur. The GN algorithm utilises the real
parallelism present within the network to speed up the comparisons. The num-
ber of comparisons required for matching a stored pattern with an incoming
sequence for an n vertex graph could be of the order of O(2n/3)[2][5], however
the GN circumvents this very high computational cost through fine-grained par-
allelism [5].

The data representation for a GN may be summarised as follows: input pairs
p(value,position) are mapped on to a virtual array of processors by using the
adjacency characteristic of the input e.g. alphabets and numbers would have their
inherent adjacency characteristics. Similarly images would have the frequency
bands, intensity, and spatial coordinates as the adjacency characteristics per
pixel etc. For a reference pattern domain R, the GN array represents all possible
combinations of P in R. Each GN node is initialised with a distinct pair p from
the input domain R. Also, each GN node executes an instance of the full GN
code. A GN instance keeps a record of the number of times it encounters a
matching input pair within its bias array. Each row of the bias array comprises a
list of the adjacent GNs relating to a matched input pair. The bias row counter
is incremented for every new pair encountered by the instance. A new pair is
defined as the one which has a different set of adjacent GN nodes to the existing
rows of the bias. The GN algorithm may be categorised into the following three
stages:

Fig. 1. A simplified representation of
the GN array’s store (memorise) and
recall operations

Fig. 2. Structuring WSN with a Chord
overlay



210 M. Baqer, A.I. Khan, and Z.A. Baig

1. Mapping of the input pattern to the appropriate GN nodes.
2. Marking the end of the incoming pattern.
3. Bias update and lookup operations for pattern recall or memorisation.

Most of the steps within these stages may be executed in parallel. Stage 3 op-
eration will result in one of the two possible outputs, namely memorisation or
recall. A memorisation process is initiated if an input pattern is not matched
with stored patterns. On the other hand, a recall is the result of a match be-
ing found amongst the stored patterns [2][5]. The GN algorithm requires that
the nodes are setup as an ordered array where each node is aware of its adja-
cent nodes. In our proposed scheme, the Chord lookup protocol will be used to
structure the WSN, as can be seen in Figure 2.

3 A Structured In-Network Processing Scheme for WSNs

Implementation of the GN code on an unstructured and dynamic WSN is not
feasible since the GN algorithm assumes that the network be deterministic to
support its real-time processing requirements. Also, the GN algorithm requires a
structured network for gathering node adjacency information [2]. Our proposed
scheme ensures that a suitable structure is appropriated to the WSN (using the
Chord protocol) to meet these requirements.

Traditional WSN applications may constantly get interrupted owing to nodes’
join, leave, and failure. The Chord protocol in our proposal defines a distributed
lookup mechanism in which the position fields of the GN pairs and WSN nodes
are used to provide a robust self-organising overlay (virtual topology) capable
of handling the WSN dynamics. In addition, the overlay provides a reliable
mechanism [4] for locating the WSN node designated for hosting a particular
GN pair. The overlay uses an in-network distributed hash table (DHT)-based
mechanism to avoid relying on a centralised entity for content discovery and
structure maintenance.

In our scheme, every WSN node is assigned a key called the WSN key gen-
erated from its position in the network in our scheme. WSN node’s location
discovery is beyond the scope of this paper, however, [6] [7] propose effective
distributed techniques for WSN node position discovery. An input pattern P of
size N arriving at a node say X of the GN array may be visualised as a collec-
tion of N × p(value, position) pairs. On receiving the input pattern P, node X
decomposes P into N input pairs. A new GN key is generated for each input
pair p using its position field’s value. Node X next looks up its local memory for
any existing GN keys generated from previous inputs that can be reused for the
current input pattern. All additional GN keys, as required, are generated. Sub-
sequently, all generated GN keys are mapped by node X to corresponding WSN
nodes based on the individual WSN key ranges of each WSN node. Both the
GN keys as well as the WSN keys are generated using one of two hash functions
supported by the Chord protocol, namely, SHA-1 or MD-5. All WSN nodes in-
cluding node X which will be involved in the pattern recognition operation would
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forward the incoming GN pairs from node X to their respective GN instances
in the array. Finally, the GN instances running on the participating WSN nodes
will collaboratively complete the pattern recognition process.

The structured WSN topology in our scheme ensures that all search oper-
ations for finding adjacent GN pairs are completed in O(log n) time [4]. The
network layer handles the data communication and routing aspects. The sepa-
ration between the network layer and the Chord layer allows for flexibility and
efficiency in selecting the optimal routes based on routing techniques described
in [8]. We assume in our design that all active WSN nodes, regardless of their
contribution to the pattern recognition process, participate in routing.

All WSN nodes participating in the pattern recognition process are arranged,
by the Chord protocol, in a circular structured called the identifier circle - based
on their respective WSN keys. The identifier circle is divided into value ranges
based on WSN key values. Each WSN node in the identifier circle is responsible
for a range of WSN keys starting from its own WSN key. GN pairs are dis-
tributed among the WSN nodes based on the individual GN keys of the pairs.
The WSN node responsible for hosting a GN pair is located on the identifier
circle by checking for the existence of the GN key (for the GN pair) within the
WSN key range of the WSN node. These steps are shown as a pseudo code in
Figure 3.

The total number of available nodes in the WSN must be equal to or greater
than the size of the input pattern to ensure that every GN pair is mapped to
its designated WSN node. If the required number of WSN nodes is less than
the input pattern size, then the existing WSN nodes cater for missing nodes by
hosting multiple GN pairs derived from the input pattern. The consistent hash-
ing mechanism of Chord would to some extent balance the load resulting from
the handling of multiple GN pairs per node in this case.

1 for i = 1 to N
2 for j = 1 to N
3 if GN Keyi ∈ range (WSN Keyj)
4 GN pairi is mapped to WSN nodej

5 for available WSN nodes ≥ N, each GN pair will be mapped to a
6 unique WSN node.
7 Where N is the size of the arriving pattern P
8 range(WSN Keyj)=(predecessor’s WSN key, WSN keyj]

Fig. 3. Pseudo code for mapping GN pairs to WSN nodes

4 Maintaining the Virtual Topology

In [9] [10], Zou et al refer to the relationship between nodes in the identifier circle
as links and classify Chord’s links into short links and long links. Nodes adjacent
to any given node within the identifier circle are called its successor and prede-
cessor nodes respectively. Long links are introduced to provide short cuts within
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the identifier circle. Each node participating in Chord creates a routing table
called the finger table containing these long links as its entries. All finger tables
contain a maximum of k unique long links, where k ≤ m, where m is the number
of entries in the finger table [4]. Short and long links are prone to disruptions
owing to the dynamic nature of WSNs. Therefore, the process of maintaining
and verifying the correctness of these links is essential for maintaining the vir-
tual topology. The Chord protocol implements three different types of periodic
updates for maintaining the virtual topology - stabilize, notify and fix fingers.
The stabilize and notify updates are used for learning about newly joined WSN
nodes and node failures in short links. Whereas the fix fingers update is used to
adjust the long links by updating nodes’ finger tables.

A new WSN node discovers its location in the virtual topology after commu-
nicating with an existing WSN node in the Chord’s identifier circle. Using its
WSN key the node successfully finds its location in the identifier circle and up-
dates its adjacent nodes with its position. Subsequently, the newly joined node
contacts its successor, i.e. the first node with a higher ID than this node, to
acquire all GN keys of the GN pairs that belong to it along with the GN pairs
falling in its WSN key range on the identifier circle. When leaving the virtual
topology, a node migrates its GN pairs and its GN keys to its successor in the
identifier circle. The consistency of the identifier circle is preserved by ensuring
that a leaving node informs its successor prior to leaving and requests a stabilize
update routine to be executed by it.

5 Performance Evaluation and Results

The GN algorithm using a Chord overlay for the WSN was simulated using a
Java DHT simulator [11]. We assume that all WSN nodes are placed within
one hop from each other. Consequently, the network layer routing schemes do
not affect data collected from the Chord layer. The simulations implement the
application design described in Section 3. The GN pairs of the decomposed input
pattern are relayed to their designated WSN nodes by matching their individual
GN keys with WSN key ranges of the WSN nodes.

5.1 Simulation Parameters

The finger table entry parameter depicts the number of entries in the finger table
of a WSN node that are actually in use. The variations in the average path length
owing to the changes made to the following parameters were studied:

– finger table entries in actual use,
– network size, and
– the percentage of network nodes with updated finger tables.

Chord suggests using all m entries of the finger table to achieve optimal
lookup, where m is the number of bits used in the hashing process. This means
that m entries of the table need to be updated regularly to reflect the current
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network status and the sensor network needs to dedicate a significant portion of
its scarce memory and processing resources to verify the correctness of the fin-
ger table. A smaller number of the finger table entries may lead to sub-optimal
lookups, but would make better use of the scarce resources. The effects of vary-
ing finger table entries on the average path length were studied as part of the
simulation. Both the finger table entry parameter as well as the network size
were varied in our study. Several simulations were performed with different per-
centages of WSN nodes getting their respective finger tables updated. Nodes
were randomly selected for finger table updates in this case. The average path
length, for finding a match, was studied by varying the number of WSN nodes
randomly selected for updates.

5.2 Analysis

The result of the simulation for evaluating three most commonly used lookup
strategies are shown in Figure 4. The Figure shows the average path length for
random, iterative, and Chord key lookups being performed over network size
ranging from 64 to 16384 nodes. The iterative lookup sequentially traverses a
random set of WSN nodes and hence achieves approximately the same average
path length as the random lookup. When compared with iterative and random
lookups, Chord markedly outperforms both of these since it takes advantage
of the routing information present in its finger table. Average path lengths for
Chord stay sub-linear with increasing network sizes and hence provide much
better scalability than random and iterative lookups.

As can be seen from Figure 5, the average path length shows a consistent trend
over all three simulated network sizes. In each case, the average path length sig-
nificantly drops after 10% of the network has been updated, thus indicating that
the lookup performance can tolerate sub-optimal network updates. This result
suggests that finger table updates can be done more selectively and less fre-
quently in the network without significantly increasing the average path length
value. Our 32-bit Chord identifiers were derived from the hash of the WSN node
locations. Hence, each WSN node was assigned a finger table with 32 entries ini-
tially. The finger table entry parameter was varied between 1 to 32 for network
sizes of 1024, 4096 and 16384 to study its effect on the average path lengths. The
lookup cost for all the networks stayed consistently high for all finger table entry
values less than 20. The average path length showed a sudden drop for fin-
ger table entry values greater than 20. These results are shown in Figure 6.

Smaller values of the finger table entry parameter lead to more number of
hops for the WSN node search operation. As the value of the finger table entry
parameter is increased, the number of hops required reduces sharply - from size
20 onwards. Smaller finger table entry values imply that all WSN nodes will
simply forward the incoming GN pair keys to their respective successor nodes if
the key doesn’t belong to their individual ranges. Thus, a sequential traversal of
the identifier circle results leads to higher average path lengths. In light of these
findings, finger table entry values up to 20 showed limited or no response to the
updates. For greater finger table entry values, the average path length was sig-
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Fig. 4. Average path lengths for ran-
dom, iterative, and Chord lookup
strategies over network sizes ranging
from 64 to 16,384 nodes

Fig. 5. Average path lengths for per-
centage nodes selectively updated over
1024, 4096, and 16,384 node networks

nificantly reduced for node update proportions greater than 10%. The proposed
overlay design therefore needs to strike an optimal trade-off between the lookup
speed and the corresponding maintenance overhead for the Chord layer. The
selective update method was repeated over various finger table entry values.

The changes in network sizes, as applied in Figure 5 and Figure 6, did not
show any significant change to average path length values. We therefore took a
constant network size of 4096 for studying the impact of varying the percentage
of selective finger table updates on the average path length. Figure 7 shows the
optimal trade-off occurring whilst using a sub-optimal Chord’s configuration of
finger table entry value of 25. It may be seen from this Figure that, the average
path length for finger table entry value of 25 remains almost constant as the total
numbers of WSN nodes with updated finger tables is increased. This implies that
having more nodes updated does not significantly improve the average lookup
path length. Also, the average path length stays significantly lower than those
for finger table entry values < 20. It may be pointed out that the above results
apply to cases with the finger table set to 32 (m=32).

Fig. 6. The effect of varying the fin-
ger table entry on average path length
for 1024, 4096, and 16384 node net-
works

Fig. 7. finger table entry variations
with selective update versus average
path length for the 4096 node network
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6 Memory and Processing Requirements for Structured
WSNs

WSN nodes are usually inexpensive battery-operated devices with low compu-
tation and communication capabilities. A typical smartdust sensor node has the
following specifications [12]:

CPU 8-bit, 4MHz
Storage 8K Instruction flash
512 byte RAM 512 byte EEPROM
Operating System: TinyOS
OS code space 3500 bytes
Available code space 4500 bytes

The TinyOS operating system itself occupies 4Kbytes of the flash memory
leaving 4Kbytes of storage for the GN and the Chord codes. The finger table
has a depth of m rows with each row containing two entries of length m - hash
value of the successor node and index of the node. The GN instance on each WSN
node was implemented with a maximum of three bias arrays. The bias array size
was set to 10 for these simulations. The key list entries were the hashed values
of the value-position pairs of the input pattern comprising a character string.

The cost of storage for the GN instance and the Chord protocol on a single
WSN node may thus be calculated as follows.

Coststorage = finger table storage + key list storage + bias array storage
(1)

where,
finger table storage = m ∗ (m + m) (2)

key list = 2 ∗ P ∗ m bits, (3)

P is the number of pairs in the input pattern

bias array = 3B bits, (4)

B is the length of the bias array = 10

Coststorage = 2m2 + 2Pm + 3B bits (5)

Coststorage
∼= 2m2 bits (6)

Assuming that the 2Kbytes of memory available for the executables is used
in its entirety, the remaining 2Kbytes of memory can be used for storing the
finger table, key list, and bias array of the GN instance running over a WSN
node.

2m2 ≤ 2 ∗ 8 Kbits (7)

m ≤ 89 bits (8)
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It may be seen from inequality 8 that the maximum hash key length used for
generating both WSN keys and GN keys cannot be greater than 89 bits. As-
suming unique identifiers (keys) for each WSN node, it can be deduced that the
maximum possible combination of unique keys for the WSN nodes that may par-
ticipate in the GN pattern recognition process is equal to 289. This upper bound
also determines the maximum length of input patterns that may be stored by
the GN array, in the case where each input value, position pair is being mapped
to a unique WSN node.

The total cost of computation on each WSN node comprises a summation
of the key generation, finger table lookup/update, and the bias lookup/update
costs. All three operations defined above are hash calculations. Hence the total
cost of computation, in the worst case, based on the hash computation metrics
from [13] may be estimated as follows.

Costcomputation
∼= key generate + finger table (9)

lookup/update + bias lookup/update

∼=1080 μsec+m* 1 μsec+ 1 μsec * B

∼=1179μsec for an 89-bit hash key and a 10 entry
bias table hash computation.

The pattern analysing experiment for purposes of this paper assumes non-
overlapping input patterns for the GN nodes and therefore, at any given time,
a sensor node will be performing a single hash operation. In our experiment,
the finger table size, m, is taken as 32. Therefore, from equations 6 and 9,
the costs for storage and computation for the experiment are 256 bytes and
1122μsecs, respectively. The storage cost for the experiment is well below the
maximum storage capacity of 2 Kbytes of a smartdust sensor node, and the
cost of computation per node is fairly small and it could thus be safely ne-
glected.

7 Conclusions

We have presented a self-organising scheme, called the virtual topology, for im-
parting a structure to an otherwise unstructured WSN. Chord’s adaptive circular
structure was proposed to manage the dynamics of the network. The Chord over-
lay decouples the application (GN) layer from the physical network uncertainties
and provides a deterministic virtual environment for supporting the real-time re-
quirements of the application. The GN array and our virtual topology utilise the
sensor network in a decentralised and balanced manner for performing in-network
computations. The simulation results clearly indicate that the deployment of the
virtual topology for the pattern recognition application on the WSN is feasible
both in terms of the memory usage and the computational requirements of a
WSN node.
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Abstract. Consisting of a large number of sensing and computational devices 
distributed in an environment, a sensor network can gather and process data 
about a physical area in real time. Due to the limited computing power in each 
sensor, limited bandwidth connections, limited storage and other limitations, 
how to deal with the data and uncertainty knowledge is one of the most 
important and central problems in such kind of distributed systems. This paper 
presents a graphical model based intelligent system that can model the 
uncertainty knowledge in sensor networks. This system uses belief messages as 
a basis for communication. We focus on parameter learning process for 
building the model, and experiments are presented. 

1   Introduction 

Advances in computing and communication over wired and wireless networks have 
resulted in many pervasive distributed computing environments, such as Internet, 
local area networks, ad hoc wireless networks, and sensor networks. These 
environments often come with different distributed sources of data and computation. 
Sensor networks are a new kind of distributed system, which are fast developing in 
recent years. They can sense certain phenomena in an environment, while gathering 
data in real time for further analysis. They consist of a large number of low-cost, low-
power multifunctional computational devices that can be easily deployed in the 
environment.  

Sensor networks are typically used in one of the two modes of operation: either the 
data from the sensors are extracted from the network and shipped to a server for offline 
processing; or the information obtained from the sensors is aggregated using local 
operations in real time within the network itself. How to deal with the “raw” data is 
one of the central questions in sensor network. Since the bandwidth connections are 
limited, the extraction of complete data sets can be very expensive, requiring large 
amounts of communication that drains the energy of these devices. So it is very 
attractive for mining knowledge from “raw” data locally to reduce communication. But 
when the data processed online within the network, what form should the information 
take? How we can compute the uncertainty knowledge from the data? And how should 
we organize the overall flow of information in a distributed fashion?  
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In this paper we use a probabilistic graphical model based intelligent system to 
solve these problems. Graphical models have become increasingly popular as means 
to structure uncertainty knowledge in complex domains and thus to facilitate 
reasoning in such domains. Bayesian Networks and Markov networks are the two 
most popular kinds of graphical models that have been widely used in uncertainty 
problems. In many applications, the main task is to form beliefs about the state of the 
distributed network system based on the collected sensor data. There are some works 
[5,7] that have been done in this area, and their model has been proved very effective 
in uncertainty knowledge representation. Here we focus on the parameter learning 
process for building the distributed intelligent system. 

The rest of the paper is organized as follows: we begin in Section 2 with some 
background and related work. In Section 3, we describe in detail our graphical model 
based system in a sensor network. In Section 4, we provide the parameter learning 
process in the system. Section 5 shows the experimental results and the conclusion. 

2   Background and Related Work 

In this section we first give a brief review of probabilistic graphical models, and then 
introduce the sensor networks and related works about modeling and mining data in 
sensor networks and other distributed systems. 

2.1   Graphical Models 

A graphical model is a family of probability distributions defined in terms of a 
directed or undirected graph. The nodes in the graph are identified with random 
variables, and the (lack of) arcs represent conditional independence assumptions. 
Hence they provide a compact representation of joint probability distributions [4].  

Undirected graphical models are also called Markov networks [8]. They have a 
simple definition of independence: two (sets of) nodes A and B are conditionally 
independent given a third set C, if all paths between the nodes in A and B are 
separated by a node in C. By contrast, directed graphical models are also called 
Bayesian Networks (BNs). They are directed acyclic graphs. They have a more 
complicated notion of independence, which takes into account the directionality of the 
arcs. Bayesian network shows the causal relations among its variables. Once 
completed, both Bayesian network and Markov network can be used to derive the 
posterior probability distribution of one or more variables using an inference process, 
with the observed particular values for other variables in the network, or to update 
previous conclusions when new evidence reaches the system.  

2.2   Sensor Networks and Distributed Data Processing 

The widespread distribution and availability of small-scale sensors, actuators, and 
embedded processors is transforming the physical world into a computing platform. 
Sensor networks that combine physical sensing capabilities such as temperature, light, 
or seismic sensors with networking and computation capabilities will soon become 
ubiquitous. Applications range from environmental control, warehouse inventory, and 
health care to scientific and military scenarios.  
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Sensor networks are much more tightly integrated with the environment than 
previous distributed systems. Instead of relying on a small number of interfaces, every 
(sensor) node in the system is embedded with and in contact with the environment. 
On the other hand, they rely fundamentally on computation being done by a large 
number of the distributed nodes. The sensor nodes are generally low-cost, low-power 
multi-functional devices that can be easily deployed in the environment. Algorithms 
for these nodes must be implemented very cheaply. Since communication in today's 
networks is orders of magnitude more expensive than local computation, it is 
necessary to use in-network storage and processing to vastly reduce resource usage 
and extend the lifetime of a sensor network. 

Sensor networks naturally have much uncertainty knowledge in their systems. The 
application of distributed data mining and computation to the system is very important, 
and becomes a core task. Some works have been done in this area. In [6], Carlos 
Guestrin etc. present distributed regression as an efficient and general framework for 
in-network modeling of sensor data. In [5], C. Crick and A. Pfeffer use Loopy Belief 
Propagation as a basis for communication in sensor networks. In [7], M.A. Paskin and 
Guestrin discussed robustness of probabilistic inference in distributed systems, 
especially in sensor networks. There are also some works about using probabilistic 
networks in distributed data mining. In [10], [3], K. Sivakumar and R. Chen discussed 
Bayesian Network structure learning from distributed data. And in [2], they provide a 
new algorithm for learning parameters of a BN in a distributed way. 

3   Modeling Data in a Sensor Network as a Graphical Model 

There is a great deal of uncertainty in sensor network systems. Signals detected at 
physical sensors have inherent uncertainty, and they may contain noise from the 
environment. Sensor malfunction might generate inaccurate data, and unfortunate 
sensor placement (such as a temperature sensor directly next to the air conditioner) 
might bias individual readings. Reasoning under uncertainty to form coherent beliefs 
is a major task in sensor network systems. 

Here we build a graphical model to deal with the task in a simulated “Fire-
Detection” sensor network. It is supposed to detect fire from sensors collecting 
temperature and light in a wide area. Sensor networks and sensor nodes have many 
limitations [1], and one of the general proposed design is the Hourglass architecture 
[9]. It envisions 4 kinds of nodes: sensor nodes, data nodes, communication nodes and 
processing nodes. In our model we consider three kinds of nodes:  

- Sensor nodes are deployed in the whole target area and responsible for collecting 
and storing raw sensed data. Each sensor individually provides a reading for a state 
variable at a particular point. The sensor properties may also affect the reading. 
Sensor nodes only communicate with the local processing node. 
- Processing nodes perform some computation on the data within a local network. 
Here we divide the whole sensor area into a series of sub-area. In each sub-area 
there’s a local network with a processing node examining a set of sensor nodes. It 
should form beliefs about high-level variables (such as fire, temperature and light in 
the sub-area) from sensor readings. The communication between sub-areas will be 
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performed by the neighbor processing nodes. And finally, the network of the 
processing nodes will send information to the central management node.  
- The central management node deals with central tasks.  

Fig.1 shows an example of a sub-area network. The Fire, Temp and Light are high-
level variables that need to be compute in a processing node. The others are local 
variables. The “SS1” means variables related to local SenSor node 1, similar with 
“SSn”. We model the sub sensor network as a Bayesian network. The directed edges 
show the dependent relationships between variables. The high-level variables in 
adjacent areas are highly correlated. We use a Markov network to represent the 
relationships between high-level variables in adjacent processing nodes. 

 

Fig. 1. A local Bayesian network with a processing node and n sensor nodes 

 

Fig. 2. The dynamic model of the state change between time t-1 and t 
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Since the environment is changing by time, the state of a sensor network will 
change dynamically. Here we propose a dynamic model for the whole system. Fig. 2 
shows the dynamic model of the communication between processing nodes. The 
undirected edges between processing nodes (PN1, PN2…) compose a Markov 
network. There is a directed edge from each processing node at time point t-1 to the 
corresponding processing node at time t. So the whole model reveals the state change 
of the hybrid graphical model between time t-1 and t.  

4   Parameter Learning Process 

Learning parameters of a probabilistic graphical model in a distributed way is one of 
the major topics in Distributed Data Mining. How to apply the learning process in a 
sensor network environment can be a critical technique for solving complicated 
uncertainty problems. In this model, we must first decide the parameters of the 
distributed graphical model before we make inference and send results to central 
nodes. Other than arbitrarily decide the parameters, we generate a set of training data 
samples, and try to learn them within the network.  

Since data is distributed among different sensors, we present a collective strategy 
to learn the parameters in the hybrid model with local Bayesian networks and high-
level Markov networks. The primary steps are in the following: 

4.1   Learning Parameters of Local BN 

At each processing node in a sub-area, learn the variables involved in local BN model 
based on local data set. We can use the Maximum Likelihood (ML) method to learn 
the network parameters. And the likelihood function is as follows:  

∏=
m

n mxmxPDL ):])[],...,[():( 1 θθ  (1) 

             ∏ ∏=
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Mm ...1= is the number of sample data sets. Taking Fig. 1 as an example, a complete 
sample data set includes Heat(SSi) and luminosity(SSi) from readings of sensor node 
i, Temp(SSi) and Light(SSi) from measuring the state of  sensor node i, assessment of 
Bias(SSi), setting of BrokenT(SSi) and BrokenL(SSi), all with i from 1 to n; and 
Temp, Light, Fire from measuring the state of the sub-area. We put all the sample data 
sets into Equation. 2 according to the network structure of parent-child relationships 
(P(child/Parent)), and learning the parameters of the local BN offline. 

4.2   Select Samples for Parameter Learning of High-Level Markov Network 

At each processing node PNk, based on the local BN, we can compute the joint 
distribution of the high-level variables. Based on this joint distribution, a subset of 
samples is selected. Let Icolk denote the set of indices of these samples. Then we use 
the samples to learn parameters of the Markov network among high-level variables of 
each local BN.  
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Here we first discuss the sample selection process. Let lA(.) and lB(.) denote the 
estimated likelihood function involving the local variables at neighbor sub-area A and 
B respectively. The observations at each local network are ranked based on how well 
it fits the local model using the local likelihood functions. The observations at A with 
large likelihood under lA(.) are evidence of “local relationships” between variables in 
A, whereas those with low likelihood are possible evidence of “cross relationships” 
between variables across sub-networks. Let HL and LL denote high-level variable sets 
and sets of other variables in a local network respectively. Consider the marginal 
distribution of = LL LLHLPHLP ),()( . Therefore, if a sample configuration for HL 

variables has low likelihood value under )(HLP , then there is at least one 

configuration of LL variables such that the corresponding joint configuration 
),( LLHL  has low likelihood value under ),( LLHLP .  

We set a threshold T under )(HLP for each local network and choose the samples 

whose likelihood is lower than this threshold. As discussed above, these samples are the 
main part of samples whose likelihood is small under ),( LLHLP . Then we introduce a 

random sampling for the samples whose likelihood is higher than the threshold. We put 
the two parts of selected sample data sets together, and put them into the high-level 
Markov network parameter learning. The reason why we do not choose samples 
under ),( LLHLP  is that the total number of configurations ),( LLHL is prohibitively 

large, but a node in a sensor network has limited memory and computing power. 

4.3   Learning Parameters of High-Level Markov Network 

As the whole network structure is known, and the samples in every local network are 
chosen, theoretically we can transmit all the samples to central management node and 
obtain the values of each variable which maximizes the likelihood of the samples. But 
due to the limited bandwidth connection of sensor network, it will not be feasible. 
Besides, if the number of sensors is very large, the computation can be a heavy 
burden for the central node. So we consider learning the parameters within the 
network. Since we model the network among processing nodes a Markov network, if 
it has no cliques (fully connected graphs) containing more than 2 nodes, the joint 
probability distribution over the states of all processing nodes can be decomposed into 
the product of pair-wise interactions between adjacent nodes. And then we can just 
exchange local samples between adjacent processing nodes, and use Maximum 
Likelihood method to learn the parameters locally by processing nodes. Assuming 
that the number of total selected sets is Selec, the likelihood function of the whole 
Markov network is as follows: 
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Selecm ...1= is the number of sample data sets; 1j and 2j are adjacent nodes that are 

connected by edge j ; Z is a normalization constant. Taking Fig. 2 as an example, the 
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clique functions ∏
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included in Equation.4. 
If we carefully design the network structure, we can apply this method to the 

system. In fact in a sensor network, any 3 processing nodes being fully connected 
may not be necessary. Even when there are cliques containing 3 or more nodes, we 
can use the above decomposition method as an approximation, and it tend to be a 
good approximation. 

Combining the local BN models and the high-level Markov network with all the 
parameters, the whole hybrid graphical model can be built. After all these work, we 
already obtain all the parameters of the network structure. But this is only a snapshot 
model at a certain time. To obtain a dynamic model we should compute high-level 
parameter changing in processing nodes between two time slices, and that is the 

probability )/( )1()( −t
i

t

i HLHLP . Here we take the assumption that it is a Markov process, 

the state at t is only affected by the state at t-1. We continuously observe the state 
changing in different periods, and collect data to obtain the probability distribution.  

Until now the whole intelligent system for the sensor network has been built. We 
can apply probabilistic inference techniques to this system, sending beliefs rather than 
raw data in the sensor network, and get “smart” results of the state in the area that the 
sensors deployed. We should notice that the probabilistic inference problem in a 
sensor network environment has already been discussed in [5] by C. Crick and A. 
Pfeffer. Although our system is different in some kind (like dynamic property), and 
the inference process requires some further analysis, the feasibility and efficiency are 
showed in the experiment.  

5   Experiments and Conclusions 

In our first experiment, we simulate a sensor network of 3 processing nodes and 14 
sensor nodes in networks. To test the effectiveness of our parameter learning method, 
we  generate  500  sets of sample data. We first compute the parameters in a central way  

 

Fig. 3. The network structure and KL-divergence between two joint probability distributions 
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using Maximum Likelihood method, and then compare them to the parameters we 
learned in the distributed way described in section 4. Fig. 3 shows the network structure 
and the Kullback-Leibler Divergence (or KL distance) between the two joint probability 
distributions as the threshold T in the second step of the learning process increases.  

In another experiment there are 8 local networks, each with a processing node and 
3 to 7 sensor nodes, collecting data from more real world environment. The structure 
of processing nodes is show in Fig.4. The KL divergence between the probability 
distributions estimated based on our distributed parameter learning method and the 
parameter obtained using a centralized ML approach is computed. In particular, we 
illustrate the results for the probability distributions at two different nodes PN3 and 
PN6. Take PN6 as an example, we compute the sum over all the possible values of its 
neighbor nodes, of the KL distance of the probability distribution between distributed 
approach and central approach. The expression is as follows: 
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hl5, hl7 and hl8 are a set of certain values that HL5, HL7 and HL8 take respectively. 

cntrψ and dstrψ are clique functions of which the parameters are learned in the central 

and distributed way respectively. 
Fig. 5 depicts the similar KL distance for PN3 and PN6. It shows that generally 

the KL distance is getting smaller when the threshold getting higher, which means 
more data are transmitted in the network. But even with a small data communication, 
it is quite close to that obtained by the centralized approach. 

It should be noticed that a real sensor network system could have several hundreds 
to thousands of sensors. If we learned parameters in a central way, it would be a heavy 
burden for the server (the central management node), and making it infeasible. So we 
do not make comparisons between these two ways in a large sensor network system. 

After learning the temporal parameters - )/( )1()( −t
i

t

i HLHLP , the whole graphical model 

based system is build, and can be used for inference and belief propagation. 

 

Fig. 4. The structure of processing nodes 
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Fig. 5. KL distance between probability distribution learned by our method and central 
approach of processing node PN3 and PN6 

A few tests are run in the system. Comparing to the system in which all the data 
from the sensors are extracted from the network and shipped to a server for offline 
processing, our system mainly has advantages in the following two aspects: first, it 
shows a much quicker response. When there is a simulated fire, it averagely spends 
1/3 to 1/2 of time for the GM-based system reporting a fire with the possibility more 
than 50%. This is because that the GM-based system’s response has combined several 
sensors’ readings other than one sensor’s. Second, the communication is greatly 
reduced. We observe that the network delay is much less than raw-data-gathering 
system. Since the bandwidth is limited, and different local networks have different 
bandwidth, this quality can greatly improves the performance. 

As a conclusion we present an intelligent system that can model the uncertainty 
knowledge by a dynamic graphical model in sensor networks in this paper. The 
system uses belief messages as a basis for communication. The parameter learning 
process for building the model is provided in detail. Experiments have shown that the 
distributed learning techniques are efficient, and the whole system is feasible and 
effective. In the future we will apply the system to more large sensor networks. 
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Abstract. The communicative behaviors in Wireless Sensor Networks(WSNs) 
can be characterized by two different types: routing and broadcasting. The 
broadcasting is used for effective route discoveries and packet delivery. A blind 
flooding approach for broadcasting generates many redundant transmissions. 
The Dominant Pruning(DP) algorithm is reduced the redundant transmissions of 
packets based on 2-hop neighborhood information. However, in DP(include 
TDP/PDP) algorithm, a particular node is frequently selected as a rebroadcast-
ing node and its life-time is shortened. As a result, DP algorithm is insufficient 
in terms of the overall energy dissipation in sensor network. In this paper, we 
propose the algorithm based on Partial Dominant Pruning(PDP) algorithm to 
enhance sensor network lifetime. We compare and analyze the simulation result 
of our algorithm with PDP. 

Keywords: wireless sensor network, broadcasting, network lifetime, energy-
aware. 

1   Introduction 

A sensor network is composed of a large number of sensor nodes that are densely de-
ployed either inside the phenomenon or very close to it. Each sensor node is limited in 
power, computational capacities, and memory size [1]. Also, as deployed sensor nodes 
can't replace the battery, energy efficiency is a most important factor in sensor network.  

The communicative behaviors in Wireless Sensor Networks(WSNs) can be charac-
terized by two different types: routing(node-to-sink) and broadcasting(sink-to-node or 
node-to-node). Broadcasting is an essential communication requirement for sink and 
sensor nodes. A sink node usually floods the query request to a region of all sensor 
nodes in a user-demand manner, asking these nodes for returning environment infor-
mation. Such an application in WSNs requires a broadcasting protocol to deliver the 
query information from sink to all sensor nodes.  

The traditional solution to the broadcasting problem is blind flooding, where each 
node receiving the message for the first time retransmit it to all its neighbors. Blind 
flooding generates many redundant transmissions. Many broadcast algorithms besides 
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blind flooding have been proposed [2],[3],[4],[6],[7],[8],[9], and these algorithms 
utilize neighborhood and/or history information to reduce redundant packets. The 
dominating pruning(DP) algorithm [3] is one of the promising approaches that utilize 
2-hop neighborhood information to reduce redundant transmissions. Enhancements to 
dominant pruning have been reported by Lou and Wu [2], who describe the total 
dominant pruning(TDP) algorithm and the partial dominant pruning(PDP) algorithm.  

DP algorithm selects forwarding node set as the optimized 1-hop nodes to cover 2-
hop neighbor nodes to reduce the number of forwarding nodes. As a result, a particu-
lar node’s lifetime is shortened because it is frequently selected as a rebroadcasting 
node, and it affects the overall network lifetime. Although DP algorithm selects for-
warding node set as the optimized 1-hop node to cover 2-hop neighbor node, it cannot 
make the optimized routing path from a viewpoint of sensor network. 

In this paper, we propose the algorithm to improve overall network lifetime as dis-
perse the dissipation of node energy on sensor network using the node’s energy infor-
mation. Our proposed algorithm is improved the routing path for a viewpoint of sensor 
network by adding a flag bit to broadcasting messages. Our algorithm is based on the 
PDP algorithm and is modified the selection process of DP algorithm. Simulation re-
sults of applying this algorithm show that the proposed method in this paper has 
achieved better performance than the PDP algorithm in the lifetime of the network. 

The rest of the paper organized as follow. Section 2 illustrates the TDP/PDP algo-
rithm. The energy-aware broadcasting algorithm is proposed in Section 3 and simula-
tion results are shown in Section 4. Conclusions are finally made in Section 5.

2   Preliminaries 

2.1   TDP and PDP Algorithm [2] 

We use a simple graph, G = (V, E), to represent the wireless sensor network, where  
V represent a set of wireless mobile hosts(nodes) and E represents a set of 
edges(links). The network is seen as a unit disk graph [10], i.e., the nodes within the 
circle around node v (corresponding to its radio range) are considered its neighbors. 

We use N(u) to represent the neighbor set of u (including u). N(N(u) represents 
the neighbor set of N(u) (i.e., the set of nodes that are within 2-hops from u). Clearly, 
{u} ⊆ N(u) ⊆ N(N(u)) and if u ∈ N(v), then N(u) ⊆ N(N(v)). Throughout the pa-
per, we assume that u (sender) and v (receiver) are neighbors. 

In DP algorithm, node v just needs to determine its forwarding node list F(u, v) 
from B(u, v) = N(v) – N(u) to cover nodes in U(u, v) = N(N(v)) – N(u) – N(v). 

In TDP Algorithm, if node v can receive a packet piggybacked with N(N(u)) from 
node u, the 2-hop neighbor set that needs to be covered by v’s forward node list F(u, 
v) is reduced to U(u, v) = N(N(v)) – N(N(u)). In the PDP algorithm, no neighbor-
hood information of the sender is piggybacked with the broadcast packet. Therefore, 
the deduction of N(N(u)) from N(N(v)) cannot be done at node v. However, unlike 
the DP algorithm, more nodes can be excluded from N(N(v)). These nodes are the 
neighbors of each node in N(u) ∩ N(v). Such a node set is donated as P(u, v) = 
N(N(v) ∩ N(u)). Therefore, the 2-hop neighbor set U in the PDP algorithm is U(u, 
v) = N(N(v)) – N(u) – N(v) – P.  
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Both the TDP and PDP algorithm reduce the size of U(u, v) and, hence, reduce the 
size of F(u, v) than the original DP algorithm. But, the PDP algorithm is more cost 
effective, since no neighborhood information of the sender is piggybacked in the PDP 
during the transmission. 
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Fig. 1. Illustration for two algorithms: (a) total dominant pruning (TDP), (b) partial dominant 
pruning (PDP) 

2.2   Lifetime of a Sensor Network 

The definition of the lifetime of a sensor network is determined by the kind of service 
it provides. Hence, the lifetime of a sensor network can group into three classes.  

In some cases it is necessary that all nodes stay alive as long as possible, since net-
work quality decreases considerably as soon as one node dies. Scenarios for this case 
include intrusion or fire detection, and it is important to know when the first node dies.  

In other cases, sensors can be placed in proximity to each other, and therefore adja-
cent sensors could record related or identical data. Hence, the loss of a single or few 
nodes does not automatically diminish the quality of service of the network. In this 
scenario it is needed to know the half-life period of the sensor network. Finally, for 
the overall lifetime of the sensor network, it is to know when the last node dies. 

3   Energy-Aware Broadcasting Protocol 

3.1   Basic Concepts 

The PDP algorithm creates the forward node list as the optimized 1-hop nodes to cover 
2-hop neighbor nodes to reduce the number of forward nodes. As a result, it is shortened 
a particular node’s lifetime because it is frequently selected as a forward node, and it is 
affected the overall network lifetime. Moreover, although PDP algorithm selects the 
forward nodes as the optimized 1-hop neighbor nodes to cover 2-hop neighbor nodes, it 
can’t make the optimized routing path in terms of overall sensor network. 

The purpose of our proposed algorithm is to increase the sensor network lifetime. 
For the purpose, the algorithm selects the forward nodes taking account of node’s 
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energy to disperse the energy dissipation on the sensor network and separates the 
selection process of forwarding node list into two phases to acquire the routing path to 
approximate the optimal routing path. 

The nodes in sensor network exchanges information and maintains neighbor node 
table that send/receive ‘Hello’ and broadcast messages. Therefore, for proposed algo-
rithm, we add node’s energy information to neighbor node table, and add sender’s 
energy information and uncovered 2-hop node set to broadcast message.  

The basic concept of algorithm is as follows. First, a node to be send message se-
lects the forward nodes using greedy set cover algorithm[5] among nodes with energy 
more than the average energy of 1-hop neighbor nodes. And it broadcasts the mes-
sage. Since our algorithm selects the forward nodes only to nodes more than the aver-
age energy, it occurs the uncovered 2-hop neighbor nodes when the time elapsed. In 
this case, the broadcast message (UCnode field) includes the uncovered node list.  
Since a node in sensor network have several neighbor nodes, the uncovered nodes in 
current step can be covered by another neighbor nodes at the next step. When node 
receives the message, if node is the forward node, it executes the forward node selec-
tion process to select next forward nodes, and broadcasts the message; otherwise, it 
changes the sender’s energy value in neighbor node table. 

Since nodes in the sensor network have several neighbor nodes, it increases the re-
dundant transmissions if forwarding step is increased. Using CheckBit of broadcast 
message, our algorithm makes the routing path in terms of overall sensor network. 
Therefore, it can reduce the redundant transmissions.  

The detailed algorithm and execution process describes next subsection. 

3.2   Algorithm Description 

Figure 2 represents a pseudo code for the proposed algorithm to create the forwarding 
node list. The input of the proposed algorithm is U(u, v) and B(u, v) to be computed 
by PDP algorithm, CheckBit, and the uncovered 2-hop node set UCnode of the node u. 
The output is the forwarding node list F to select by node v, modified CheckBit, and 
the uncovered 2-hop node set UCnode of the node v. And Z denotes the a subset of 
U(u, v) covered so far, K denotes the set of Si, and Si denotes the neighbor set of vi in 
U(u, v). In this place, u is sender and v is receiver. Table 1 summarizes these termi-
nologies. 

The selection process of forwarding node list separates into two phases using 
CheckBit. In the first phase (CheckBit = 0), it selects the forward nodes among nodes 
more than the average energy of 1-hop neighbor nodes. Set CheckBit = 1, and add the 
forward node set to packet. In the other phase (CheckBit = 1), it selects the forward 
node to one node that has the maximum number of uncovered neighbors in 2-hop 
neighbor nodes among nodes more than the average energy of 1-hop neighbor nodes. 
Set CheckBit = 0, and add a forward node to packet.  

The step by step description is provided as follows. 

Step 1   (Line 01-02) Initialize F, Z, and K to use in algorithm. Add the node set to be 
covered by received node and the node set that the sender is not covered 

Step 2   (Line 03-06) For vi ∈ B(u, v), if energy of node vi is more than the average 
energy of N(v), find the intersection Si of N(vi) and U(u, v), and add to K.  
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Input: U(u, v), B(u, v), CheckBit, UCnode 
Output: F, CheckBit, UCnode  
 
01:  Let F = [] (empty list), Z = ∅ (empty set), K = ∅ (empty set) 
02:  U(u, v) ← U(u, v) ∪ UCnode  
03:  for  ( vi ∈ B(u, v) )  do 
04:        if  ( E(vi)  Avg_E(v) )  then 
05:              Si ← N(vi) ∩ U(u, v);      K ← ∪ Si 
06:        endif 
07:  do     /* do-while loop */ 
08:        Find set Si whose size is maximum in K  

/* In case of a tie, the one with the smallest ID i is selected. */ 
09:        F ← F || vk 
10:        Z ← Z ∪ Si 
11:        UCnode ← UCnode – Si  
12:        K ← K – Si  
13:        for  ( Sj ∈ K )  do     Sj ← Sj – Si  
14:  while ((K ≠ ∅) and ( CheckBit = 0 )) 
15:  if  ( CheckBit = 0 )  then  CheckBit ← 1;  else  CheckBit ← 0  endif 
16:  if  ( Z = U(u, v) )  then  exit 
17:  if  ( UCnode = null )  then 
18:        UCnode ← U(u, v) – Z  
19:  else 
20:        Find all possible node to be covered UCnode among N(v) and add to F 
21:        UCnode ← remainder UCnode ∪ ( U(u, v) – Z ) 
22:  endif  

Fig. 2. Pseudo code of the proposed algorithm 

Table 1. Notation 

Notation Meaning 
U(u, v) the node set to be covered by node v 
B(u, v) Potential forward node set to cover U(u, v) 
UCnode the node set in N(N(u)) to uncovered node by node u 
F forward node list 
Z a subset of U(u, v) covered so far 
Si the neighbor set of vi in U(u, v) 
K the set of Si 
Avg_E(v) Average energy of N(v) 
E(vi) energy of node vi 

Step 3   (Line 08-13) Find set Si whose size is maximum in K (in case a tie, the one 
with smallest ID i is selected). Add node with the detected Si to the forward 
node list F, and adds the detected Si to a covered node set Z. Removes the 
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detected Si from the uncovered 2-hop node set UCnode of the sender and K. 
Remove Si from the remainder subsets of K.  

Step 4   (Line 14) If K is empty or CheckBit is 1, it breaks do-while loop (i.e., do-
while loop (line 07-14) executes once only and one node selects the forward 
node). Otherwise, repeat step 3 until K is empty. 

Step 5   (Line 15) Change the received CheckBit value. 
Step 6   (Line 16) If all 2-hop neighbor nodes is covered, the algorithm is finished. 
Step 7   (Line 17-18) If UCnode of the sender is null, add uncovered 2-hop neighbor 

node to UCnode. 
Step 8   (Line 19-22) Find 1-hop neighbor nodes whose can cover UCnode regardless 

of node’s energy, add it to F, and remove covered node from UCnode. Add 
uncovered 2-hop neighbor nodes to UCnode.  

4   Simulations 

In this section, we evaluate the performance of the PDP algorithm and our algorithm 
in terms of the following evaluation bases: reachability (the number of all sensors 
receiving a packet), the number of forward nodes, the average number of packets a 
node receives, and the network lifetime (the number of alive sensor nodes). 

The simulator randomly generates a connected unit disk graph within a broadcast 
area of m × m (with m = 100). Graphs are generated in two ways: a fixed transmitter 
range (r) and a fixed average node degree (d). The average node degree is the ex-
pected number of nodes that are within a node’s transmitter range. Specially, the av-
erage node degree can be approximated as d = (π r2 / m2) × n [2]. The number of 
hosts is 30, 60, 90 and 120. The node transmitter range is supposed 30, 40, 50 and 60. 
The simulation is conducted under the static environment. Assumed that dissipate the 
node’s energy only when send or receive the messages (packets).  

When a source node broadcasts a packet(broadcast message), each intermediate 
node will decide whether to retransmit the packet or to drop it independently, based 
on a given termination criterion. In other words, the broadcast process at each node 
will terminate when a given termination criterion is satisfied. In this paper, we sup-
pose the following termination criteria. (Since each termination is decided locally, this 
approach corresponds to a reasonable termination criterion in a real system.) 

 
Fig. 3. The reachability of proposed algorithm 
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Fig. 4. The average number of forward nodes with the relayed/un-relayed criterion 

  

  

Fig. 5. The average number of packets a node receives with the relayed/un-relayed criterion 
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  The broadcast process (including the forward node selection and the broadcast 
process itself) is done quickly so that N(v) and N(N(v)) remain the same during 
the process for each host v. 

  Each node assigns a relayed/un-relayed status. A node v is called relayed when v 
has a packet; otherwise, v is called un-relayed. 

  Forward node v will stop rebroadcasting a packet if v is relayed status. 

Figure 3 shows the reachability of our algorithm. Figure 4 shows the average num-
bers of forward nodes and figure 5 shows the average numbers of packets a node 
receives during the broadcast process under different algorithms. Also, Figure 6 
shows the network lifetime under different algorithms. (Figure 4 and 5 is the simula-
tion results under all nodes alive.) 

 

 

Fig. 6. Network lifetime (the number of alive nodes) 



236 C.-M. Park, D.-W. Kim, and J. Hwang 

Figure 3 is the simulation results on reliability among performance evaluation  
criterion of broadcast protocol. The reliability represents reachability, i.e., the ratio of 
nodes connected to the source that received the broadcast message. The proposed 
algorithm records about 100% in terms of the message reception rate.  

Figure 4 and 5 show the simulation results of the average number of forward nodes 
and the average number of broadcast packets that a node receives during the broadcast 
process for the fixed number of node (30, 60, 90 and 120), under relayed/un-relayed 
termination criteria. Our proposed algorithm shows the performance better than PDP 
algorithm when the number of nodes and transmitter range is increases. But, when the 
node density is low, our algorithm shows the performance same or less than PDP 
algorithm.  

Figure 6 is the simulation results of network lifetime based on network transmitter 
range. As mentioned early (section 2.2), the lifetime of the sensor network can group 
into three classes by the kind of service it provides; when the first node dies, the half-
life period of a sensor network, and the overall lifetime of a sensor network. In figure 
6, it knows that the performance of our algorithm is better than PDP algorithm. 

5   Conclusion 

In this paper, we introduced a broadcast method that prolongs the network lifetime. 
For increase the sensor network lifetime, our proposed algorithm selects the forward 
nodes taking account of node’s energy to disperse the energy dissipation on the sensor 
network and separates the selection process of forwarding node list into two phases to 
acquire the routing path to approximate the optimal routing path. Simulation results of 
applying this algorithm show that the proposed method in this paper has achieved 
better performance than the PDP algorithm in the lifetime of the network. 
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Abstract. Wireless Ad Hoc networks are particularly vulnerable due
to their fundamental characteristics such as an open medium, dynamic
topology, distributed cooperation and constrained capability. Location
information of nodes can be critical in wireless ad hoc networks, espe-
cially in those deployed for military purposes. In this paper, we present
a set of protocols for anonymous routing to prevent location disclosure
attacks in wireless ad hoc networks.

1 Introduction

Recent wireless research indicates that wireless Mobile Ad Hoc Networks
(MANET) present larger security problems than conventional wired and wireless
networks [1],[2]. In the traditional Internet, routers within the central parts of
the network are owned by a few well-known operators and are therefore assumed
to be somewhat trustworthy. This assumption no longer holds in an Ad Hoc net-
work, since all nodes entering the network are expected to take part in routing.
Also, because the links are usually wireless, any security that was gained because
of the difficulty of tapping into the network is lost. Furthermore, because the
topology in such a network can be highly dynamic, traditional routing protocols
can no longer be used. Thus, Ad Hoc network has much harder security require-
ments than the traditional network and the routing in Ad Hoc networks is an
especially hard task to accomplish securely, robustly and efficiently.

In general, wireless MANETs are particularly vulnerable due to their funda-
mental characteristics such as open medium, dynamic topology, absence of central
authorities, distributed cooperation and constrained capability. The existing secu-
rity solutions for wired networks cannot be applied directly in wireless MANETs.

Applications that make use of ad hoc routing have heterogeneous security
requirements. Authentication, message integrity, and non-repudiation to an ad
hoc environment are part of a minimal security policy. Apart from these, there
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are several other security issues [1],[3] such as black hole attacks, denial of service,
and information disclosure.

A location disclosure attack can reveal something about the locations of nodes
or the structure of the network. The information gained might reveal which other
nodes are adjacent to the target, or the physical location of a node. In the end,
the attacker knows which nodes are situated on the route to the target node.
If the locations of some of the intermediary nodes are known, one can gain
information about the location of the target as well.

In many cases, the location information might be very crucial. In MANETs
installed for tactical/military missions in a hostile and/or unknown territory,
these types of attacks have to be prevented. In many cases, the communicating
nodes need to be anonymous - no other node in the network should know who
is communicating with whom. The organization of the paper is as follows: In
Section 2 we explain the goals of our work, in Section 3 we summarize the
background work, in Section 4 we present PAR, a solution that achieves complete
anonymity and discuss trade-offs between complete anonymity and difficulty in
identifying misbehaving nodes, in Section 5 we present enhancements to our
protocol, in Section 6 we present our conclusions.

2 Goals

2.1 Anonymity

There are three types of anonymous communication properties: sender
anonymity, receiver anonymity, and unlinkability of sender and receiver [16],[17].
Sender anonymity means that the identity of the party who sent a message is hid-
den, while its receiver (and the message itself) might not be. Receiver anonymity
similarly means that the identity of the receiver is hidden. Unlinkability of sender
and receiver means that although the sender and receiver can each be identified
as participating in some communication, they cannot be identified as communi-
cating with each other.

We also specify two degrees of anonymity - absolute and quasi-absolute. For
simplicity, we describe these with respect to sender anonymity, but they can
be extended to receiver anonymity and unlinkability as well. With absolute pri-
vacy, the attacker can in no way distinguish the situations in which a potential
sender/receiver actually sent/received communication and those in which it did
not. That is, sending a message results in no observable effects for the attacker.
The identity and the location of each node in the network remain anonymous
and sender and receiver are unlinkable. In case of quasi-absolute privacy, the
neighboring nodes of the sender would be able to identify it, when it instantiates
a connection and each node in the path of an established connection knows its
next and previous hop neighbors’ identities. Nonetheless, the receiver remains
anonymous and the sender and receiver remain unlinkable unless all the nodes
in the path collaborate.

It might be impossible to conceal the location itself - upon receiving a packet
from a neighbor, as a node can easily approximate the location of the neighbor
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by measuring the received signal strength and angle of arrival [23]. But, here we
focus on making it impossible for a node to make a correspondence between the
locations and the identities of the nodes. Thus, even though a node is able to
figure out that some node is present at a particular location, it would not be
able to find out the identity of that node.

2.2 What we Achieve

Initially, we present Protocol for Anonymous Routing (PAR), based on public
key cryptography, to provide absolute anonymity. With this we achieve complete
sender and receiver anonymity. Also, the sender and the receiver cannot be
linked to each other even if all the nodes in the established path collaborate.
However, with absolute anonymity, defending against denial-of-service attacks by
compromised nodes becomes very difficult. We discuss this issue in more detail
in Section 4. Hence, to detect and defend against these attacks, we present PAR-
Enhanced, a variation of the above protocol, which only provides quasi-absolute
anonymity as discussed in Section 5.

We consider the anonymity properties provided to an individual node against
two distinct types of attackers:

– A local eavesdropper is an attacker who is also the neighbor of the sender/
receiver and hence, can observe all (and only) communication to and from
the sender/receiver.

– Collaborating nodes are other nodes that can pool their information.

PAR guaranties sender and receiver anonymity as well as unlinkability be-
tween sender and receive against both local eavesdroppers and collaborating
attackers. Compared to PAR, in PAR-E the sender or the receiver are exposed
to local eavesdroppers.

2.3 What we do not Achieve

Our objective is to provide anonymity for the sender and the receiver. In
MANETs deployed specifically for military and tactical reasons, the identity
and location information of the sender and the receiver might be critical. With
absolute anonymity, the identities of every node in the network are completely
anonymous. But, absolute anonymity makes it difficult, if not impossible, to de-
tect misbehaving and compromised nodes in the network. A malicious node can
refuse to forward packets or may just inject unnecessary packets into the network
thus resulting in denial-of-service. Even intrusion detection systems [13],[14],[15]
will be of little use. For networks where absolute anonymity is not as critical
as in military networks, we can trade absolute anonymity a little so as to make
detection of misbehaving nodes easy.

The protocol PAR that we present for achieving absolute anonymity makes no
effort to defend against denial-of-service attacks. We believe that such attacks are
inherent to networks where nodes are completely anonymous. But, with PAR-E,
which provides quasi-absolute anonymity, intrusion detection systems [13], [14],
[15] can be used with little or no modifications to detect misbehaving nodes.
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3 Related Work

Ad hoc wireless networks assume no pre-deployed infrastructure for routing pack-
ets end-to-end in a network, and instead rely on intermediary peers. Securing
ad hoc routing presents challenges because each user brings to the network their
own mobile unit, without the centralized policy or control of a traditional net-
work. Many ad hoc routing protocols such as such as Dynamic Source Routing
(DSR), Ad Hoc On Demand Distance Vector (AODV), Zone Routing Protocol
(ZRP), and Location Aided Routing (LAR) have been proposed previously, but
none of the proposals have defined security requirements, and all inherently trust
all participants.

All proposed protocols have security vulnerabilities and exposures that easily
allow for routing attacks. These vulnerabilities are common to many protocols.
The fundamental differences between ad hoc networks and standard IP networks
necessitate the development of new security services. In particular, the measures
proposed for IPSec [7] help only in end-to-end authentication and security be-
tween two network entities that already have routing between them; IPSec does
not secure the routing protocol. While mechanisms similar to those used in IPSec
can be adapted to secure the routing, IPSec alone does not suffice.

This point has been recognized, and others have started to examine security
problems in ad hoc networks. A solution that uses threshold cryptography as a
mechanism for providing security to the network is presented in [8]. A method
that ensures equal participation among members of the ad hoc group, and that
gives each node the authority to issue certificates is presented in [9]. An ef-
fort to secure an existing ad hoc routing protocol has also recently been made
available [10].

Apart from the above protocols, which try to deal with minimal security
requirements like Authentication, message integrity, and non-repudiation, several
other protocols were presented to deal with specific security issues encountered
in MANETs. [4] presents the resurrecting duckling security policy model, which
describes secure transient association of a device with multiple serialized owners.
[5] presents a solution to prevent black hole attacks, [6] presents strategies for
intrusion detection.

Anonymous communication for wired networks is a well-studied aspect. The
concept of a mix is introduced in [18]. A single processor in the network, called a
mix, serves as a relay. Each processor P that wants to send a message m to a pro-
cessor Q encrypts m using Q’s public key to obtain m’. Then P encrypts the pair
(m’, q) using the public key of the mix. The mix decrypts the message and for-
ward m’ to q. This scheme has been extended in [19],[20], [21] where several mixes
are used to cope with the possibility of compromising the single mix. Another ap-
proach is to interpose an additional party (an anonymizer [22] between the sender
and receiver to hide sender’s identity from the receiver. Both the approaches are
not viable in an ad hoc network for several reasons. First, they are based on the
assumption that the information of mixes is known a priori and hence, the sender
can select the mixes appropriate to the receiver. This assumption is impracti-
cal in an ad hoc network. Second, the mixes/anonymizers are entrusted with
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more responsibility and they can become single points of attack. Third, forward-
ing a packet through mixes/anonymizers results in much longer paths than the
shortest paths possible, thus resulting in inefficient utilization of resources.

We address one routing attack that could easily happen in MANETs, the
information disclosure problem. Specifically, we deal with the attack in which a
malicious node may leak location information of other nodes.

4 Protocol for Anonymous Routing

In this section, we present a protocol to achieve absolute anonymity - the iden-
tities of the source and destinations are not known to any other node; after a
connection is established, a node involved in the path does not even know its
adjacent nodes in the path. Instead of containing source and destination infor-
mation, packets moving along an anonymous connection contain only obscure
information about next hop and previous hop.

4.1 Notation and Definitions

Public and Private Keys : We assume the presence of a Public Key Infrastructure.
We denote the private and public keys of a node i as Ei and Di. With E(M, k)
and D(M, k) we denote the encryption and decryption of message M with key k.

A Hash function, H, is assumed to be used globally; i.e., every node is aware
of H and uses H to get the hash values.

Invisible Address (IAi): We also define the invisible address (IAi) of a node i
for a packet with a flow identifier FID as constructed by encrypting the address
along with FID first with the private key and then, with the public key of i :
IAi = E(E((i, F ID, timestamp, RP ), Ei), Di)

RP is the redundancy predicate. Node N to have its invisible address get
verified, just presents m = E((i, F ID, timestamp, RIP ), Ei) to the verifier. For
the message to be verified successfully the unencrypted message D(m, Di) must
fulfill the redundancy predicate and E(m, Di) must be same as IAi.

Routing Flow Table: Each node maintains a routing flow table (RFT), through
which the node is able to forward a packet to the next node in the path. The
information stored in each entry of the table is:

– Flow Identifier (FID) set to the unique request identifier present in the route
request.

– Invisible Previous node Address (IPA) set to the invisible address of the
node from which the route request is received.

– Invisible Next node Address (INA) set to the invisible address of the node
from which the route received is received (if at all received).

– Timer (T ) initialized upon the reception of a non-duplicate route request to
Th. The time Th depends on the diameter of the network and could be set
to the maximum Round Trip Time that could be possible in the network
between any two nodes. The entry is deleted if a route reply is not received
before the timer expires.
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We also assume that the network is very loosely synchronized. This assump-
tion is just to prevent replay attacks.

4.2 Route Requests

Whenever a node S wishes to communicate with a node D, it initiates the route
discovery process. Route discovery allows any node in the ad hoc network to
dynamically discover a route to any other node in the ad hoc network, whether
directly reachable within wireless transmission range or reachable through one or
more intermediate network hops through other nodes. A node initiating a route
discovery broadcasts a route request, which may be received by those nodes
within wireless transmission range of it.

The route request has the following fields:

– FID (Unique request identifier, also referred to as unique flow identifier) is
set by the source by encrypting its address (S), destination address (D) and
a locally maintained sequence number (SEQ) with the public key of S. This
is used to detect duplicate route requests received at an intermediate node:
FID = E((S, D, SEQ), DS)

– ESA (Encrypted Source Address) is constructed by encrypting source ad-
dress, hash of FID, timestamp and the Redundancy Predicate (RP) with
the destination’s public key. The hash of FID and the timestamp are to
prevent replay attacks. ESA = E((S, H(FID), timestamp, RP ), DD)

– EDA (Encrypted Destination Address) is constructed by encrypting destina-
tion address, hash of FID, timestamp and the Redundancy Predicate (RP)
with destination public key. EDA = E((D, H(FID), timestamp, RP ), DD)

– ITA (Invisible TransmitterAddress) is the invisible address of the node i trans-
mitting the route request. ITA = E(E((i, F ID, timestamp, RP ), Ei), Di)

Whenever a node i that is not the destination receives a non-duplicate route
request packet, it performs the following operations:

1. A new entry is added to the routing flow table with FID and IPA fields set
to FID and ITA values of the route request packet.

2. The node checks if the route request is intended for it by decrypting the
EDA with its private key Ei and if it is the case it proceeds to send a route
reply (described below) and steps 3 and 4 are not executed.

3. The timer is initiated.
4. Invisible address is computed for the packet and the route request is retrans-

mitted with its ITA set to the invisible address computed.

4.3 Route Replies

The destination after receiving the route request also adds a new entry to its
RFT in a similar manner as above. The destination also validates the source by
decrypting ESA with Ei. Then, the destination in order to establish a connection,
constructs a route reply packet with the following fields:
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– FID is set to the FID of the route request.
– ESA (Encrypted Source Address) is constructed by encrypting D (destina-

tion of route request), hash of FID, timestamp and the Redundancy Predi-
cate (RP) with the source’s public key. The hash of FID and the timestamp
are to prevent replay attacks. ESA = E((D, H(FID), timestamp, RP ), DS)

– ITA (Invisible Transmitter Address) is the invisible address of the node i trans-
mitting the route request. ITA = E(E((i, F ID, timestamp, RP ), Ei), Di)

– IFA (Invisible Forwarder Address) is initially set to the ITA of the corre-
sponding route request packet.

Whenever a node i that is not the source, receives a route reply packet, it
performs the following operations:

1. An entry corresponding to FID is searched for in the RFT. If no entry is
found, the packet is dropped and all further steps are skipped.

2. The IFA value is verified by checking for RP, its address, FID and the times-
tamp in D(D(IFA, Di), Ei). If the verification fails, the packet is dropped
and all further steps are skipped.

3. The INA value of the entry corresponding to FID in RFT is set to ITA of
the route reply and the timer of the corresponding entry is nullified.

4. The INA value of the route reply packet is set to the ITA value of the entry
corresponding to FID and ITA value of the route reply is set to the invisible
address of i. The route reply is then forwarded.

When the source receives the route reply, it can verify the destination address
by decrypting the ESA and EDA fields in the route reply with its private key.
After the verification, the source and destination can securely communicate with
each other.

It should be noted that, no node in the network could make out the source or
the destination of any packet/connection. Also, each node in the network does
not even know the address of its neighboring node to which it is forwarding the
packet. Thus, communication that is completely anonymous can be achieved.
Also, apart from the overhead imposed due to the implementation of public key
infrastructure, no extra overhead is imposed by our protocol. It should also be
noted that, for each new connection, the route request is flooded over the whole
network. To reduce the overhead, instead of pure flooding, protocols such as
distance based flooding [11], gossip based flooding [12] or BSP [24] can be used.

5 Enhanced Protocol for Anonymous Routing (PAR-E)

With PAR, a malicious node can misuse the complete anonymity gained by
transmitting fake routing requests. A misbehaving node, which drops the packets
instead of retransmitting packets, can also go undetected. It is always a trade
off between privacy and security. We propose a few enhancements to detect
malicious and misbehaving nodes, albeit at the cost of complete anonymity.
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With the enhancements, a node will know the identity of any of its neighbors
only if those two nodes lie on the same path of some connection. For instance,
consider two neighboring nodes A and B. A will know the identity of B only if
A and B lie in the path of some connection. If no such connection exists, then
A does not know B and vice versa.

We assume that all the nodes are aware of some symmetric key encryption
algorithm and all nodes use the same symmetric key encryption algorithm. We
denote the symmetric encryption and decryption processes of a message M with
key k as Es(M, k) and Ds(M, k).

5.1 Enhancements

Routing flow table: Five new fields are added to each entry of RFT : 1)n, a large
prime chosen by the source. 2) g, a primitive mod n. 3) x, a large integer chosen
for each entry by the node maintaining the RFT. 4)PPK (Previous node Partial
Key) set to the partial key of the node from which the route request is received.
5)NPK (Next node Partial Key) set to the partial key of the node from which
the route reply is received (if at all received).

Route request : Three new fields are added to the route request packet: 1) n, a
large prime chosen by the source. 2) g, a primitive mod n. 3)TPK, Transmitter
partial key, computed and set by the transmitter as TPK = gxmod n

Route reply: Five new fields are added to the route reply packet 1) n, large
prime chosen by the source of route request. 2) g, a primitive mod n and chosen
by S. 3) NPK, next node partial key set by the transmitter. 4) TV, Transmitter
Verifier, set to the cipher text obtained by encrypting the transmitter’s address
and its signature with SK as key. SK is computed using PPK and x as SK =
(PPKxmod n), and TV = Es((Tr address, signature), SK) 5) TV’, Previous
Transmitter Verifier, set to the cipher text obtained by encrypting the transmit-
ter’s address and its signature with SK’ as key. SK’ is computed using NPK
and x as SK ′ = (NPKxmod n) and TV ′ = Es((Tr address, signature), SK ′)

Initially, the source node S chooses a large prime, n and g, such that g is
primitive mod n and initializes the corresponding fields in the route request to
these. Any other node, that is not the destination, upon reception of a route
request, apart from steps 1 - 4 (Section 4.2), performs an additional step 3a:
The node chooses a large integer x and sets the field x in the newly created
entry to that integer. Set the PPK field in the RFT entry to TPK of the route
request and reset the TPK entry of route request to gxmod n.

The destination D upon receiving the route request creates a new entry in
its RFT and sets its fields to the corresponding fields of route request. It then
generates a large integer x and computes the shared key according to Diffie-
Hellman key Exchange algorithm as : SK = TPKxmod n.

Then, D constructs the route reply as explained in Section 4.3 with the new
fields set in the following way: n, set to the large prime present in the route
request. g, set to g present in the route request. NPK, next node partial key, set
to (gxmod n), x being a large integer, chosen by D. SK, shared key, is calculated
as SK = (TPKxmod n), TPK being transmitter partial key obtained from
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the route request. TV, Transmitter Verifier, set to the cipher text obtained by
encrypting the transmitter’s address and its signature with SK as key. TV =
Es((D, signature), SK). TV’, Transmitter Verifier.

A node i, that is not the source, upon reception of a route reply, apart from
steps 1 - 4 (Section 4.3), performs an additional step 3a: The node computes
the shared keys, SK and SK’ as (NPKxmod n)and(PPKxmod n), x being
the value in the RFT entry corresponding to FID. Using SK, TV is verified by
decrypting it with the SK. Upon verification, it sets NPK field of route reply to
(gxmod n), x taken from RFT entry. Using TPK from the RFT entry, the node
calculates SK = (TPKxmod n) and resets the Transmitter Verifier in the route
reply to TV = Es((i, signature), SK). It then retransmits the route reply.

Also, after retransmitting route reply, then node i overhears the route reply
its neighbor retransmits for TV’ and verifies the signature. In case of a node next
to source, the source explicitly transmits TV’ for the node to verify its identity.
When the source receives the route reply, it verifies the destination address by
decrypting the ESA and EDA fields in the route reply with its private key.
Thus, secure communication channel between the source and the destination is
established. It should be observed that each node in the path established knows
nothing more than the identities of its neighboring nodes in the path established.
The identities of even other neighboring nodes are revealed. As each node knows
the identity of its neighboring nodes in the paths established, Intrusion Detection
Systems such as [13],[14],[15] can be implemented successfully to detect malicious
and misbehaving routers.

6 Conclusion

In this paper we presented protocols for achieving anonymous routing in mobile
ad hoc networks and thus, prevent location disclosure attacks. The protocol for
Anonymous Routing (PAR) guarantees absolute anonymity, which itself might
cause problems as it would become hard to identify malicious and misbehaving
nodes. PAR-Enhanced trades off some anonymity to enable detection of mali-
cious and misbehaving nodes.
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Abstract. Ubiquitous computing as the integration of sensors, smart devices, 
and intelligent technologies to form a “smart space” environment relies on the 
development of both middleware and networking technologies. Several kinds of 
smart space middleware have been developed and OSGi (Open Service 
Gateway Initiative) was initiated mainly for interoperability support with 
service distribution among various middleware environments. In this paper, we 
analyze the weaknesses in the OSGi service platform such as a non-distributed 
framework, passive user management, device management, and service bundle 
management. Moreover, we propose that in a smart space environment, 
Location-aware SBM (Service Bundle Manager) is most capable of efficiently 
managing various service bundles. This paper concludes with the 
implementation results for the SBM. 

1   Introduction 

Ubiquitous Computing means that users can use computers naturally and 
conveniently, regardless of place and time [1]. It means that a computer existing 
anywhere can use specialized services, and change its contents according to place or 
time via sensing and tracking. Its ability to form a “smart space” environment 
depends on the availability of networks, services, sensors, wireless communication 
and smart middleware technologies [2]. Smart space offers people security, energy 
saving, convenience, and a better lifestyle. 

A smart space is a living and office environment in which devices can be accessed 
and controlled either locally or remotely. For example, a user may monitor the status 
of home appliances status from the office and switch them on/off as needed. When 
someone approaches the front door, smart middleware turns on the porch light. In 
short, smart services support people.  

By connecting smart devices and intelligent networks, a smart space allows the user 
to access information efficiently and to connect directly to a range of public and 
personal services (including banks, police, fire, and emergency responders). 
                                                           
* This study was supported by a grant of the Korea Health 21 R&D Project, Ministry of Health 

& Welfare, Republic of Korea. (0412-MI01-0416-0002). 
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Convenience and efficiency are maximized by controlling information-communication 
equipment, digital audio and video devices, other existing electronic devices, smart 
sensors, etc. 

Middleware for a smart space controls home appliances, facilitates interaction 
among electronics, and supports various services. A variety of middleware for smart 
spaces has been developed, including UPnP (Universal Plug and Play) [3, 4], Jini [5, 
6], HAVi (Home Audio Video Interoperability) [7, 8], IEEE 1394 [9, 10], and PLC 
(Power Line Communication) [11]. The shortcomings of smart space middleware are a 
lack of interoperability and difficulty of distributing new middleware-specific services. 
OSGi (Open Service Gateway Initiative) has been developed to overcome these 
problems by enabling the easy deployment of services for local smart spaces [12, 13]. 

OSGi is gradually extending its influence to the smart space middleware market, 
and electronic devices based on OSGi are being used. And to control home and office 
electronic devices based on OSGi, Service Bundles based on OSGi have been 
developed and also available. Therefore a user’s need for an efficient manager has 
suddenly increased by several service bundles. 

OSGi Spec. version 3 offers many services. For example it includes Framework for 
a service bundle manager and event processing, Log Service for logging information 
and retrieving current or previously recorded log information in the OSGi Service 
Platform, and Device Access Service for an electronic home appliance manager. 
However, the OSGi Service Platform does not support updating, installing, or 
removing for the active life-cycle of service bundles, and will not automatically 
check-in a device’s state, or update a device driver, or distributed framework. 
Therefore we suggest SBM (Service Bundle Manager) to solve these problems. 

This paper is composed of six sections. Section 2 and Section 3 introduce OSGi and 
describe a smart space architecture based on OSGi. In Section 4, we propose SBM to 
efficiently manage many kinds of service bundles based on OSGi and describe the 
related implementation results in Section 5. Finally we conclude in Section 6. 

2   Background 

Many kinds of projects are currently in progress with a shared perspective of 
exploring a new research agenda. Some of these projects are Easy Living [14], Smart-
Its [15], SSLab [16], the Aware Home [17], and iRoom [18]. Microsoft’s “Easy 
Living” project is developing prototype architectures and intelligent technologies 
which include multiple sensor modalities combine, automatic or semi-automatic 
sensor calibration and model building, and on the like for smart space environments. 

Users use many smart devices that include each other’s middleware in smart space. 
Therefore we implement smart space middleware with OSGi of smart space 
environment because OSGi supports communication among several pieces of 
middleware. 

OSGi was created in 1999 in order to define an open standard for the delivery of 
services in networked environments, (vehicles and homes, for example.) and was 
supposed to solve problems involving the interaction among several kinds of home 
network middleware and service distribution. The OSGi service platform is an 
intermediary between the external network environment and the smart space network 
environment. 
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The OSGi service platform is divided into two parts: the OSGi Service Framework 
and OSGi Service. Figure 1 shows the OSGi Architecture. The OSGi framework 
supports service registry, life-cycle management of service bundles, etc. and includes 
registry service, persistent, data storage and life-cycle management for a servicein an 
extendable Java runtime environment. The OSGi framework supports an execution 
environment for services. An OSGi service is defined by a Java Interface. OSGi 
services include HTTP, Logging, and Device Access Service. A service is 
implemented as part of a bundle. A bundle is the smallest unit of management for the 
framework and, the framework manages its installing, uninstalling, resolving, stopping, 
starting, and active life-cycle. A bundle consists of java class code files and additional 
resources. In addition, the framework has Manifest File which is Meta information for 
the bundle or a bundle’s install, start, and stop information. Several OSGi services may 
be included on a bundle, and form a standard unit of distribution and management. 

Recently, research into the OSGi service platform suggests that a user in a smart 
space environment can turn appliances on and off. In other words, a smart space 
based on OSGi service platform supported a solid infrastructure so that projects could 
focus on unifying the smart space with smart phone and other smart applications [13]. 

 

Fig. 1. OSGi Architecture 

3   Smart Space Network Architecture Design Based on OSGi  

OSGi, developed to resolve interoperability among pieces of equipment based on 
different middleware, may be activated in a smart space Network. Figure 3 is the 
design for a Smart Space Service Network Architecture to control devices that do not 
offer OSGi Device Drivers. When senses a new device, the Support Registry, the 
OSGi HTTP Service, is designed to support the control attachment of existing 
devices. For example, when DTV is a plug-in, it will confirm whether it is registered 
with the Service Registry and will support service or download drivers if necessary. 
To control devices based on other middleware (Jini, HAVi, UPnP, etc.), each device 
connects through service bundles that are driver modules based on other middleware 
and are implemented as Java packages. In Figure 2, the OSGi Transformation step 
checks that other device drivers for different middleware supports which kind of 
services. The service bundle is registered in the OSGi Service Registry step. Also, 
when other devices require communication, the bundle supports export services. 
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Fig. 2. Transform device based on other middleware into service based on OSGi in Smart 
Space Network Architecture 

4   SBM (Service Bundle Manager) Design 

4.1   Smart Space Gateway Architecture Design Based on SBM 

Several service bundles will be used by a user, as a home network is widely used. 
Therefore users will need easier and more efficient manager service bundles. The 
OSGi service platform includes weaknesses for the management of service bundles. 
We compensated for the OSGi platform’s passive service element, user management, 
device manager component and non-distribution, etc. and designed SBM to efficiently 
manage several service bundles such as a Light Control Service and a Location-aware 
Service.  

 

Fig. 3. Smart Space Gateway Architecture 

Figure 3 shows the SBM-based Smart Space Gateway Architecture. The Device 
Driver and Wired/Wireless Device in the lower part decide the connection system 
among devices and certainly need standardization. Because the operating system uses 
programs like WinCE, embedded Linux, and real-time OS, it has less need of 
standardization. Connection systems for devices include wireless devices such as 
Wireless LAN, RFID (Radio Frequency Identification) [19, 20], Bluetooth [21, 22], 
and some of the wired devices consist of USB, IEEE 1394, and Ethernet. If a device 
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physically connects to a smart space network, it connects the new device to 
middleware such as UPnP, HAVi and Jini, which automatically reconstruct the smart 
space network. 

Transformation Bridge supports communication between middleware. When OSGi 
decides on supportable middleware, the home gateway uses the appropriate 
Transformation Bridge. 

Like the OS in a computer, Windows, Linux and Max decide on applications for 
the computer system, SBM based on OSGi, which is a home gateway in a smart space 
network, supports home network services, when SBM connects devices inside or 
outside of the smart space. It is used to control service bundles such as the Web 
Application Service, Camera Control Service, and the Device Manager Service. SBM 
solves weaknesses in the service platform for OSGi Spec. version 3, such as passive 
service, User Management, Device Management and non-distribution. 

4.2   SBM Architecture Design 

Figure 4 shows SBM architecture. To control home appliances, a user uses two 
connection systems. 

 

Fig. 4. Service Bundle Manager Architecture 

The first method makes it possible for a user to control a service bundle in SBM, 
after the user is authenticated through a web browser.  

The second method is a HIML (Human Interface Markup Language)[23] document 
that transmits using mobile devices such as PDA or Web PAD using a Network 
Service to Service Bundle Manager Server approach. A HIML document is stored to 
Service Using History Storage and the document is analyzed. 

The HIML document pattern is made according to the data form of the HIML 
document to divide electronic devices, as seen in Figure 5, into image devices and 
sound devices; the DataSet is shown here. 

To control electronic devices through using a web or mobile device, it accepts data 
on access privileges by a user’s device in User Manager through a user ID if users 
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approach. After the Device Manager receives an electronic device ID and device 
function services, it finds an appropriate driver through the device. Finally, users can 
control devices by service bundles. 

When each service bundle starts, the Service Bundle Manager Server checks the 
Smart Rule Manager. The Smart Rule Manager then checks Rule Storage, which 
includes start-rule lists of service bundles. If the service bundle’s start-rule exists, 
Smart Rule Manager sends Service Bundle Manager Server service bundle’s start-
rule. The Service Bundle Manager Server controls the service bundle through the 
service bundle start-rule. Rule Storage includes theses that support auto-aware system 
and are managed by the user (rule list installs, remove, modify, etc.).  

Table 1. Storage Implements 

Storage Implements 

Service Using 
History Storage 

· stores HIML, which mobile device sends, to control device 
· makes each device table 
· connects HIML documents with Context Awareness data 

User Storage 
· stores users’ personal information such as id, name, age, career, etc. 
· according to user id, allows certified user to access device control. 
· supports fitting device services to recognized user. 

Device Driver 
Storage 

· saves driver of each device. 
· driver always uses the latest version. 

Rule Storage 
includes intelligent rule. 

· rules are inserted, removed, modified by user and auto-modify.

Table 2. Service Bundle Management Implements 

Service Implements 

Network Service 
· connects SBM through Web, TCP/IP 
· supports service that controls service bundle. 

Service Bundle 
Manager Server 

· manages execution life-cycle of service bundle (install, start, stop, 
resume, uninstall). 
· user manages service bundle through network. 
· collects service bundle’s information 
· sends state information of service bundle to Administrator on 
schedule. 

Service 
Deployment 
Manager 

· links driver with fitting service bundle. 

Device Manager 
· manages each device’s driver and service (addition/insert/remove). 
· periodically updates driver and stores driver in driver storage. 

Driver Selector · selects best suited to a driver service which user wants. 

User Manager 
· manages user’s personal information (addition/insert/remove). 
· user level for limiting device control. 

Smart Rule 
Manager 

· checks service state of service bundles 
· sends Service Bundle Manager Server information of Rule Storage 
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Fig. 5. DataSet 

5   Implementation of Service Bundles Based on SBM 

This paper utilized an OSGi Release 3 compliant environment. 
We suggest a scenario to test SBM in smart space. After SBM recognizes a 

person’s location in the office through a Location-aware service bundle, and sends 
awareness-information to the Smart Rule Manager. Then the Service Bundle Manager 
Server turns light on and off through Light Control service bundle. 

5.1   Light Control Service Bundle 

Figure 6 shows the Light Control service bundle hierarchy. The Light Control service 
bundle turns the lights of homes and offices on and off. It can turn the light on and off 
automatically. SBM detects a user’s location through a Location-aware service 
bundle. The Smart Rule Manager supports several services according to the user’s 
location. For example, SBM automatically turns a light on or off from information 
provided by the Smart Rule Manager. 

LightControl class controls which light goes on or off. After TimeZone class 
checks time, according to time (AM/PM), but only Light turn off at AM and turn on 
at PM automatically and at the same time Light Control Service Bundle is controlled 
light on/off by user.  

SBM manages the transmission of data between Light Control Service and Client 
through the Client class to control the Light’s Channel during the Light Control 
Service Bundle’s run-time. 

 

Fig. 6. Light Control Service Bundle hierarchy 
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5.2   Location-Aware Service Bundle 

The Activator and Event Broker components approach the SBM framework, as shown 
in Figure 7. An Activator component, by interaction with the SBM framework, 
provides information on the Location-aware service bundle’s start and stop from the 
administration interface of the framework. The Related Client in the Location-aware 
service bundle Event records in Event Broker. If Location-aware service bundle 
receives an Event, Event Broker sends an event object to the client. According to this 
method, a Location-aware service bundle shares Camera Handler information and 
Position Recognition information with other service bundles (ex. Light Control 
service bundle) at the same time by multi application in the SBM framework.  

Location-aware service views a user’s location in home and office in real-time 
through the application. 

 

Fig. 7. Location-aware Service Bundle Architecture 

 

Fig. 8. Location-aware Service Bundle Hierarchy 

Figure 8 shows each class’ relation in Location-aware service bundle. 
Location_awareActivator class controls a bundle’s states, such as start, install and 
stop. If calling start(), a service bundle scarcely starts when through CameraHandler, 
PositionRecognition and VisionProcessor classes perform. After CameraHandler class 
checks which camera attaches or detaches through Cam_driver, the service bundle 
receives the user’s location information from PositionRecognition and 
VisionProcessor classes. 

After Location-aware service bundle compare target picture, which is nobody in 
smart space environment, with real-time picture, the PositionRecognition and 
VisionProcessor class recognizes user’s location in smart space. 
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LogTracker Class processes the recording of events and errors. The log() method 
logs a message with an exception associated with a specific service. The class starts as 
soon as the service bundle starts and if the service bundle stops, the class calls the 
log.close() method to stop. Figure 9 shows recognition of the user’s location in smart 
space environment during the Location-aware service bundle’s run-time. Then SBM 
turns light on through Light Control service bundle on the user’s location. 

 

Fig.9. View Location-aware Service Bundle in Smart Space 

6   Conclusion 

This paper proposes SBM, which efficiently manages several service bundles based 
on OSGi and describes the execution of service bundles in an SBM environment.  

SBM, which solves the OSGi service platform’s weaknesses, such as User 
Management and Device Management, permits certified users to control each device 
and automatically designs a service for each device. After a user enters SBM using a 
web service and mobile device for the control of a device, SBM controls the sending 
of the device’s service information, which analyses access privileges through User 
Manager and Device Manager, to the server. We did research on service bundles in a 
smart space system and on a manager for home appliances’ control and user’s 
location awareness service. SBM updates service bundles automatically and 
efficiently manages service bundles by managing a user’s authorization and by 
controlling each device. 

Future work will be done on a study of SBM to manage home appliances and 
service bundles, after extending its services such as context awareness, authenticated 
security and distribution. Smart Rule Manager parts and security still leave something 
to be desired. 
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Abstract. We present a Context-Aware and Augmented Reality-supported ser-
vice Framework for distributed and collaborative interactions in Ubiquitous envi-
ronments (U-CAFÉ). The proposed approach adopts semantic web-based context 
management and reasoning for supporting context-aware services. Further, it 
utilizes augmented reality for providing more relevant and human-centered inter-
actions and collaborations. A semantic web representation language, Topic Map, 
is used to manage and reason about ubiquitous service-related contexts explicitly 
and systematically. Augmented reality-based interactions are used for embedding 
virtual models onto physical models considering contexts and for enabling bi-
augmentation between virtual and physical models. The proposed framework has 
been successfully applied to design collaboration and intelligent home services.  

1   Introduction 

Computing paradigm is moving toward context-aware and ubiquitous environments in 
which devices, software agents, and engineering services are all expected to seam-
lessly integrate and cooperate in support of human objectives – anticipating needs, 
negotiating for services, acting on our behalf, and delivering services in anywhere, 
any-time fashion [4,5,14]. Context-aware and ubiquitous systems are computer sys-
tems that can provide relevant services and information to users by exploiting con-
texts. By context, we mean information about locations, software agents, engineering 
services, users, devices, and their relationships. Contexts may also include system 
capabilities, services offered and sought, the activities and tasks in which people and 
computing entities are engaged, and their situational roles, beliefs, and intentions. 
Note that an effective semantic management for contexts is one of the key require-
ments for building a context-aware ubiquitous service framework. The Web Ontology 
Language [11] and Topic Map [16] are languages for expressing sophisticated class 
definitions and properties.  

Augmented reality (AR) can naturally complement ubiquitous computing by pro-
viding an intuitive and collaborative interface to a three-dimensional information 
space embedded within physical reality [2]. Correspondingly, the human-computer 
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interfaces and interaction metaphors originating from AR research have proven ad-
vantageous in a variety of real-world ubiquitous application scenarios, such as indus-
trial assembly and maintenance, location-based intelligent systems, navigation aides, 
and computer-supported cooperative work [7,9,12,13].  

Although context-aware computing is very popular in the areas of building intelli-
gent meeting rooms, supporting intelligent robots, and providing smart spaces for 
easy living [4,5,8,14], a more sophisticated research is still needed  that combines 
context-aware computing with more natural and intuitive interfaces like augmented 
reality for supporting human-centered collaborative interactions which are indispen-
sable to product design, distributed virtual reality, and human-computer interactions.  

In this paper, we present a Context-aware and Augmented reality-supported service 
Framework for distributed and collaborative interactions in Ubiquitous environments 
(U-CAFÉ). The proposed approach adopts a semantic web-based context management 
of ubiquitous services. Topic Maps are used to query and reason about service-related 
contexts, which can reduce difficulty and cost in building context-related knowledge 
management and sharing that can provide more relevant services and information to 
meet service requestors on the basis of their contexts. Contexts for ubiquitous services 
are maintained in three different levels of details adoptable to a dynamically changing 
environment: 1) proxy generation for each context, 2) cluster generation based on the 
hierarchical representation of contexts among persons, devices, and service proxies, 
and 3) Topic Map-based integrated context map generation. Further, augmented reality 
is used to realize more human-centric interfaces and collaborations in which three-
dimensional computer graphics are superimposed over real objects considering con-
texts. Collaborative interactions based on AR not only feedback to existing contexts or 
generate new contexts, but also get interactions from the contexts, which realizes b-
augmentation between physical and virtual services. We also discuss how Web ser-
vices and JINI services are used to register, lookup, and bind ubiquitous services easily 
and effectively [6,15]. The remainder of the paper is organized as follows. Section 2 
overviews U-CAFÉ. Section 3 presents how to maintain service contexts and apply 
them to augmented reality in a ubiquitous environment. Section 4 shows some imple-
mentation results. Finally, section 5 concludes with some remarks. 

2   System Overview 

The primary objective of this research is to propose a generic framework that supports 
collaborative and adaptive capabilities in a ubiquitous and context-aware environment 
as shown in Fig. 1. The framework has been built on the three layers: 1) U-service 
layer, 2) U-context layer, and AR-based collaboration layer. The U-service layer 
works as a service dispatching and aggregation broker. It supports dynamic ubiqui-
tous service federations via process templates. Readers are referred to see the Refer-
ence 10 for detailed description of process-centric service federations. Published Web 
services communicate directly with their legacy applications by Web service wrap-
ping [15]. The U-context layer maintains contexts from various resources such as 
devices, people, environment, etc. Further, the U-context broker facilitates reasoning 
and querying of contexts represented in Topic Map. Based on these contexts, request-
ors or mobile devices can dynamically adapt to the most desirable situation to analyze 
the requested services. The AR-based collaboration layer provides more realistic and 
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human-oriented services. It is linked to the U-service and U-context layers for context 
acquisition and reasoning, and graphical information gathering and synchronization. 
Thus, the three layered framework can support various kinds of ubiquitous services 
and collaborations such as context-aware adaptation to the environment and human-
centered AR-based collaborations.  
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Fig. 1. Conceptual implementation of U-CAFÉ 

Both Web services and JINITM services are used for flexible and easy communica-
tion to support various kinds of engineering services and devices. Each ubiquitous 
service can be easily represented as a Web service component. Further, service fed-
eration can be achieved by utilizing BPEL4WS (Business Process Execution Lan-
guage for Web Services), which can generate another new service [3]. In this way, all 
the ubiquitous services can be wrapped as Web service components. The JINI service 
from Sun Microsystems is also used to create dynamically networked components, 
software agents, and services that scale from the device to the enterprise. Its unique 
qualities include (i) code mobility, (ii) leasing, and (iii) integration. However, in con-
trast to Web services, there is no standard and open architecture-based module for 
service federations in the JINI service, just as Web services cannot support user-
oriented GUIs and interactions. To minimize disadvantages and to maximize advan-
tages of both services, Web services are used for back-end communications, whereas 
JINI services for front-end communications. Context-aware devices and user-friendly 
displays are described as JINI objects, which can be easily registered, discovered, and 
implemented in mobile and context-aware environments.  

A Topic Map-based context management provides a foundation for interoperable 
context-aware service environments where computing entities can easily exchange 
and interpret contexts based on the explicit context representation. Topic Map is a 
new ISO standard for describing knowledge structures and associations between them 
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with information resources[16]. Topic Map consists of three basic concepts: Topics, 
Associations, and Occurrences. Topics are the most fundamental concept in Topic 
Map, which defines a subject. A topic may be lined to one or more information re-
sources that are deemed to be relevant to the topic in some way. Such resources are 
called occurrences of the topic. Associations play a role in describing relationships 
between topics. Topic Map has a standard query language called Topic Map Query 
Language (TMQL)[16]. Further, Topic map has the flexibility for explicitly represent-
ing contexts, easy merging of multiple contexts based on the Public Subject Indicator 
(PSI), multiple viewing of contexts based on the scope representation, and standard-
based querying and reasoning of contexts. 

3   Context-Aware and Augmented Reality-Based Ubiquitous 
Services 

This section explains how ubiquitous contexts are managed, queries, and reasoned to 
provide more relevant and human-oriented services. It also discusses how to utilize 
augmented reality for executing context-aware collaborations, which gives more natu-
ral and intuitive interactions and interfaces. 

3.1   U-Context Management 

By representing contexts for ubiquitous services and collaborations as easily inter-
preted semantic ontologies, the context-aware service framework enables intelligent 
applications to retrieve contexts using declarative queries and supports the inference 
of higher-level contexts from the basic contexts [14]. The proposed context-related 
infrastructure consists of several context-aware collaborating components as shown in 
Fig. 1 and 2. In particular, the context acquisition and maintenance module discovers 
and gathers contexts from mobile devices such as PDA and cellular phone, RFIDs, 
and Bluetooth-enabled sensors. Then, it asserts the gathered contexts into the context 
knowledge base. The context knowledge base also stores context ontologies given by 
users and related services. It links the context ontology and contexts in a single se-
mantic model and provides interfaces for the context query engine and context reason-
ing engine to manipulate correlated contexts. The context query engine provides an 
abstract interface for applications to extract desired contexts from the knowledge base. 
In particular, contexts are maintained in three different levels of details adaptable to a 
dynamically changing environment: 1) proxy generation for each context, 2) cluster 
generation based on the hierarchical representation of contexts among persons, de-
vices, and U-service proxies, and 3) Topic Map-based integrated context map genera-
tion from the registered proxies and clusters.  

In order for each context to be easily registered, queried, and discovered over U-
CAFÉ, it is wrapped as a JINI proxy with a context wrapper. Thus, it is possible for 
the service requestor to find the registered proxy with the help of the JINI lookup 
service. The Topic Map-based context wrapper attached to each proxy plays another 
important role in matching semantics and searching for context relations in the U-
CAFÉ service network. There are several context wrappers according to the type of 
contexts such as persons, devices, locations, and U-services.  
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Fig. 2. Context acquisition and maintenance 

Moreover, clusters are constructed and maintained based on the hierarchical repre-
sentation of contexts among persons, devices, and E-services as shown in Fig. 3(a). 
The hierarchy consists of four layers. The bottom layer includes a range of mobile and 
fixed devices; neither hardware architecture nor operating system must be homogene-
ous [1]. The second layer contains device proxies, which every device has. The third 
layer is the user-proxy layer. Every user in the U-CAFÉ service network has a per-
sonal user proxy. This layer can store applications and a user’s state. The fourth layer 
is the U-service layer, where the architecture provides shared engineering applica-
tions, utilities, and servers.  
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Fig. 3. Hierarchical context representation in U-CAFÉ: (a) hierarchical representation of con-
text relations among users, devices, and E-services and (b) Topic Map-based context merging 

Finally, registered proxies and clusters are merged to a Topic Map-based integrated 
context map as shown in Fig. 3(b). One of the main reasons in representing three 
different levels of details about contexts is to provide multiple views of the contexts. 
In addition, it makes it possible to enhance querying and reasoning contexts. Thus, 



 A Context-Aware and Augmented Reality-Supported Service Framework 263 

this representation can make ubiquitous services be more adoptable to a dynamic 
changing environment.  

However, some sensors or devices such as PDAs and cellular phones cannot support 
the JINI services due to hardware and software limitations. To overcome these kinds of 
limitations, we implemented JINI surrogate services for those devices as shown in Fig. 
2.  A surrogate is a facilitator that enables for a device that cannot run over the JINI 
service network to communicate with registered proxies over the JINI service network. 
Thus, it is possible to consistently maintain not only JINI interoperable contexts but 
also JINI non-interoperable contexts using surrogates regardless of device limitations. 

3.2   Augmented Reality-Based Collaborative Interactions 

AR is a natural complement to mobile computing, since a mobile system can assist 
the user directly in several situations. In ubiquitous environments, mobile devices can 
be utilized for distributed collaboration, where as AR devices can be effectively used 
for co-located collaboration [2,12]. The AR-based collaboration broker consists of 4 
major modules as shown in Fig. 4: 1) U-context interface module, 2) U-service bind-
ing module, 3) tracking module, and 4) rendering module.  

Internally, the tracking module and rendering module support AR applications. The 
tracking module is based on a marker-based tracking technique, also supporting 
multi-marker tracking capabilities. In this research, ARToolkit is utilized [7]. The 
rendering module embeds the 3D virtual reality of service and context information 
onto the physical reality image synchronized by the tracking module. Externally, the 
U-Context interface module and U-Service binding module are used to communicate 
with the U-Context broker and U-Service broker for context and service information 
retrieval and synchronization. The U-Service binding module receives virtual models 
from the U-Service broker, then, applies various interactions, and finally feedbacks 
the interactions to the U-Service broker, which can modify the original model or gen-
erate new models. Similarly, the U-Context interface module gets context information 
from the U-Context broker and then embeds the contexts to AR, which can move 3D 
virtual models or transform them. Further, it also feedbacks new contexts generated 
from AR interactions to the U-Context broker, which bi-augments each other. 
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Fig. 4. Modules for AR-based collaboration 
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4   System Implementation 

This section explains how the proposed framework can be integrated and applied to 
various ubiquitous and context-aware applications. To illustrate the benefits of U-
CAFÉ, we present the following two scenarios: 1) ubiquitous collaboration for 3D 
product design and 2) AR-supported ubiquitous home. They show how context 
awareness is used to relate users with devices and to manage their relations as proxies, 
and show how context awareness is utilized for various collaborations.  

We assume that a user, Mr. CNU, requested an engineering service via mobile de-
vice at CisLab. During the analysis of the result, the U-CAFÉ service network advises 
him to investigate the analysis result with a large display or AR device instead of his 
PDA due to hardware and software limitations. While analyzing the result using the 
AR-based interface, unfortunately, he finds a serious problem and, thus, he wishes to 
collaborate with Mr. B for resolving the problem. However, Mr. B can only access his 
PDA with which he cannot visualize a large 3D model. Thus, they cannot collaborate 
with each other based on the previous engineering collaboration environment.  

U-CAFÉ manages all the contexts related to this scenario such as device and per-
sons using Topic Map as shown in Fig. 5 when Mr. CNU enters CisLab. It describes 
topics related to Mr. CNU and Cis-PDA, and their associations. 

<topic id="Mr.CNU">  
<instanceOf>  
   <topicRef xlink:href="#Person"/>  
</instanceOf>   
<baseName> 
 <baseNameString> 
      Mr.A 
</baseNameString> 
</baseName> 

</topic>  
         

<topic id="Cis-PDA"> 
<instanceOf> 
   <topicRef xlink:href="#Mobile-Device"/> 
</instanceOf> 
<baseName> 
  <baseNameString>CISPDA</baseNameString> 
</baseName> 
<occurrence> 
  <instanceOf> 
     <topicRef xlink:href="#BluetoothMAC"/> 
  </instanceOf> 
  <resourceData>168.131.132.123</resourceData> 
</occurrence> 

</topic> 
 
<topic id="carrying "> 
<baseName> 
   <baseNameString>carrying</baseNameString> 
</baseName> 

</topic> 
 

<association id=Mr.CNU-carrying-Cis-PDA”> 
<instanceOf> 
    <topicRef xlink:href=”#carrying”/> 
</instanceOf> 
<member> 
   <roleSpec> 
      <topicRef xlink:href=”#Person”/> 
   </roleSpec> 
     </topicRef xlink:href=”#Mr.CNU”/> 
 </member> 
 

<member> 
  <roleSpec> 
     <topicRef xlink:href=”#Device”/> 
  </roleSpec> 

<topicRef xlink:href=”#Cis-PDA”/> 
    </member> 

</association> 
 
<!—Association derived when Mr. CNU enters CisLab--> 
 
<association id="Mr.CNU-locatedIn-CisLab"> 
<instanceOf> 
   <topicRef xlink:href="#locatedIn"/> 
</instanceOf> 
<member> 
   <roleSpec>     
       <topicRef xlink:href="#Person"/> 
   </roleSpec>   
      <topicRefxlink:href="#Mr.CNU"/>   
</member>          
<member> 
   <roleSpec>                
      <topicRef xlink:href="#Location"/> 
   </roleSpec>             
      <topicRef xlink:href="#CisLab"/> 
</member> 

</association> 
 
<association id="CISPDA-locatedIn-CisLab"> 
<instanceOf> 
    <topicRef xlink:href="#locatedIn"/> 
</instanceOf> 
<member> 
   <roleSpec> 
      <topicRef xlink:href="#Device"/> 
   </roleSpec> 
      <topicRef xlink:href="#Cis-PDA"/> 
</member> 
<member> 
   <roleSpec> 
      <topicRef xlink:href="#Location"/> 
   </roleSpec> 
      <topicRef xlink:href="#CisLab"/> 
</member> 

</association> 

Fig. 5. Some of derived Topic Map-based contexts relating to Mr. CNU when he enters CisLab 
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Based on these contexts, the following querying and inferencing results based on 
TMQL show how contexts can be effectively used for providing the right service in 
the given situation. The following query implies that “find Mr. CNU’s requested 
ubiquitous services and their status that can be served by the working computers lo-
cated in CisLab”.  

 Query 
select $R-Service, $Status from 
e-requestedBy($R-Service:Requested-E-Service, CNU:Person),  
e-statusOf($R-Service:Requested-U-Service, $Status:U-Service-Status), 
e-instanceOf($R-Service:Requested-U-Service, $P-Service:Provided-U-Service),    
servedBy($P-Service:Provided-U-Service, $Computer:Device), 
locatedIn($Computer:Device, CisLab:Location), 
conditionOf($Computer:Device, GoodCondition:Condition) ? 

 Query result 
$R-Service $Status 
CNU’s R-Service1 U-Service-Finished 
CNU’s R-Service2 U-Service-Processing 
CNU’s R-Service3 U-Service-Finished 

In addition to the context query, it is necessary to infer new contexts from the exist-
ing contexts. The following rule can be defined and from which we can derive new 
contexts. The following rule implies that when Mr. CNU’s requested services are 
finished, it is necessary to suggest the most desirable device or computer for analyz-
ing the service result.  

 Rule 
e-recommendedWith($R-Service, $Display) :- 
 e-requestedBy($R-Service:Requested-U-Service, CNU:Person),  
 e-statusOf($R-Service:Requested-U-Service, U-Service-Finished:U-Service-Status), 
 e-instanceOf($R-Service:Requested-U-Service, $P-Service:Provided-U-Service), 
 desiredBy($P-Service:Provided-U-Service, $Display:Device-Condition). 

Fig. 6 shows how Mr. CNU and B can collaborate with each other on a mobile de-
vice regardless of inhomogeneous hardware and software platforms and system limi-
tations and how the AR-based technique can be applied to construct an intelligent 
home. Fig. 6(a)-(c) how a context aware-based application level of details is applied 
to suggest a possible solution. Note that this kind of collaboration is impossible in the 
existing concept of engineering collaboration. Fig. 6(d)-(f) show how an AR tech-
nique and context awareness are applied to an intelligent home. Usually, it costs too 
much to build a well-equipped intelligent home with various sensors and devices. 
Thus, many researchers just assume that the intelligent space has been virtually con-
structed although it has not been, and then they just develop softwares and test them 
for assuring their ideas and approaches. Theoretically, it works quite well, but it is 
doubtful that it would work well in the physical environment.  

To verify the effectiveness of utilizing AR on ubiquitous systems, we constructed a 
miniaturized intelligent home. We attached various kinds of sensors such as lights, 
motors, infrared sensors, and temperature sensors. But, we realized that it is quite 
difficult to embed moving or dynamic objects to this environment, which limits con-
structing realistic context-aware experiments. Using the AR technique, however, we 
can generate various dynamic virtual models that would be embedded to the physical 
model. For example, Fig. 6(d) and (e) show a miniaturized intelligent room before 
and after the AR technique has been applied. Fig. 6(f) shows that the light is turned on 
when a person enters the kitchen. In other words, when a virtual person comes into 
the kitchen, the system can automatically turn on the light by calculating the location 
of the virtual person and requesting the E-Context Broker for generating location 
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contexts, which orders the intelligent home manager to turn on the light. Note that 
such a ubiquitous environment can be much more realistic and scalable if the AR 
technique can be fully utilized.  

   

(a)                                           (b)                                           (c) 

   

(d)         (e)                                            (f) 

Fig. 6. AR applications for collaborative interactions and intelligent home 

5   Conclusion 

U-CAFÉ has been proposed for supporting various ubiquitous applications such as 
engineering services and intelligent home. The proposed approach adopted a semantic 
web-based context management for supporting various ubiquitous services. Further, 
augmented reality has been used to realize more human-centric interfaces in which 
three-dimensional computer graphics are superimposed over real objects. We realized 
the AR-based context aware techniques can be very effective interfaces for collabora-
tions: 1) seamless interaction between real and virtual environments, 2) the ability to 
enhance the reality, 3) the presence of spatial cues for various kinds of collaboration 
such as product development and intelligent home, and 4) the ability to transition 
smoothly between reality and virtuality. 

Several areas of research related to U-CAFÉ still remain. There is a need to de-
velop a formal representation and service acquisition strategies. Further, hybrid inter-
faces that integrate AR technology with other collaborative techniques need to be 
further explored. 
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Abstract. Cooperative learning links students together to help them attain their 
learning objective under the guidance of teachers. With the spread of the Inter-
net, cooperative learning has attracted educational technology interest, and re-
search is proceeding into the use of bulletin boards, teleconferencing and chat 
rooms, etc., to support cooperative learning systems. However, cooperative 
learning systems tend to be used independently of distance learning, and very 
little work is being done on cooperative learning methods that include distant 
lectures. We believed that if remote lectures could be included in cooperative 
learning by students, the effectiveness of this cooperative learning could be im-
proved. The article proposes a methodology for incorporating distant lectures in 
cooperative learning and provides an experimental evaluation. To evaluate this 
method we created a cooperative learning prototype and performed evaluations 
within our department. 

1   Introduction 

Distance learning may be divided into one of two categories: studies in which stu-
dents access teaching materials asynchronously via the Internet, and those in which 
students interact directly with teachers at distant locations synchronously via telecon-
ferencing functions. Cooperative learning links students together to help them attain 
their learning objective under the guidance of teachers. With the spread of the Inter-
net, cooperative learning has attracted educational technology interest, and research is 
proceeding into the use of bulletin boards, teleconferencing and chat rooms, etc., to 
support cooperative learning systems.[1][2][3] This research frequently concentrates 
on the use of the worldwide web to grasp and control the progress of conversations 
and discussions.[4][5] However, cooperative learning systems tend to be used inde-
pendently of distance learning, and very little work is being done on cooperative 
learning methods that include distant lectures. 

The authors have proposed a distant-lecture system in which teaching materials are 
sent in advance to computers on the student side and teachers send editing commands to 
display the teaching materials to students.[6][7][8] We believed that if remote lectures 
could be included in cooperative learning by students, the effectiveness of this coopera-
tive learning could be improved. The article proposes a methodology for incorporating 
distant lectures in cooperative learning and provides an experimental evaluation. 
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To evaluate this method we created a cooperative learning prototype and performed 
evaluations within our department. The experiment was performed twice: the first 
time was to confirm and evaluate the basic functions of the system. Various problems 
centering around the system’s chat functions were identified, and the result of the 
evaluation was unsatisfactory. The second experimental evaluation was performed 
after improvements to the system’s chat functions, and repeated the evaluations ad-
dressing each of the problems. 

2   A Cooperative Learning Method Including Distant Lectures 

2.1   Basic Approach 

The general flow of cooperative learning that includes distant lectures is shown in 
Fig. 1. At the initial asynchronous learning stage, the teacher sends the teaching mate-
rials with contents prepared for the course to the students in advance. The contents of 
the teaching materials are used when the distant lecture is given, but it is also possible 
for the students to use them in their preparation. 

At the lecture stage, the teacher sends commands to display the teaching materials, 
and explains the theme of the studies. Those receiving the lecture see displays  
corresponding to these commands. Once the explanation of a particular topic has been  

 

Fig. 1. Flowchart for the Learning Process 
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completed, the teacher sends a question command and checks the degree of under-
standing. If teachers feel that understanding is inadequate, they will give additional 
explanation(s) and check again. When adequate understanding has been achieved, the 
lecture can proceed. The cooperative learning stage begins once the lecture has been 
completed. 

At the cooperative learning stage, students are divided into groups in which learn-
ing proceeds by way of conversations and discussions on the theme of the study and 
the joint creation of a document. The teacher watches the log of this process for each 
group, monitors the progress of document creation by group members and gives ad-
vice. If further instruction proves necessary, they revert to the distant lecture stage and 
appropriate additional explanations are given. As soon as the teacher feels that ade-
quate understanding has been achieved by group members, they resume cooperative 
learning and further instructions are given. 

Discussions on the study theme and document creation continue until the group is 
led to the right conclusions. Once the group has completed the study, the teacher 
confirms its completion, and the group uses the document(s) to prepare and submit a 
report. The study as a whole ends with the publication of these reports. The teacher 
refers to the results of the study, including chat logs and the data on the information 
shared, in preparing feedback for the next lecture. 

2.2   Configuration of Cooperative Learning System 

The system configuration is shown in Fig. 2. The cooperative learning system consists 
of the software for editing teaching materials in real time (abbrev. to R/SW below), 
the chat system, and the information sharing system. 

R/SW has functions allowing commands to be sent during the lecture that cause the 
content of the teaching materials to be displayed to students. In addition to these con-
tent display commands, there are also commands allow the teacher to check the degree 
of student understanding. There are also functions to analyze the results of queries. 

 

Fig. 2. System Block Diagram 
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The chat system uses NetMeeting chat, with tags that provide graphic identification 
of the kind of content that is being sent. This eliminates the misunderstandings that 
can easily arise in text-only chat sessions, and assists in judging what kind of discus-
sions were being carried out by the group members as they followed the chat log. 
These tags also facilitate the investigation and analysis of the learning process from 
the chat log.  

Because we considered that discussions would proceed by a repeated process of 
reaching agreements after exchanges of opinion between the participants, we set up 
tags to express “agreement,” and “opposition,” with “question” and “explanation” for 
questions and answers. Since conversations would not be confined to discussions, we 
also prepared an “other” tag. 

We used a Wiki[9] as the system for sharing information. A Wiki is a web contents 
management system that facilitates access via a web browser, and allows freedom in 
issuing and editing pages. 

2.3   System Support 

The block diagram of the methods by which support was provided is show in Fig. 3. 
In order for students to follow the learning theme and achieve the objectives of the 
study, a document giving the results of their studies is prepared using discussions that 
proceed via chat and an information-sharing server. In this process, logs are accumu-
lated of the chat conversations and the changes made to the document on the informa-
tion-sharing server. Real time support during the lecture time is provided by analysis 
of the data on the server, R/SW is used to grasp the students’ answers to questions, 
and provides the additional factor of distant lectures that are responsive to the stu-
dents. It is very important, for the proper support of this kind of learning, that the 
process of distant cooperative learning should be analyzed, and this is done using the 
log of conversations and document creation. 

 

Fig. 3. System Support Methods 

2.4   Grasping the Students’ Responses 

In order for the degree of understanding to be properly assessed in synchronous learn-
ing, R/SW commands are used to question understanding and R/SW analytical func-
tions are used on the resulting answers. Here, the degree of student understanding is 
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assessed on the basis of multiple-choice Q&A forms and single-question answer 
forms for 20- to 40-word answers. Selection is performed in response to the teacher’s 
questions by means of branching “radio” buttons. 

The responses accumulated on the teaching side are checked to grasp the degree of 
understanding. The answers are totaled, and the average numbers of those selecting a 
particular branch option are ascertained. This provides a quantitative assessment of 
the overall level of understanding. The single-question answers are scanned for the 
keywords that they should contain to assess their correctness. For example, if asked 
what an interpreter language is, the answer is assumed to be correct if it contains the 
words “interpret” or “execute.”. 

3   Experiments and Evaluation 

3.1   The First Test, Its Evaluation 

3.1.1   The Experimental Environment Within the Department 
The first experimental test was performed with ten fourth-year students in the depart-
ment. They were divided into two teams, A and B, for the studies. Because the ex-
periment envisages students at distant locations, the students were required not to sit 
next to one another in the lecture room, and not to communicate face-to-face. All 
students possessed notebook computers, and were connected via a wireless LAN. The 
students’ computers had pre-installed R/SW, NetMeeting (used for chat) and the Wiki 
used as the shared information server. 

3.1.2   Experimental Schedule and Study Theme 
The experiment was performed over the period May 25 through June 8, 2004, during 
which there were four sessions, each of 90 minutes. In a fifth and final session, held 
on June 11, each team announced its results. The theme of the cooperative learning 
for this experiment was “An Investigation of the Suitability of Distance Learning 
Using the Internet for the Regions Surrounding the Takla Makan Desert and, if Suit-
able, of Problems Arising,” and after the teacher lectured on the theme of the study, 
the group commented cooperative learning as discussions continued. 

3.1.3   Results and Evaluation 
For the first experiment, we performed analyses of the tags, the chat conversation 
flow, the Wiki information flow, the distant lecture itself, the questions and answers, 
the students’ announced results, and the results of a questionnaire and opinion survey. 
As a result, we were able to confirm the overall flow of the cooperative learning proc-
ess including distant lectures, but the following problems were identified. (1) Too 
much use was made of the “Other” tag (35.7%), making analysis of the discussion 
difficult; (2) the widely differing time lags between discussions and document prepa-
ration tended to disrupt discussion; (3) it was difficult to know the situation of other 
students, etc. We accordingly decided that satisfactory results could not be expected if 
the experiment were to be continued in its current form, and made improvements 
before carrying out the second experimental test and evaluation. 
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3.2   System Improvements 

3.2.1   Improved Chat System 
For this research, we developed a chat system with tags that would give simultaneous 
information on the state of discussions and document preparation. We have called this 
“semantic chat.” A typical semantic chat screen is shown in Fig. 4.  

 

Fig. 4. Typical Semantic Chat Screen 

The chat log with tags is shown in window (1), the tag selection list in window (2), 
the log of document creation in window (3), the area for entering contributions in 
window (4), and the list of participants in window (5). Meaningful tags are selected 
from the list in (2), and they are also allocated to function keys for selection and input 
without having to remove hands from the keyboard. 

The chat log is on the left, but in the window on the right, Wiki changes are logged 
along the same time line. This means that as cooperative distance learning proceeds in 
parallel with document preparation, the progress of both discussions and preparation 
can be grasped simultaneously. We believe that this kind of environment, by provid-
ing a log of progress in documentation, will enable the teacher to distinguish between 
those students who are and are not participating in the study, whether or not they are 
actually participating in the active give-and-take of discussion.   

3.2.2   Short Supplementary Lectures During Cooperative Learning 
In the first experiment, we tried the method of having the students attempt to resolve 
among themselves any questions arising from the study theme during the cooperative 
learning process. However, analysis of the content of the discussions and the jointly 
prepared reports revealed that to some extent supplementary lectures from the teacher 
were necessary. In the second experiment, we therefore arranged to ascertain the 
student response and to provide appropriate supplementary instruction. 

3.3    The Second Test, Its Evaluation and Consideration 

3.3.1   Test Schedule and Content 
In the second experimental test, nine of the department’s fourth-year students partici-
pated on two occasions, Feb. 7 and 10, 2005. Nine of the participants in the previous test 
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were divided into two teams, Team A with four members and Team B with five. The 
study theme this time was different; “A Review of Policies to Encourage More Japanese 
Tourists to Visit the Autonomous Uighur Region of Xinjiang Province on China’s Silk 
Road.” There were two group discussions. One concentrated on what could be done to 
bring more Japanese tourists to China’s Silk Road and the Autonomous Uighur Region, 
and the other concentrated on proposing appropriate measures to solve the problems 
involved. Participants were also pre-tested by E-mail before the experiment. 

On February 7, the teacher gave the lecture on the study theme, then checked the 
degree of understanding, gave a supplementary lecture, and then rechecked under-
standing. 

In the February 10 experiment, cooperative learning took place, with checks of stu-
dent interest, additional lectures, checks of comprehensive, etc., and finally each team 
brought its document to a conclusion and submitted a report. The experiment was 
followed by a test and a questionnaire. 

3.3.2   Experimental Results and Evaluation 
On February 7, the students’ reactions were ascertained after the distant lecture. 
Check points were displayed on the R/SW communications screen, and student un-
derstanding during the distant lecture was assessed by asking questions with the an-
swers to be selected from four alternatives. This check was repeated four times. The 
results achieved by the students were assessed and additional lectures were given 
where this appeared to be necessary, and the same four questions were asked to check 
understanding. A comparison between the students’ understanding before and after 
the additional lecture is shown in Table 1, from which it is clear that student under-
standing improved. 

On February 10, during the cooperative learning, the teacher analyzed the semantic 
chat log and the document, and realized where students were experiencing problems 
and where more detailed explanations were necessary. First, the degree of student 
interest in this possibility was checked. Table 2 shows the results of two checks of 
student interest.  

Table 1. Checks of Understanding Before and After an Additional Lecture 

Item Before After 
No. of checks performed 1 2 3 4 1 2 3 4 
No. answering correctly 7 7 8 7 12 11 11 12 
No. answering incorrectly 5 4 2 5 0 0 0 0 
No. of those not answering 0 1 2 0 0 1 1 0 
Percentage of right answers 60.42% 95.83% 

Table 2. Degree of Student Interest 

Team A (No.) Team B (No.) Check 
Necessary (Yes)or 
Unnecessary (No) 

Yes No Either Yes No Either 

1st 4 0 1 4 0 0 
2nd 4 1 0 3 0 1 
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3.3.3   Considerations 
(1) Log Analysis and Semantic Chat 
We compared the frequency with which the “others” tag was selected in the first co-
operative learning experiment with that observed when the semantic chat system was 
used. This comparison is shown in Table 3. The table shows that when the semantic 
chat system is used, the “others” tag is used some 11.8 percentage points less than 
when NetMeeting was used. This suggests that the method of associating tags in the 
semantic chat system has become considerably more convenient, and that the students 
had become more familiar with their usage. 

Table 3. Frequency of Tag Usage 

Type of Chat System “Others” (%) Not “Others” (%) 
NetMeeting Chat (1st experiment) 35.7 64.3 
Semantic Chat (2nd experiment) 23.9 76.1 

A questionnaire survey was carried our after the study. Divided into 15 categories, 
each with five levels of response, it also allowed for open-ended expressions of opin-
ion. In response to the questions “Was the semantic chat system effective?” “Did the 
semantic chat window showing the updating of Wiki information prove useful?” and 
“Was the supplementary lecture helpful?” many students mentioned as positive fac-
tors that the semantic chat system was good in that it had simplified the input of tags, 
and that the Wiki update window facilitated progress by eliminating wasteful confir-
mations. However, there were also who indicated that although the display of infor-
mation on the work of other students during the discussions was effective, there was 
also a need to display the status of the discussions with other students while the work 
was proceeding. 

(2) Analysis of Supplementary Lectures  
From Table 1 it is clear that the supplementary lecture improved student understand-
ing, and from Table 2 that supplementary lectures are also necessary during coopera-
tive learning. The results of tests of understanding performed after the supplementary 
lectures show that almost all students had understood their content. 

(3) Pre-Test and Post-Test Analysis 
The same test of the study theme was performed both before and after the cooperative 
learning. Fig. 5 shows the results of the group tests. The average scores show consid-
erable differences before and after the cooperative learning. In terms of actual test 
scores, all students achieved higher scores. 

Table 4. Pre-Test and Post-Test Results 

Team Pre-Test Post-Test Difference 
A 22.75 69.5 +46.74 
B 17.33 76.66 +59.33 
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(4) A Comparison of NetMeeting and Semantic Chat 
NetMeeting was used for discussions in the first experiment and semantic chat was 
used in the second. Semantic chat dispensed with the need to enter tags manually, and 
we expected that this would affect the number of contributions. The number of con-
tributions per unit time in the first and second experiments is shown in Fig. 5. 
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Fig. 5. A Comparison of the Number of Contributions Made Using NetMeeting and Semantic 
Chat 

The comparison of NetMeeting and semantic chat given in Fig. 5 shows that both 
the total number of contributions to the discussion made per unit time, and the aver-
age number of contributions made by individuals per unit time, are both higher for 
semantic chat. This appears to be because dispensing with the need to enter tags by 
hand has encouraged more contributions. 

4   Conclusions 

This article proposes a method of cooperative learning that incorporates distant lec-
tures and provides its experimental evaluation. The first experimental evaluation was 
performed for cooperative learning with the theme “An Investigation of the Suitability 
of Distance Learning Using the Internet for the Regions Surrounding the Takla 
Makan Desert and, if Suitable, of Problems Arising.” As a result of analysis of the 
study process we encountered several problems. To solve these problems we devel-
oped the semantic chat system. In the second experimental evaluation, the study 
theme was “A Review of Policies to Encourage More Japanese Tourists to Visit the 
Autonomous Uighur Region of Xinjiang Province on China’s Silk Road.” As a result, 
a new problem of awareness was identified in this method. 

Future issues to be resolved are the establishment of the parameters by which the 
effectiveness of studies performed via cooperative distance learning can be assessed. 
We also plan further practical testing and improvement of the developed system, and 
intend to perform experimental evaluation of the time lags between discussion and 
document preparation. 
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Abstract. The ubiquitous computing paradigm has made the telemedicine field 
being changed.  However, research on the telemedicine field in a ubiquitous 
environment has not been carried out yet.  In this paper, we have designed and 
implemented a ubiquitous medical image processing system for telemedicine 
applications based on the time-triggered message-triggered object (TMO) 
structuring scheme that is a distributed real-time object model.  The initial ver-
sion of our system is named KoMIPS (Konkuk Medical Image Processing Sys-
tem) that is a result of joint work with a Samsung Medical Center team.  Ko-
MIPS is a stand-alone system.  Currently, KoMIPS is being extended to run on 
a ubiquitous environment.  The extended version, named u-KoMIPS (ubiqui-
tous KoMIPS), is designed with the TMO model and its execution environ-
ment is based on TMOSM/Linux that is an execution engine for a TMO struc-
tured program on Linux.  The u-KoMIPS can acquire a medical image from 
various medical image scanners (e.g., MRI, CT, gamma camera, etc.) and then 
convert it into a DICOM image, transfer the DICOM image to one or more cli-
ents.  Then, a client can analyze, process, and diagnose the DICOM image.  
We expect that telemedicine applications based on our system would accu-
rately acquire a medical image from various medical image devices and effi-
ciently analyze it. 

1   Introduction 

Today, demands on an effective telemedicine system have been ever increasing.  With 
the advances in information technologies and telecommunication technologies, the 
construction of an effective telemedicine system becomes possible.  And embedded 
systems equipped with microprocessors are widely applied to various fields with 
advances in information technologies and telecommunication technologies.  In addi-
tion, the ubiquitous computing paradigm leads application areas of embedded systems 
to become much broader.  Many fields including the telemedicine field are affected 
by this phenomenon.  Now, research and development for various medical systems is 
being conducted, for example, u-hospital, telemedicine used IMT 2000 service, and 
web-based PACS.  In Europe, mobile telemedicine applications using a cellular phone 
or a PDA have already been introduced [1-3].  The vigorous progress in telemedicine 
is being made due to efficient environments such as improvement IT business, inter-
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net communication network, PACS, wireless LAN, mobile phone, etc.  However, 
most of current telemedicine systems depend on special platform/devices and those 
are not compatible each other [4].  Also, research on a ubiquitous telemedicine is not 
in a mature stage. 

In this paper, we propose a ubiquitous telemedicine system by extending KoMIPS 
(Konkuk Medical Image Processing System) that has been developed in collaboration 
with a Samsung Medical Center team.  KoMIPS consists of a small gamma camera 
for a breast cancer and medical image processing system.  We have remodeled and 
implemented KoMIPS to a TMO based medical image processing system for tele-
medicine applications.  The TMO model is a distributed real-time object model and 
briefly introduced in section 2. 

Our extended system, named u-KoMIPS (ubiquitous KoMIPS) can acquire a medi-
cal image from various medical image devices (such as MRI, CT, and gamma cam-
era) and then converts it into an equivalent DICOM (Digital Image and Communica-
tion in Medicine) image that is an international medical image format standard.  The 
u-KoMIPS provides a set of analysis functions such as ROI (region of interest) set-
ting, contrast adjust, MCA (multi-channel analyzer), and a set of image processing 
functions such as filtering, edge detection, and binary arithmetic. 

The rest of this paper is organized as follows: In section 2, we briefly introduce the 
TMO model and DICOM format that are the basis of our approach.  Section 3 pre-
sents KoMPIS overview and the TMO based medical image processing system.  In 
section 4, we introduce an application that has been developed applied TMO ap-
proach.   Finally, section 5 summarizes the paper with future work. 

2   Background 

2.1   TMO Scheme 

TMO is a natural, syntactically minor, and semantically powerful extension of the 
conventional Object(s) [5-7].  Particularly, TMO is a high-level real-time computing 
object. Member functions (i.e., methods) are executed within specified time.  Timing 
requirements are specified naturally intuitive forms with no esoteric styles imposed.  
As depicted in Figure 1, the basic TMO structure consists of four parts: 

• Object Data Store (ODS): the basic unit of storage which can be exclusively ac-
cessed by a certain TMO method execution at any given time or shared among 
concurrent executions of TMO methods (SpMs or SvMs). 

• Environment Access Capability (EAC): the list of entry points to remote object 
methods, logical communication channels, and I/O device interfaces. 

• Spontaneous Methods (SpM): a new type of method, also known as the time-
triggered (TT) method. The SpM executions are triggered when the real-time 
clock reaches specific values determined at design time. A SpM has an AAC 
(Autonomous Activation Condition), which is a specification of the time win-
dows for execution of the SpM. 
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• Service Method (SvM): conventional service methods.  The SvM executions are 
triggered by service request messages from clients. 

 

Fig. 1. Structure of TMO (adapted from [5]) 

2.2   Feasibility of TMO for Modeling and Implementing Medical Image 
Processing System 

Fundamental features provided in the TMO programming scheme can enable efficient 
programming of complex distributed medical image processing system for telemedi-
cine applications.  Development of a telemedicine service system requires functional-
ities of a distributed medical image processing and a medical image processing ser-
vice.  Also, the concept of a service object and provision of high-level API can facili-
tate the development of a telemedicine system. 

First, the TMO scheme provides a sound foundation for programming and execut-
ing distributed objects and also the scheme provides various support middleware such 
as TMOSM/Linux, KelixRT, TMOSM, etc.  These features enable a developer to 
easily design and implement a telemedicine system.  Second, the clear separation 
between SpMs and SvMs, and the BCC rule allow the use of SpM, the time-triggered 
spontaneous methods, as a means for periodic acquisition of medical signal. 

2.3   DICOM 

The DICOM standard is a specification that describes a means of formatting and ex-
changing actual image data and associated information such as image calibration and 
patient’s information.  The standard applies to the operation of the interface that is 
used to transfer data in and out of an imaging device such as CT, MRI, X-ray, PET, 
SPECT, and Ultra-sound [8-10]. 

Figure 2 shows format of DICOM.  DICOM file is a series of “data elements” each 
of which contains a piece of information. 
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• Data element tag: it con-
tains a piece of information. 
Each element is described 
by an “element name” con-
sisting of a pair of 16 bit 
unsigned integers (“group 
number”, “data element 
number”). 

• VR (value representation): 
it is a field that is a 16 bit 
unsigned character that de-
scribes a type of data and a 
type of data element value. 

• Value length: it is a length field that is a 32 bit unsigned even integer that de-
scribes the number of bytes from the end of the length field to the beginning of the 
next data element. 

3   Design of a Medical Image Processing System Based on the 
TMO Model 

3.1   KoMIPS Overview 

KoMIPS is a PC-based cost-effective system that is capable of acquiring, storing, ana-
lyzing, and processing medical images.  KoMIPS is a result of joint work with a Sam-
sung Medical Center team (department of nuclear medicine) and initial objective of 
KoMIPS is to facilitate to detect a breast cancer.  Figure 3 briefly shows how KoMIPS 
obtains a medical image.  After injection of a radioisotope to a patient, KoMIPS ac-
quires signals using a small gamma camera.  Then it constructs, displays, processes, and 
analyzes an image in real-time.  It should be noted that KoMIPS can deal with various 
types of images although current KoMIPS uses a gamma camera as its scanning device.  
The gamma camera can be replaced with other scanning devices such as CT (Computer 
Tomography), MRI (Magnetic Resonance Imaging), SPECT (Single Photon Emission 
Computerized Tomography), PET (Positron Emission Tomography), etc. 

 

Fig. 3. Overview of KoMIPS 
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Fig. 2. Format of DICOM 
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(a) A small gamma camera System (b) snapshot of KoMIPS 

Fig. 4. KoMIPS system 

KoMIP can not only load various types of images but also construct images in real-
time.  Also, KoMIPS converts an acquired raw image into a DICOM image using 
DICOM encode module and then, stores the image to a database.  The Figure 4(a) 
shows a small gamma camera to acquire a medical image and Figure 4(b) shows a 
snapshot of image processing in KoMIPS.  Several doctors at the Samsung Medical 
Center have used our KoMIPS prototype extensively and expressed the usefulness of 
KoMIPS. 

3.2   System Architecture 

With advent of the ubiquitous 
computing paradigm, research on 
a telemedicine system is vigor-
ously being progressed.  How-
ever, research on a ubiquitous 
telemedicine system is in its 
beginning stage. Especially, a 
telemedicine application requir-
ing real-time operations is not 
being considered yet.  In this 
section, we designed a TMO 
based medical image processing 
system, named u-KoMIPS (ubiq-
uitous KoMIPS) running on 
TMOSM/Linux.  TMOSM/Linux 
is a middleware supporting real-time operations and execution of TMO structured 
programs. 

Figure 5 shows a service environment of u-KoMIPS. We installed a (embedded) 
Linux and a TMOSM/Linux that is a middleware supporting TMO. A client such as 
desktop, PDA, and mobile phone requests an image or an image processing service of 
server. A (embedded) Linux, a real-time OS, is enable of rapidly, quickly and seam-
less information processing. 

Telemedicine Server 
(Windows/LINUX)

DICOM Image DB
Telemedicine Client2 

(Windows/LINUX)

Internet

Telemedicine Client1 
(Embedded LINUX)

Telemedicine Server 
(Windows/LINUX)

DICOM Image DB
Telemedicine Client2 

(Windows/LINUX)

Internet

Telemedicine Client1 
(Embedded LINUX)

 

Fig. 5. TMO based medical image processing service 
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3.3   Modeling of a TMO Based Medical Image Processing System 

In this section, we present design of the u-KoMIPS.  In the u-KoMIPS, the following 
objects (TMOs) are used: 

• MIAcquisition TMO: an object to acquire a medical image from various medical 
image scanners such as MRI, CT, SPECT, etc. 

• MIProcess TMO: an object to process a medical image. 
• MIAnalysis TMO: an object to analyze a medical image. 
• MIDicom TMO: an object to convert an acquired medical image into a DICOM 

image. 
• MIDisplay TMO: an object to display DICOM/Raw images on mobile informa-

tion devices such as a PDA, a cellular phone, a HPC, etc. 
• MISManager TMO: an object to overall manage requirement of MIService TMO. 

MIService TMO request MISManager TMO of a DICOM image or image proc-
essing service. Then, MISManager TMO requests to a corresponding TMOs. 

• MIService TMO: an object to request an image or image processing service to a 
corresponding server. 

Figure 6 presents the relationship among the above mentioned TMOs. SpMs  
in  each  TMO  perform the roles assigned to the TMO. Interactions among TMOs are  

ODS
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Fig. 6. TMO class diagram for a medical image processing system 
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occurred through SvMs and EAC. With MIAcquisition TMO, we explain how the 
roles of a TMO can be performed by SpMs in that TMO and how a TMO can interact 
with other TMOs. 

MIAcquisition TMO is a service object that inputs/outputs medical image data 
from various medial image scanners. Among the methods in MIAcquisition TMO, 
MIAcquisition_SpM acquires raw image data from medical image scanners periodi-
cally and saves into a corresponding ODS. In the following, we describe the methods 
in MIAcquisition TMO in detail. 

• MIAcquisition_SpM: MIAcquisition_SpM is automatically activated by AAC 
allocated dynamically in runtime, periodically acquires image signals from 
medical image scanner and saves them into ODS. At this point, depending on a 
medical image scanner, various image composition algorithms are selectively 
applied.  Also MIAcquisition_SpM notifies an acquisition status to MISManager 
TMO. Specification of temporal conditions in AAC for MIAcquisition_SpM at 
design time so as follows: 

         for  T    = 
  from  TMO_START + S 
  to TMO_START + S + P 
  every  AQ 
  start-during  (T, T + OS_DELAY_FOR_ACQUISITION) 
finish-by  (T + DEADLINE_FOR_ACQUISITION) 

The S denotes start time that is the time to acquire signal from medical image 
scanner, and P denotes stop time that is an end of an acquisition time. The AQ de-
notes the time that is request time to compose a medical image, and D denotes 
deadline time of signal processing. A SpM with the above AAC starts at the time 
TMO_START + S and is executed until the time TMO_START + S + P with the 
period AQ. Also, the SpM must start between T and T + 
OS_DELAY_FOR_ACQUISITION and complete its task within T + 
DEADLINE_FOR_ACQUISITION. T is a time variable and TMO_START re-
fers to the start time of the TMO execution engine. 
OS_DELAY_FOR_ACQUISITION is the time spent by OS for activating a SpM. 

• StartAcquisition_SvM: a method that is called by MISManager TMO in case of 
receiving request of an image acquisition from client. 

• SaveDicomMI_SvM: a method that is called in case of saving a DICOM image 
to medical image database. SaveDicomMI_SvM reads a DICOM image data 
from ODS and saves it DB. 

• ReceiveDicomMI_SvM: a method that is called by MIDicom TMO in case of 
trying to send a DICOM image. ReceiveDicomMI-SvM receives a DICOM im-
age data from MIDicom TMO and writes it to ODS. 

4   A Prototype of u-KoMIPS 

In this section, we present a prototype of the u-KoMIPS. In the prototype, a small 
gamma camera, a medical image device, is used to acquire a medical image and is 
applied anger logic algorithm to compose image. 
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Fig. 7. Design architecture of u-KoMIPS 

As depicted in Figure 7, the image acquisition node that acquires image signals 
from various medical image scanners contains MIAcquisition TMO, MIDicom TMO, 
and MIDisplay TMO. The Telemedicine server is composed of MIProcess TMO, 
MIAnalysis TMO, MISManager TMO, and MIDicom TMO.  Also, the client is com-
posed of MIDicom TMO, MIDisplay TMO, and MIService TMO. Client requests a 
medical image or image processing service of telemedicine server with MIService 
TMO. Then, MISManager TMO received request from client responses it. 

Development environment of the u-KoMIPS as follows: 

• Operating System : Linux/Embedded Linux 
• Middleware : TMOSM/Linux 
• ADC: DAQ Board in National Instrument 
• Libraries : Nidaq32.lib, Nidex32.lib 
• Development Tool : GTK+, QT 
• Database : mySQL 

Figure 8 shows a GUI of the DICOM Image Viewer, a part of the u-KoMIPS. As 
depicted in Figure 8, frequently used functions are provided in a form of ICON.  Also, 
at image loading time, the system analyzes the DICOM v3.0 header and displays the 
header information with image.  In addition, the viewer has an image processing tool 
bar that can be docked [11].  Figure 8(a) shows the server-side GUI that displays 
DICOM images such as MRI, CT, Gamma, etc. and analyzes images using color map, 
ROI, and contrast functions.  Figure 8(b) shows transfer of an image in a DICOM 
image database to client.  Figure 8(c) shows the client-side GUI.  We have imple-
mented server-side and client-side GUIs using QT. 
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(a) Server-side GUI (b) Image transfer (c) Client  

Fig. 8. Prototype of u-KoMIPS 

Functions provided with the prototype can be summarized as follows: 

• Image acquisition: obtaining raw image data from various sources. 
• DICOM encoding/decoding: all images are converted to the corresponding 

DICOM v3.0 images. 
• ROI analysis/copy/paste/save: once ROI is set, then ROI can be copied, pasted, 

analyzed quantitatively, and saved for future use, e.g., applying saved ROI to 
same or different images. 

• MCA (Multi-Channel Analyzer): for each input channel, the energy (in fact, 
voltage) of each signal is measured. With signals from all channels, an energy 
spectrum image can be constructed. This function can improve image analysis 
capability by removing unnecessary signals and noises prior to the construction 
of an energy spectrum image. 

• Color map control 
• Contrast control 
• Image processing 

− Flip/mirror 
− Zoom in/out 
− Rotation (0o to 360o) 

• Arithmetic/binary operation: image pre-processing such as add, subtract, multi-
ply, divide, AND, OR, and XOR with two images. 

5   Conclusions 

In this paper, we present the design of medical image processing system based on the 
TMO model for telemedicine applications and implemented a prototype running on 
PCs and PDAs under the (Embedded) Linux OS.  The prototype provides various 
functions of image processing, analysis, transfer, archive and acquisition.  The initial 
version of our system is named KoMIPS that is a result of joint work with a team in 
the department of nuclear medicine of the Samsung Medical Center. The current sys-
tem, named u-KoMIPS, is an extension of KoMIPS of which purpose is to run on a 
ubiquitous environment. 



 u-KoMIPS: A Medical Image Processing System in a Ubiquitous Environment 287 

Our system provides a way to easily develop telemedicine applications not only in 
a stand-alone system but also in a ubiquitous/distributed environment.  Also, our 
system can enable mobile clients such as PDA to be used in diagnosing a medical 
image anytime anywhere. 
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Abstract. This paper describes the extended PARLAY X for the Adaptive 
Context-aware Personalized Service (ACPS) in a ubiquitous computing 
environment. It can be expected that the context-awareness, adaptation and 
personalization for the Quality of Service (QoS) / Quality of Experience (QoE) 
in a ubiquitous computing environment will be deployed. But the existing 
PARLAY X is lacking when considering QoS / QoE in network. To address 
this issue, this paper suggests the extended PARLAY X for ACPS. The 
objective of this paper is to support the architecture and the Application 
Programming Interface (API) of the network service for the context-awareness, 
adaptation and personalization in a ubiquitous computing environment. ACPS 
provides a user with QoS / QoE in network according to the detected context 
such as location, speed and user’s preference. The architecture of the extended 
PARLAY X for ACPS is comprised of a Service Creation Environment (SCE), 
the semantic context broker, and the overlay network. SCE uses Model Driven 
Architecture (MDA)-based Unified Modeling Language (UML) / Object 
Constraint Language (OCL) for an expression of context-awareness, adaptation, 
and personalization. The semantic context broker is a broker role between the 
SCE and PARLAY gateways. The overlay network is a broker role for QoS / 
QoE between PARLAY gateway and the IP network.  

1   Introduction 

There is increasing interest in a ubiquitous computing environment with Next 
Generation Network (NGN). A ubiquitous computing environment with NGN needs 
                                                           
 * This work is supported by National Computerization Agency of Korea (NCA) for Research 

about “Development and Test of Overlay Multicast Transform Device between IPv6 and 
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the provision of seamless applications in the face of changing value chains and 
business models, requiring the ongoing replacement and extension of service delivery 
platform enabled by new information technology and software tools.  

New open network service delivery platform standards, such as PARLAY [1] 
Application Programming Interface (API), are based on the principle of service 
programming support with network protocol abstraction and the exploitation of state 
of the art information technology. In addition to PARLAY, the most innovative 
software development approach, the Model Driven Architecture (MDA) [2], aims to 
provide total freedom to application development. Consequently, it seems logical to 
use MDA-based PARLAY such as medini [3] for the rapid and highly automated 
development of network service on the PARLAY based service delivery platform.  

However, the existing MDA-based PARLAY does not consider that the context-
awareness [4], adaptation [5], and personalization [6] for Quality of Service (QoS) / 
Quality of Experience (QoE) [7] in a ubiquitous computing environment. It can be 
expected QoS / QoE for the customized network service in a ubiquitous computing 
environment will be deployed. To solve this issue, Web Architecture for Service 
Platforms (WASP), developed by Telematica Instituut and Ericsson, conducted a 
research project for context-aware middleware focused on semantic web service [8] 
technology, using PARLAY to 3G network. WASP focused on semantic web service 
technology which creates difficulties for many developers who are not adept with the 
semantic web service in developing a new network service. In addition, WASP lacks 
in considering adaptation and personalization in a ubiquitous computing environment. 

Therefore, this paper suggests the extended PARLAY X for the Adaptive Context-
aware Personalized Service (ACPS) for the context-awareness, the adaptation and 
personalization in a ubiquitous computing environment. All references to ‘the 
extended PARLAY X for ACPS’ from this point forward is abbreviated as ‘ACPS’. 

The objective of this paper is as follows: 

•   To support the context-awareness, the adaptation, and personalization for the QoS 
/ QoE in a ubiquitous computing environment. 

ACPS provides users with the QoS / QoE according to the changing context 
constraints and the user’s preference. The existing PARLAY is the open Application 
Programming Interface (API) to converse telecommunication, Information Technology 
(IT), the Internet and new programming paradigm. PARLAY Group, a group of 
operators, vendors, and IT companies, started in 1998 with the definition of an open 
network Parlay API. This API is inherently based on an object-oriented technology and 
the idea is to allow third party application providers to make use of the network (i.e., 
have value added service interfaces). MDA is an approach to the full lifecycle 
integration and interoperability of enterprise system comprising of software, hardware, 
people, and business practices. It provides a systematic framework to understand, 
design, operate, and evolve all aspects of such enterprise systems, using engineering 
methods and tools. MDA uses Unified Modeling Language (UML) / Object Constraint 
Language (OCL) [9]. OCL is a UML extension for expression of semantics.  

This paper describes the design and implementation of ACPS in a ubiquitous 
computing environment, and is paper is organized as follows: Section 2 illustrates the 
design of ACPS; section 3 describes the implementation of ACPS; Section 4 
compares the features and performance of ACPS. Finally, section 5 presents the 
concluding remarks.    
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2   The Design of ACPS 

2.1   The Overview of ACPS 

A scenario using ACPS is depicted below. We assume that there are the contexts such 
as location and speed in the surroundings of a wireless device that is detected from 
sensors called motes [11] or Global Positioning System (GPS). Moreover, we assume 
that the Wireless LAN region is enough of network resource and the CDMA region is 
short of network resource. In the middle of an on-line game, a user in the WLAN region 
decides to go outside to the CDMA region while continuing to play the game on a 
wireless device. The wireless device is continually serviced with degraded application 
quality on the screen, albeit there is a shortage of network resources in CDMA region. 
Therefore, the user can seamlessly enjoy the game on the wireless device. 

Control Layer 

Network layer

Service Layer

 

Fig. 1. The architecture of the extended PARLAY X for ACPS 

We assume that semantic context broker can get the context such as location and 
the speed by GPS. The mobile devices including the intelligent agents can get the 
context such as weather, temperature from the sensors called motes. The mobile 
device informs the semantic context broker of the context. 

Fig. 1 shows the overall architecture of ACPS which consists of the service layer, 
the control layer, and the network layer. This paper focuses on the service layer. The 
service layer includes Service Creation Environment (SCE) [10] and the semantic 
context broker. SCE is based on MDA technology and uses Unified Modeling 
Language (UML) / Object Constraint Language (OCL). SCE can specify the policy of 



 The Extended PARLAY X for an Adaptive Context-Aware Personalized Service 291 

ISP or the network administrator. The semantic context broker is developed for the 
purpose of the extension of PARLAY X for adaptation, context-awareness, and 
personalization.. The adaptation function can get the context such as the policy from 
the ISP or the network administrator. The wireless sensor network called a mote can 
detect the contexts. The context-awareness function can get the context such as 
location, weather, and temperature from GPS or sensors. The personalization function 
can get the context such as the device type and the user’s profile. The semantic 
context broker can analyze the context and decide the optimized network protocol. 
The semantic context broker informs the overlay network of the request of the 
optimized network protocol. The overlay network can support the protocol adaptation 
for QoS / QoE according to the request of the semantic context broker. Hence, the 
semantic context broker interprets the context for context-awareness and 
personalization according to the changing context and the user’s preference and  
reconfigures the protocol for adaptation. 

2.2   The Semantic Context Broker 

The role of a MDA tool is to make a role of the SCE, which can obtain the service 
logic and the context constraints from the Internet Service Provider (ISP) or the 
network administrator. The service logic depends on a UML/OCL notation. We 
developed the semantic context broker for ACPS. The semantic context broker is for 
PARLAY X with QoS / QoE and to support context-awareness, personalization, and 
adaptation in the service layer as depicted in Fig. 2. The role of the semantic context 
broker is to obtain the context such as location and speed, to make an interpretation 
for context-awareness, and to re-composite each protocol for adaptation and 
personalization according to the context. The overlay network can support QoS / QoE 
according to the request of the semantic context broker in the control layer. ACPS 
uses MDA-based SCE with OCL and web service technology, whereas the existing 
PARLAY X uses XML-based web services technology. The signaling of PARLAY 
Gateway uses Mobile Application Part (MAP) in Wireless Network, SIP in IP 
Multimedia System (IMS), SS7 in Public Switched Telephone Network (PSTN), and 
SIP in wired network such as the Internet 

In Fig.1, the operation of ACPS is as follows:  

1.   The MDA-based SCE defines the service logic and context-constraint. 
2. The service logic and context-constraint using UML/OCL is transferred to the 

semantic context broker. The semantic context broker translates UML/OCL to 
PARLAY X. 

3. Many sensors called motes inform the semantic context broker of the detected 
context information. 

4. The mobile user’s information such as user’s preference and device type is 
transferred to the semantic context broker. 

5. The semantic context broker converses the detected information into XML-
based context information and reconfigures the service for adaptation according 
to the context. 

6. The semantic context broker translates the XML-based context information into 
the XML-based PARLAY X. 

7. PARLAY X is converted into PARLAY gateway. 
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8. The overlay network can support QoS / QoE according to the request of the 
semantic context broker. 

9. Finally, ACPS provides the user with the customized network service with QoS 
/ QoE .    
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Fig. 2. Mechanism of the semantic context broker 

Fig. 2 shows the mechanism of semantic context broker. The semantic context 
broker consists of Context-awareness, Personalization, and Adaptation control. 
Context-awareness has a role to interpret contexts that comes from mote or GPS. 
Context-awareness is to get the context information such as location and speed, 
translating the context information to XML format. Personalization has a role to 
process the user’s personal information such as user’s preference and the device type. 
Personalization is to get the personal information, translating the information to XML 
format. Adaptation Control is to reconfigure the protocol for adaptation according to 
the context. Adaptation Control is to re-composite the agent for protocol that can call 
network protocol module according the ISP’s rule and policy.  

2.3   The Definition of Context, Profile, and Policy for ACPS  

Fig. 3 shows the context, profile, and policy for ACPS. Context consists of location, 
speed, weather, temperature, time of day, presence, device type, and user’s 
preference. Profile consists of device type and user’s preference for personalization. 
The policy from the ISP or the network administrator is expressed by OCL. The 
example of the policy is as follows: if (current_location = ‘WLAN region') then call 
RTP protocol else if (current_location = ‘CDMA region’) then call WAP protocol 
means to call a function for RTP protocol in the case that the current location is in a 
Wireless LAN region where resources of a network in the surroundings are enough, 
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and to call a function for WAP protocol in the case that the current location is in a 
CDMA region where the resources of network are scarce. 

’

‘

‘ ’

 

Fig. 3. Context, Profile, and Policy for ACPS 

Mobile device/user Sensor/GPS ACPS Data S erver
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[c urrent_loc ation = ‘CDMA ’] WAP  service

[c urrent_loc ation = ‘WLAN’] RTP  s erv ic e 

The differentiated data trans miss ion

 

Fig. 4.  Sequence diagram for ACPS 

Fig. 4 shows the sequence diagram for ACPS. The sensor or GPS detects context 
information such as the location and speed and it informs context information of 
ACPS. ACPS can adaptively choose the optimized protocol, analyzing the context 
information and policy of the ISP. For instance, if the current location of a mobile 
device is in the WLAN region, users can get the high quality of service through 
Real Time Protocol (RTP), whereas if the current location of a mobile device is in 
the CDMA region, users can get the low quality of service through Wireless 
Application Protocol (WAP). Finally, the mobile user can get the differentiated 
network service.  
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3   Implementation of ACPS 

The implementation of ACPS is based on Windows 2000 server, the PARLAY X 
SDK named GBox[12] of Appium company. The UML/OCL is conversed into the 
XML-based web service because ACPS uses XML-based web services. We have 
three steps in the execution of ACPS. First, the policy using UML/OCL notation is 
defined by the ISP or the network administrator. In Fig.4, the example of policy is the 
expression using OCL. Second, the semantic context broker can get the context such 
as location, speed, weather, and temperature from the GPS or sensor, can get the 
context such as device type and user’s preference from the mobile device, can 
translate UML/OCL into XML, can analyze the XML-based information, and can find 
the optimized network protocol. Third, the overlay network provides users with the 
network service with QoS / QoE according to the request of the semantic context 
broker. We use UML/OCL tool, PARLAY X SDK. ACPS includes the new defined 
PARLAY X API such as getContextAwareness(), getPersonalization, and 
adaptiveProtocolType(). We assume that there are WLAN region and CDMA region 
according to the horizontal (x) and vertical (y) axes of PARLAY simulator. ACPS can 
provide RTP protocol or WAP protocol according to the context information such as 
location. 

 

Fig. 5. The prototype for ACPS using GBox 

Fig. 5 shows the prototype of the PARLAY X extension for ACPS using PARLAY 
X simulator called GBox. This prototype for ACPS can get the context such as the 
location. ACPS can decide to service the RTP protocol or the WAP protocol by the 
analysis of user’s location For instance, if the current location of wireless device is in 
the WLAN region, the ACPS provides the high quality service through RTP. If the 
current location of wireless device is in the CDMA region, the ACPS provides the 
low quality service through WAP. 
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Fig. 6. The defined PARLAY X API extension for ACPS 

Figure 6 shows the defined PARLAY X API extension for ACPS including 
context-awareness, adaptation, and personalization. The defined API for context-
awareness is named as detectContext() that can detect the context and 
contextMonitoring() that can monitor the context. The defined API for adaptation is 
named as adaptationByPolicy() that can support an adaptation by the ISP’s policy. 
The defined API for personalization is named as userProfile() which can support 
user’s preference and deviceType() which can detect the device type.   

4   Comparison of the Features of the Existing PARLAY and ACPS 

4.1   Comparison of Main Features 

Table 1 shows the comparison of main features of the existing PARLAY X, WASP 
and ACPS. ACPS has more features, such as supporting the context-awareness, 
adaptation and personalization than the existing PARLAY X. ACPS considers MDA-
based SCE using UML/OCL as the language for context-awareness, adaptation and 
personalization, whereas, the PARLAY X and WASP do not consider MDA-based 
SCE albeit they support the ad-hoc context-aware language. ACPS and WASP can 
support the context-awareness for location, speed, temperature, and weather, using the 
web service technology. ACPS can consider adaptation and personalization in the 
network. Conversely, PARLAY X and WASP do not consider the adaptation and 
personalization in the network. 

Table 1. Comparison of main features 

 PARLAY 
X 

WASP ACPS 

Context-awareness - X X 

Adaptation - - X 

Personalization - - X 
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4.2   Comparison of Performance 

We evaluate performance using ns-2 simulator. There are four nodes for the 
performance evaluation in ns-2 like Fig. 4. The node 0 is for the mobile device. The 
node 1 is for GPS. The node 2 is for ACPS. The node 3 is for the data information 
server. The node 1 informs the node 2, which is ACPS, of the location of user, 
detecting it from the sensor or GPS. The node 2 is to re-composite the network 
protocol according to the network resource. We evaluate the packet size of data that is 
sent to the user. We define the ChangingContext() method using C++ programming 
language in ns-2 for evaluation in case that the context is changed. 

 

Fig. 7.  Comparison of performance  

Fig. 7 shows the comparison of performance on the feature of adaptation and 
personalization between the existing PARLAY X and ACPS. The existing PARLAY 
is stopped in case that the current location in WLAN is changed in CDMA region. 
Conversely, ACPS can keep the service because the RTP protocol service is changed 
to the WAP protocol service in case that the current location in WLAN is changed in 
CDMA region. This is attributed to the fact that ACPS supports adaptation and 
personalization, the existing PARLAY does not have adaptation and personalization 
functionality.  

5   Conclusion and Future Works 

This paper suggests the extended PARLAY X and the open API extension to support 
context-awareness, adaptation and personalization for QoS / QoE. We believe that 
ACPS addresses new service mechanism on delivery network platform to support 
more QoS / QoE on the network than the existing PARLAY X. We expect ACPS to 
comply with the industry standard such as PARLAY. Our future work will involve 
more studies applying open API extension on the standard on the reconfigurable 
Software Defined Radio (SDR) equipment of Wireless World Research Forum 
(WWRF) [13] for 4G.  
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Abstract. Context-awareness is an important part for ubiquitous computing. 
Many applications of ubiquitous computing have to access some related 
contexts in order to provide the right services at the right time and the right 
places. However, there are some challenges for applications in ubiquitous 
computing, especially for those in smart home. These challenges make the 
design of smart home applications much more difficult than other applications. 
Therefore, we propose a context-aware system, CASSHA (Context-Aware 
System for Smart Home Applications), which is designed for smart home 
applications. CASSHA consists of the components for processing, 
representation, provision, and coordination, and is able to provide required 
contexts for smart home applications without conflicts. The system overcomes 
most of the technical challenges for smart home applications, and satisfies the 
requirements for these applications. 

1   Introduction 

In ubiquitous computing, most of the applications may need to collect several 
different contexts. The example of contexts may include user identification, 
positioning and tracking, user’s activities, as well as time, temperature, et al. These 
contexts are required for the applications in the field of ubiquitous computing, 
especially for those in smart home. To make a “smart” decision, the applications may 
need much information of the user and the surroundings. Take the tour guide 
application as the example, the application needs to know the user’s current location 
and his destination, and then points out a path for the user. The path may be merely 
the shortest path, or may be a less crowded one according to other users’ activities 
and events in the environments. In other words, the later one will be the path that will 
have less people and traffics when the user passes through. In order to compute the 
less crowded path, the application needs to be aware of more contexts other than the 
source and destination of the current user. Thus, context-awareness is needed for 
applications of ubiquitous computing. 

In order to collect more contexts, different types of sensors will be needed. For 
examples, thermometers measure the temperatures, while locators show the locations 
of users. However, the data generated by these sensors are simply raw data and cannot 
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be easily used by applications. Besides, some contexts cannot be retrieved directly 
from single type of sensors, and may only be retrieved after several analyses. An 
example is user activity. If a user is sitting on the sofa in the living room, and the 
television is turned on, then it is possible that this user is watching TV. In this case, 
both user’s location and the status of the TV are required to decide the user activity of 
watching TV. If more information is retrieved, including the user’s preference, 
content of TV program, and user’s viewpoints, then the analyzed result will be more 
precise. As we can see, to determine user activities precisely is too complex for a 
single application. Therefore, a context-aware system for providing and analyzing 
context is needed for ubiquitous applications. 

For smart home applications, there are much more difficulties on designing the 
system. Infrastructure at home may not be sufficient for supporting new applications, 
devices may not be bought at the same time, no system administrator is available, and 
user activities are more difficult to predict at home than in other places. Besides, there 
are other social implications and marketing issues that also increase the difficulties for 
application in smart home. Therefore, designing context-aware systems for smart 
home applications is more difficult than systems for other applications. 

In this paper, we summarize the challenges of smart home applications from 
previous researches, and design CASSHA as a context-aware system that can 
overcome, or at least mitigate, these challenges. Our design uses a layered approach, 
including Context Processing, Context Representation, Context Provision, and 
Application Interface. In each layer, functionalities are also defined in order to 
overcome or mitigate the challenges of smart home applications. 

The rest of paper is organized as follow. Section 2 first addresses the challenges of 
smart home applications. And in section 3, previous works of context-aware systems 
are discussed. Afterwards, CASSHA is presented in section 4. Finally, section 5 
concludes our work and discusses issues for future researches. 

2   Challenges 

As people can expect, smart home becomes the trend of future homes. Smart home is 
able to integrate technologies of digital living and provides a comfortable, secure, and 
convenient living style. However, smart home also introduces challenges for 
designing applications in this environment. Smart home applications differ from 
others in many aspects. Some researches [5] have been presented to address these 
issues and the impacts of smart home applications. These challenges includes: 

1. Seamless Platform. There are various types of devices at home: multimedia 
servers, intelligent monitors, home appliances, as well as sensors and controllers. 
It is unpredictable that when and where these devices will be installed. In order 
to connect and maintain interoperability of these “accidental” devices, not only 
the standards of network transmission should be considered, but also the 
construction of a seamless platform is needed. With the seamless platform, 
various smart home applications can thus cooperate with each other. 

2. Mechanism for Open Service Management. There will be many different 
smart home applications in the future, and the number of these applications will 
grow up as the time goes by. One the one hand, new applications should be able 
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to add into the smart home when they are presented. On the other hands, some 
old applications may be updated with more powerful functionalities. Therefore, 
there must be a mechanism for managing smart home applications, in order to 
dynamically add new applications and keep upgrading the old ones. 

3. Convenience and Reliable with No System Administrator. Home users do not 
have enough knowledge and experiences of ubiquitous computing technologies, 
nor do they have a dedicated administrator to manage and maintain the 
applications at home. However, smart home applications should still be able to 
execute under these circumstances. Therefore, these applications must be 
convenience and reliable, even when no system administrator is presented. 

4. Inference under Various Requirements and Situations. Home users may use 
smart home applications under different requirements and situations. Moreover, 
some away-from-home activities may also impact these applications. Therefore, 
applications must fulfill various requirements and situations, and provide 
expected results by inferences. 

5. User-oriented Designs. There will be plenty of applications designed for 
different scenarios and use cases in smart home. However, these applications 
should be designed based on users’ requirements, and should provide a 
convenient interface if user interactions are needed. 

As we can see, the challenges of smart home applications are more difficult than 
other applications. In order to reduce the difficulties for designing smart home 
applications, a context-aware system that manipulates these challenges is needed; 
hence, the design of this system is much more difficult than other systems. 

3   Related Work 

Previous researches have introduced different approaches of the context-aware 
systems for different applications. Though the context-aware system for smart home 
applications is not a new research topic, former researches cannot fulfill all the 
requirements of these applications. 

Lee and Chung proposed system architecture for context-aware home applications 
[9]. They classified home applications into several categories, and provided four 
scenarios for media, healthcare, control, and management applications respectively. 
After that, they analyzed the required technologies for each scenario, and proposed a 
structure of home application server that can integrate these technologies. However, 
this home application server saves only raw data in its database, and does not have a 
well-defined representation for contexts. These will provide less reusability of 
contexts and lead to the difficulties of making inferences. 

Another context-aware system for home applications can be found in [10]. 
Universal Home Network Middleware (UHNM) uses Adaptors to achieve network 
interoperability, uses several managers to take care of applications, and uses 
Messaging Layer for communication between managers. It is designed to provide 
zero-configuration, high-level abstraction, context-awareness, and adaptation. 
However, UHNM does not have well manipulation of contexts; it only utilizes the 
data from sensors and cannot perform inferences from sensed data at all. Besides, 
UHNM also lacks of a database for recording the events and the sensed data. 
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Authors in [2] also proposed a context-aware middleware for controlling home 
appliances. The middleware is based on OSGi (Open Service Gateway Initiative) and 
uses UIML (User Interface Markup Language) to define user interfaces. This 
middleware focuses on the learning and prediction of user preferences, and uses 
neural networks to do the learning and prediction. However, only user preferences can 
be provided by the middleware, which may not be sufficient for all the smart home 
applications. Besides, due to the nature of neural networks, the training data should be 
large enough in order to make good predictions—this may cause inconvenience for 
users at home, and needs an experienced user to master the training process. 

Still some related work takes different approaches and focus on other aspects. In 
[7], a Service-Oriented Context-Aware Middleware (SOCAM) has been proposed. 
The key feature of SOCAM is its ability to reason about various contexts. And in [8], 
an agent-based approach is used. Mobile agents travel between devices to collect data 
and perform activities of the applications. Both these two approaches do not have the 
mechanism to coordinate applications, and may lead to unpredicted results and reduce 
the reliability of the systems. Other systems such as [3], [4], and [6], are not designed 
for smart home applications. Most of these systems require infrastructure and 
administrators, which are not appropriate for smart home applications. 

4   Context-Aware System for Smart Home Applications 
(CASSHA) 

According to the challenges mentioned in section 2, we propose CASSHA for smart 
home applications. CASSHA is designed to overcome or mitigate these challenges of 
smart home applications. It is a seamless platform for the interoperability of various 
devices at home, provides an interface for applications to be managed, no 
administrators are needed, inferences can be made under various requirements and 
situations with its inference engine, and it is designed for usage of smart home 
applications. CASSHA includes four components in order to achieve these goals. 
These components are shown in Fig. 1, namely Context Processing, Context 
Representation, Context Provision, and Application Interface. We will discuss these 
components respectively in the followings. 

4.1   Context Processing 

Context Processing does the job to collect the raw data from sensors and to interpret 
contexts thereafter. It collects the raw data from all sensors at home. In order to 
achieve that, it bridges the physical networks, identifies the type of sensors, and reads 
the measurements from them. As mentioned before, these sensors may be bought at 
different time, and may be installed or replaced at some other time. Once a sensor is 
installed, Context Processing will be aware of these sensors through additional 
bridges and adapters. Then it identifies the type and the location of these sensors 
through some service discovery mechanisms (such as UPnP [12]) and localization 
methods. When a sensor is removed or unable to response, Context Processing then 
marks the sensor as unavailable. By these means, Context Processing is able to adapt 
the present and absent of the sensors. 
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After collecting the raw data from sensors, Context Processing then interprets 
contexts from these raw data. It will interpret the raw data according to the sensors’ 
types, characteristics, and their locations. For example, the data read from the 
thermometer in the living room will be considered as the room temperature of the 
living room. In addition to the interpretations of simple contexts, Context Processing 
will also combine the related contexts. Contexts sensed in the same place and at the 
same time will be combined together, as they may be highly related to each other. 

4.2   Context Representation 

Context Representation normalizes the contexts collected from Context Processing 
and saves the normalized contexts into the database in order to query and analyze. It 
plays the role for improving the reusability of collected context. When receiving the 
context from Context Processing, Context Representation manipulates the contexts 
and translates them into a normalized representation. The representation may be 
ontology-based or in other forms [1, 11]. 

After normalizing, these contexts will be saved into a database. With this database, 
contexts can be reused for any required applications. Once contexts are saved, the 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. The proposed context-aware system for smart home applications 



 A Context-Aware System for Smart Home Applications 303 

applications can query contexts through Context Provision at any time, and Context 
Provision can also analyze these contexts in order to produce other high-level 
contexts. Take user tracing for example. In order to obtain the path that a user moves, 
previous contexts of the user’s location will be needed and these contexts can be 
access from the database to enhance reusability. Another example is that for the 
learning mechanisms in Context Provision, former status of contexts may be needed, 
and these contexts can also be accessed directly from this database. 

4.3   Context Provision 

Context Provision provides the contexts for smart home applications. When an 
application requires some contexts, Context Provision acts as an interface to query 
contexts from the database in Context Representation. If the needed contexts are 
simple contexts and can be found in the database, Context Provision will soon return 
these contexts to applications. However, if high-level contexts such as user activities 
are needed, Context Provision will have to analyze the contexts in the database and 
provide the results to applications. 

In order to perform the analysis, Context Provision has an inference engine to do 
the job. The inference engine takes several contexts, as well as user profiles and 
environment layouts into consideration. Therefore, the results of high-level contexts 
can be more meaningful than the contexts simply produced by Context Processing. In 
addition, with well-designed user profiles and a good learning mechanism, the user 
activities at home can become more noticeable, and the difficulties of analysis can 
also be reduced as well. For example, high-level contexts such as user activities can 
be obtained through the inference engine. Although some of early analyses of user 
activities may lead to unexpected results, with the learning mechanism and user 
profiles, the accuracy will be enhanced after several trials. 

4.4   Application Interface 

The main function of Application Interface is to provide an interface for smart home 
applications to access the system. This interface hides the lower layer details from 
applications. Applications only have to know what contexts they required, and do not 
have to know how to get these contexts from which sensors. 

In addition to provide the interface, Application Interface has another important 
function as well—to resolve the conflict between applications. In normal situation, 
Application Interface is simply an interface for applications to access the system. 
However, when conflicts occur between two or more applications, Application 
Interface has to coordinate the conflicted applications. These conflicts may result 
from two or more applications designed for different situations. For example, an 
energy reservation application will turn off the air conditioner if no one is at home, 
but another application may turn on the air conditioner when users are arriving home. 
In this case, Application Interface must coordinate these two applications according to 
when will users arrive home. When the number of home applications grows up, the 
occurrences of such conflicts will become more frequently. Therefore, Application 
Interface plays an important role to resolve these conflicts. 
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4.5   Discussion 

With CASSSHA, we can overcome or mitigate the technical challenges of smart 
home applications. CASSHA is indeed a seamless platform for smart home 
applications. The interoperability is achieved by Context Processing. Once devices 
and sensors are added, Context Processing will take care of the installation and 
configuration of these devices and sensors, and make use of them. Context Processing 
collects different type of sensors and shields the heterogeneity from upper layers. 
Besides, it can merge different physical networks at home with some additional 
adapters or bridges for each network. 

As for the challenges of application management, Application Interface does a 
good job. The interface is provided not only to the applications at home, but can also 
be provided to service providers under user’s permission. Therefore, service providers 
are able to use the interface to see what applications can be added in the smart home. 
Besides, old applications can be updated through the same mechanism. 

When it comes to the challenge of convenience and reliable with no system 
administrator, all of these four components contribute to overcome this challenge. 
Context Processing provides the interoperability of devices and sensors, which may 
ease the installation progress for home users. Context Provision learns and analyzes 
user preferences, while Application Interface resolves the conflicts of applications. 
With these two components, administration is only needed when experienced users 
want to tuned the system for more detailed settings. And reliability is achieved with 
the assists of Application Interface and the database in Context Representation. Due 
to Application Interface resolves the conflicts of applications, thus the possibility of 
system failure will be reduced. However, if a failure still occurs, the database in 
Context Representation provides capability for system to recover. 

The next challenge is about the inference. Obviously, Context Provision is designed 
to mitigate this challenge. It provides the required contexts to applications that are 
designed under various requirements and situations. Simple contexts can be retrieved 
from database directly, while the inference engine can extract high-level contexts. With 
additional information, well-designed user profiles, and a good learning mechanism, 
the accuracy of the analysis will be high enough for smart home applications. 

The last challenge mentioned is the user-oriented design. The solution of this 
challenge may refer to Application Interface. Although it does not provide any user 
interface, the provided interface for smart home applications are well enough for these 
applications to design the user-oriented user interfaces. 

To sum up, CASSHA overcomes the challenges of smart home applications with 
the functionalities of its four components: Context Processing, Context 
Representation, Context Provision, and Application Interface. Challenges of smart 
home applications are overcome by either a single component or by several 
components among four of them. These four components are well bound to each other 
and satisfy the requirements of smart home applications. 

5   Conclusion and Future Work 

In this paper, we have proposed CASSHA, a context-aware system for smart home 
applications, to overcome the challenges of smart home applications. CASSHA 



 A Context-Aware System for Smart Home Applications 305 

consists of four components, namely Context Processing, Context Representation, 
Context Provision, and Application Interface. With the functionalities of these 
components, the challenges for smart home applications can be overcome or mitigated. 

However, there are still some other challenges for smart home applications. One of 
these challenges is the impacts of ethic, legal, and social implications. When smart 
home applications become popular in human’s living, these new technologies will lead 
to some non-technical issues. The violation of privacy, the influence of living styles, the 
transformation of social structure, and so forth. These impacts may be hardly predicted, 
and can only be analyzed through a thorough research on behaviors of human beings. 
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Abstract. Pyroelectric sensors can detect changes of infrared rays. Usu-
ally, typical pyroelectric sensors are the digital output type, used for
lighting switches and security systems. We can acquire, however, limited
information from such digital on or off signals. We can also acquire a
wealth of sensor data by using the analog type. Thus, this paper pro-
poses a new approach to human position detection that discriminates
human height (adults or children) by using analog type pyroelectric sen-
sors. The proposed method employs Fast Fourier Transform (FFT) to
calculate human position and analyzes the spectrum distribution to dis-
criminate between adults or children. We built an experimental room 2.5
meters square and 2.5 meters high. Analog type sensors were installed
at intervals of 0.8 meters in a grid shape. The proposed position de-
tection method can calculate human position even if two persons are in
the same room. Our height detection method that discriminates between
adults and children is almost 90% accurate. Future research targets are
improvements in accuracy and the development of an application system
using these sensors.

1 Introduction

Pyroelectric sensors detect the feeble far-infrared rays emitted by the human
body. They are usually used in lighting switches and security sensors. For in-
stance, they are installed in rest room ceilings and passageways to save energy.
These sensors have the following features: 1) can be used in a completely dark
room without light; 2) no invasion of privacy problems; 3) nothing to be equipped
for human body.

We arranged these sensors in the shape of a lattice on the ceiling and deter-
mined the position and height detection techniques from the data when exami-
nees passed through their bottom. However, typical digital-type far-infrared sen-
sors are immediately activated if a detected object enters detection range and this
state continues for a fixed time. For this reason, the information from sensors is
either on or off. We cannot detect when examinees passed directly under sensors.

Thus, we decided to treat the data of sensors as analog signals. In addition,
we proposes timing detection techniques when passing the sensors and for height
differences between adults and children to consider the input of context-aware
services corresponding to adults and children.

T. Enokido et al. (Eds.): EUC Workshops 2005, LNCS 3823, pp. 306–315, 2005.
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Fig. 1. Theoretical Waveforms Fig. 2. Polar Characteristics of Detection
Area and Output Waveforms

The remainder of this paper is organized as follows. In Section 2, we explain
the waveforms of analog type pyroelectric sensors and in Section 3 propose de-
tection techniques. In Section 4, we evaluate our experiments. Conclusions are
drawn in Section 5.

2 Output Waveforms of Pyroelectric Sensors

Conventional position and height detection techniques use image processing,
RFID (Radio Frequency Identification), ultra-sonic wave and etc. They can ac-
quire fixed accuracy, but it is difficult to use them in everyday life. Image pro-
cessing requires lighting system which is not available for sleeping time. RFID
tag is far from handsfree. Ultra-sonic sensor requires endless ultra-sonic power
emission. Since these demerits are practically serious obstacles, we used a differ-
ent device and approach.

First, we focus the output waveforms of having one pyroelectric element. With
a pyroelectric element, if the element’s temperature rises by infrared rays, polar-
ization will arise. Infrared rays are detected by locating the current produced when
it is neutralized. Then the current is amplified with a DC amplifier with very high
input impedance. Figure 1 shows the theoretical output signal waveform.

As shown in the upper part of Fig. 1, the amount of infrared rays that conduct
incidence to an element increases. The current flowing from the pyroelectric
elements is shown in the middle part of Fig. 1. Finally, the outputted signal
is shown at the bottom. These sensors detect only changes in the amount of
infrared rays; they can detect human movement, but not when the movement
stops. The rising edge of output voltage is steep, and the output voltage tail is
comparatively loose.

Below we consider a passing object as a shape of dot. Looking at the top of
Fig. 2, “passes mostly just below a sensor” shows that a passing object goes
through the plus and minus areas in sequence. First, the voltage swings to the
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plus direction, and then the passing object immediately moves to the next minus
area. At this time such a phenomenon as the “signal will go up to positive, but
flicks off in the opposite direction” occurs. By the same token, the infrared
ray source moves to the next positive area and swings over into the positive
direction again.

Finally, in cases of “passes mostly just below the sensor,” the signal’s char-
acteristic is comparatively small amplitude, and the cycle is also short, except
the tail, until the electric charge in an element is stabilized. (See the bottom
of Fig. 2). The cycle depends on the source of the infrared passage speed. Fre-
quency becomes high, so the movement of the object is quick, and amplitude
becomes small. On the contrary, when it passes so that one domain may be
grazed (passes the neighborhood in Fig. 2), the frequency ingredient is low, and
amplitude increases. Consideration is summarized to below.

– Although the tail portion waveform has a long cycle and large amplitude,
the object has already passed underneath a sensor by then.

– A high frequency ingredient does not appear if the infrared ray source does
not pass through the center of the detection area. Therefore, if a high fre-
quency ingredient is taken out, it is possible to capture the timing at which
the infrared ray source has passed the detection range of a sensor.

3 Proposal Techniques

In this section, we describe the position detection and height difference detection
techniques that used pyroelectric sensors. Moreover, these techniques depend on
passage speed for output signals. Since, we compute passage speed between sen-
sors, how to add this to the parameters of height difference detection is described.

3.1 Position Detection Technique

The sensors output signals after the infrared ray source has passed the detection
area and until the electric charge in the elements are stabilized, as in Fig. 2.
Since the portions of the last signals are low frequency waves, it is difficult to
obtain the actual time of passing from raw waveforms. Furthermore, since the
output value of a signal is also changed by passage speed, the temperature of
the measurement environment, etc., the output maximum cannot simply be the
recent side of a sensor. Time series detection of passing order is also difficult
because part of the detection domain overlaps the contiguity sensors and output
is mixed.

Since the waves of a low frequency ingredient are contained in the signals, the
above problem is produced. Therefore, we developed the following procedures to
detect human position. The processing outline is shown in Fig. 3.

[Position Detection Technique Procedure]

– STEP 1: Waveforms transform a time domain into a frequency domain using
Fast Fourier Transform (FFT).
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Fig. 3. Processing Procedure of Position Detection

– STEP 2: Cut the comparatively low frequency ingredient, which is set under
1 Hz in this evaluation.

– STEP 3: Transform a frequency domain into a time domain using Inverse
Fourier Transform (IFFT)

– STEP 4: Calculate the running average every 150 data.
– STEP 5: Peaks are assessed as points of passing under the sensors.

The output signals of pyroelectric sensors are assumed to be unsaturated by this
technique. Therefore, when there are two or more human beings, each effect will
probably show up as output as an effect of liner superposition. On the contrary,
such a frequency ingredient as “passes mostly just below sensors” appears. The
span that appeared in high frequency is not passing. The infrared ray source
“exists” in the detection domain of the sensors in that span. Even if the object
has passed some areas at the edge of the entire detection domain, a peak appears
in the timing. Moreover, the above argument is applicable in cases where an
object passes through the domain of “+” and “-” in alternate shifts. Generally, it
may pass through a domain aslant. In this case, the possibility that a complicated
frequency ingredient will appear cannot be denied.

3.2 Height Detection Technique

In this section, we describe a height difference detection technique that measures
the height differences of humans who enter detection areas and discriminates the
height differences of children from adults (more than 170 cm and less than 100
cm) considering the input as context-aware.

First, the relation between height and detected frequency is considered. A
sensor has a detection range of two or more pluses and minus. Detection range
becomes large when passing through the place distant from the sensor. When
tall, the portion with a narrow detection area interval is passed, and when low,
the portion into which the interval has spread is passed. (Refer to Fig. 4) As a
result, when tall, the wave that contains a higher frequency ingredient than low
cases is outputted.

The above point is considered theoretically. As shown in Fig. 5, sensors are
installed in the ceiling and at points in the floor to establish the following values:

– Max[m]: distance from a ceiling to floor
– Inter[m]: distance between centers of the detection domain in the Max
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Fig. 4. Height Difference and Passage
Position

Fig. 5. Theoretic Model of Detection Area

– L[m] : height of the human being detected
– v[m/s] : passage of time

At this time, we assume that infrared source is human’s head. The distance
(Distance [m]) between the centers of the detection range of the height of the
head is shown by Formula 1.

Distance =
Inter × (Max − L)

Max
[m] (1)

One wavelength approximately corresponds to twice the distance of the centers
of the detection range.

F =
v

λ
=

v

2 × Distance
[Hz] (2)

Therefore, from the specification of sensor, when Max is 2.5 m, Inter is about
0.4 m. Frequency is F = 3.1 Hz, if the height is L = 1.7 m when a man’s walking
speed is set to v = 0.8m/s. On the other hand, if there is only L = 0.8 m height,
frequency F = 0.92 Hz will become the highest frequency. The height difference
turns into a frequency difference.

The power spectrum of frequency is compared with cases of being tall and
short (expressed as “adult” and a “child” below for convenience.) In the former,
an amplitude of 1 ∼ 3 Hz is strong, and in the latter, ingredients of over 1 Hz are
seldom included and the amplitude is considered small. Furthermore, amplitude
is more often low for adults, on the whole, than for children’s cases.

Thus, when signal waveform is transformed into a frequency domain using
FFT, height differences notably appear as the difference of included frequency
ingredient. The domain of characteristic frequency is established on the basis of
the highest frequency F Hz (Formula 2).

As mentioned above, the discrimination of adults and children is possible by
comparing the power spectrum of a characteristic frequency domain. Actually,
it processes stepping on the following procedure.
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[Height Detection Technique Procedure]

– STEP 1: Process FFT, about the data which human passed under the three
sensors.

– STEP 2: Calculate the sum total value of the power in the three sensors.
– STEP 3: A low frequency domain is set to Field I and a high frequency

domain is set to Field II, as sum total values.
– STEP 4: Calculate the average value of the power in Field I and Field II.
– STEP 5: Calculate the rate of Field II on the basis of Field I. This value is

set to the Ratio.
– STEP 6: Judge as an adult or child if the Ratio is beyond or below the

threshold.

Output waveform has considerable variation according to the measurement
environment. So, it is not commonly understood that the absolute value of am-
plitude applies to appraisal standards. To solve this problem, we adopt Ratio as
a relative value, which is calculated as follows.

Ratio =
average(Field II)
average(Field I)

(3)

3.3 Speed Detection Technique

The height difference detection technique mentioned above calculated a man’s
passage speed as about 0.8 m/s and computed the Ratio value. Although 0.8 m/s
was said to be general walking speed, we also considered the detection of slower
speeds (v = 0.5 m/s). Since the speed is slowed down, the range in which the
features of an adult and a child appear in a power spectrum is basically shifted
to a low frequency domain. Concrete passage speed calculation is performed in
the following order.

[Speed Detection Technique Procedure]

– STEP 1: The time when the peak value of the beginning at the time of sensor
domain penetration appears is detected in three sensors.

– STEP 2: Calculate the time passage between the first and second sensors
and between the second and third.

– STEP 3: Passage speed is calculated from installation distance and time
passage of sensors.

– STEP 4: The average value of the speed of two passages is v m/s.

The height difference judging technique in which passage speed was also con-
sidered is described as follows. If v m/s is beyond the threshold, it is set to
“normal.” If not, it is set to “slow.” Then an applicable Field is set, and height
difference is judged.
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4 Evaluations by Experiments

4.1 Experimental Equipment

Figure 6 shows a sensor circuit that we built as a prototype. We installed nine
circuits in the shape of a lattice at intervals of 0.8 m and heights of 2.5 m. All
equipment is shown in Fig. 7. The sensor portion is analog output and spot
detection type NaPiOn (Model Number: AMN23112) by Matsushita Electric
Works, Ltd.

Normal NaPiOn sensors are too sensitive for correct measurements since the
signal is saturated. It’s difficult to analyze frequency from saturated signals. To
attenuate infrared rays, a polyethylene board was placed in front of a sensor.
When installation interval was 0.8 m, overlap to the next sensor was large. To
narrow the detection area, tape was stuck to the lens. Ideally, it should become
the detection range shown in Fig. 8.

Sensor output is transmitted to computer by balanced transmission through
a multicore shielded cable to avoid external noise influence at the time of sig-
nal transmission. An AD conversion board (from Interface Corporation, Japan)
receives from the PC side. Sampling rate is 100 Hz.

Fig. 6. Circuit Fig. 7. Prototype System

Fig. 8. Detection Range after Adjustment Fig. 9. Route for an Experiment
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Fig. 10. Output Waveforms Fig. 11. Processed Waveforms

4.2 Position Detection

The installed sensors were numbered, as shown in Fig. 9. We conducted experi-
ments in which two people passed detection areas in the following order: 1 → 2
→ 3 → 6 → 9 → 8 → 7; when the first person enters area 9, the second person
goes into area 1. Walking speed is 0.5 m/s. And output waveforms are processed
using the position detection technique shown in Section 3.1.

Sensor output waveform is shown in Fig. 10, and processing results are shown
in Fig. 11. If a peak position is seen, it has passed in order. However, if the peak
appeared at the same time as the sensor separated in position, distinguishing
two or more individuals is possible.

4.3 Height Detection

We conducted position detection experiments using sensors 7, 8, and 9. The
person passes under the sensor in a straight line. At this time, speed and height
were changed and the following data number patterns were extracted. (“Adult”
represents state of standing. “Child” represents state of crouching down)

– Adult - Normal Speed (0.8 ∼ 1.0 m/s)
– Adult - Slow Speed (0.3 ∼ 0.5 m/s)
– Child - Normal Speed (0.8 ∼ 1.0 m/s)
– Child - Slow Speed (0.3 ∼ 0.5 m/s)

We investigated the accuracy of distinguishing the above pattern by the pro-
posed technique. For example, power spectrums are shown in which the adult
and the child are in normal speed. (Figs. 12 and 13) Power spectrums of slow
speed are shown in Figs. 14 and 15.

Comparisons of the power spectrums of the four patterns showed the following
features. In cases of normal speed, a power of 2 ∼ 3 Hz exists to some extent in
the adult figures. On the other hand, such figures are very low in the data for
children. In cases of slow speed, in the figures of both adults and children, the
high power domain is generally low. As mentioned above, the range of Field I
and II was set up as follows.
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Fig. 12. Power Spectrum of Adult - Normal
Speed

Fig. 13. Power Spectrum of Child - Normal
Speed

Fig. 14. Power Spectrum of Adult - Normal
Speed

Fig. 15. Power Spectrum of Child - Normal
Speed

– Normal Speed: Field I: 0 ∼ 1 Hz, Field II: 2 ∼ 3 Hz
– Slow Speed: Field I: 0 ∼ 1 Hz, Field II: 1 ∼ 2 Hz

We performed evaluations that checked the accuracy of the proposed tech-
niques using the examinees of Table 1. Results are shown in Table 2. The prob-
ability of making mistakes in height difference judgments is low, even when
making mistakes in speed judging. Accuracy is improved by changing the do-

Table 1. Height of Examinees

Examinee Standing Crouching
ex.1-male 174 114
ex.2-male 180 123
ex.3-male 168 95
ex.4-male 182 113
ex.5-male 172 115

ex.6-female 165 110
ex.7-female 162 110

Table 2. Evaluation Results

Speed Mistakes Height Mistakes
Adult - Normal 1/8 0/8
Child - Normal 3/8 1/8
Adult - Slow 3/8 2/8
Child - Slow 1/8 0/8

Total 8/32 3/32
Accuracy 75% 91%
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main of Field I or II after speed judging. Therefore, even if it made a mistake
in speed judging, it turned out that the judgment of height difference itself is
seldom affected. The accuracy of height difference detection was realized about
90% of the time.

5 Conclusions

In this paper, we proposed a technique for other uses of pyroelectric sensors
than a switch. Such sensors have the following features: cheap, no worries about
privacy or generation of electric waves.

When this sensor is installed in a ceiling in the shape of a lattice, the following
phenomena can be detected. 1) Detection in the radius of about 0.8 m is possible
in the position of the human being in the room. 2) The position detection of two
people is also possible to some extent. 3) For children and adults in whom height
greatly differs, detection (adults or children) is possible.

Since this sensor does not have such a quick response speed, it is difficult to use
when we need high accuracy. Our future targets include more accurate detection
techniques to take advantage of this sensor’s features. A concrete service proposal
is determined and cooperation with other sensors is sought.
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Abstract. We look into the combination of a SIP application (IP based  
multimedia telephony) together with a context-aware smart environment. We 
start by describing a scenario where it is highly relevant to use such a 
combination. The combined application is called ENME, and is managing and 
moving communication sessions based on user context. We are realizing the 
service with SIP REFER and SIP extensions.  We also discuss briefly other 
solutions such as ’virtual terminals’, and we identify pros and cons of the 
different solutions. The application is implemented, and runs on a model railroad 
system, but the context model itself is more general. A next step would be to 
deploy the application in other smart environments, and we look briefly into a 
hospital environment. We end the paper by identifying some human issues for 
the service to work properly, and relate these issues to the technical solutions.   

1   Introduction  

Pervasive computing, a term long spoken of, now seems to slowly become a reality. In 
visionary descriptions, pervasive computing has been depicted as an environment where 
computing resources are integrated into more or less every device and physical object. 
These resources are naturally online, mobile and communicating to fulfill specific tasks. 

In our paper we combine pervasiveness and context with an IP multimedia 
telephony application realized by the SIP protocol from IETF. We focus on a (value 
added) service ENME that manage communication sessions based on user context.  

A scenario illustrates the use of such an application: A (human) user moves from a 
low capability zone into a high capability zone during an ongoing communication 
session. (The movement may be detected with various location technologies.) The 
new zone has higher capacity such as a (bigger) screen, video possibilities and so 
forth. We assume that the user is alerted about the new features and decides to move 
(parts of) his ongoing session to this new device(s).  

The scenario serves as a basis for an implementation of an application realizing one 
of the solution proposals. The application is given the name ENME. Our 
implementation is done on a model railroad system in order to simulate mobility 
between zones, but here we illustrate the use of this application in a hospital setting. 
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Fig. 1. The physician utilizes a  bigger screen when entering a patient room 

We will look into relevant background work from pervasive computing and 
context awareness, and combine this with the IP-based multimedia telephony. We will 
look into different ways to implement the application. The different solutions will be 
briefly compared. In this paper we identify some issues relating to human factors. We 
lookinto those issues having implications on the technical realization in terms of SIP. 

We will end the paper by illustrating how ENME may be used in a hospital 
scenario and some human factors of particular importance.  

2   Former Work on Pervasiveness and Context  

Based on the previous scenario, the following are identified as relevant background 
material and former work on pervasiveness and context. In the later sections this 
material will be linked to our implementation and discussion. 

2.1   Pervasive Computing  

Much work on mobile computing, ubiquitous and pervasive computing comes from 
computer science research.. We have our background in (mobile) telematics / 
telecommunication, and to us live audio, video and continuous handover of such 
sessions are natural to look into. In a converged manner we also look into endpoint 
capable of both ‘computing’ and ‘communication’. 

We may note that ICT can be invisible in several ways, e.g. by being integrated 
into other devices such as refrigerators, eye wear (glasses) etc, or by being mentally 
integrated as a natural human tool.  

Satyanarayanan [1] points out four research thrusts in connection with pervasive 
computing: 

Effective use of smart spaces. A space is a meeting room, a corridor or a well-
defined area.  

Invisibility. Weiser’s ideal that the computers disappear from the users’ 
consciousness.  

Masking Uneven Conditioning. The deployment of pervasive computing into the 
environment is depended on non-technical factors such as organizational structure, 
business models and economics.  
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Localized Scalability. The number of smart spaces increases, The computational 
power in those spaces increases as well. The presence of multiple users will further 
complicate the problem. [1] regards scalability as a problem in pervasive computing. 
Coming from more of a telecom side we might reformulate it as an issue to be solved. 
(Telecom has a long history in handling scalability.) 

For a more detailed overview of pervasive computing and related topics, see e.g. 
Satyanarayanan [1].  

2.2   Context  

In a pervasive environment, context awareness is an important factor. At the same 
time, the definition of context is somewhat unclear. There have been several papers 
published, either trying to define context awareness or presenting new models for 
context. When this is said, no standards have been proposed. In this paper we use a 
definition proposed by Dey [2]. 

“Context is any information that can be used to characterize the situation of an 
entity. An entity is a person, or object that is considered relevant to the interaction 
between a user and an application, including the user and application themselves.” 

This definition points out that both the application and the user is important when it 
comes to context-aware computing. In addition, it points out that the device executing 
the application is important as well as the nearby devices.  

2.2.1   Managing Context Info 
Using the above definition, it is obvious that context spans over a wide area of 
information. Mostéfaoui et al [3] suggest splitting the context into three categories: 
Sensed context, Derived context and Explicitly provided context.  

Fusion 
Conversion 

Measurements 
Sensor 

Fig. 2. The context stack [4] 

To ease the handling for the context information, Li [4] propose a context stack as 
shown in Figure 2. The different characteristics of the context information are taken 
into account in this model. This layering model makes it possible to handle the fact 
that context information has many alternative representations. The context application 
using this context stack does not need to know about this, a well-defined interface 
between the stack and the application hides such details. The context stack is also 
suitable for derived context, if the sensor layer is thought of as a logical sensor.  

2.2.2   Context Models 
When the context is to be incorporated as a part of a computing environment, the 
context entities have to be represented in a manner suitable to the execution logic. 
Different models have been proposed. E.g. Henricksen et al [5] introduce an object-
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oriented approach. They suggest dividing the context information into persons, 
devices and channels. The association between these entities is further subdivided into 
static and dynamic associations. (See also Figure 3(right part) in section 4.2 for details 
of their model) 

3   Enabling Technologies  

This section gives a brief overview of some technologies relevant for realizing 
context-based session management.   

One may envision that a high capacity zone may be determined either by some sort 
of location technology, or some sort of service discovery protocol. We refer to the 
overview paper by Helal [9] for more information on service discovery.  

The positioning used in our implementation is based on Radio Frequency 
Identification (RFID). 

The rest of this section  a brief introduction to SIP and SDP. More info on SIP may 
be found e.g. in the book [6]. 

Session Initiating Protocol (SIP) is a protocol used to establish and maintain a 
session. SIP is defined by IETF in RFC 3261[7], often referred to as “Baseline SIP”. 
The basics components in SIP are the SIP UserAgent (UA), SIP Proxy, SIP Registrar 
server and SIP redirect server. The user is typically interacting with the SIP UA. The 
user is identified with a SIP address, that looks just like an email address 
“sip:userA@item.ntnu.no”. When a user wants to use a SIP UA, he has to register 
himself with the SIP Registrar. Dialog is a key concept in SIP. One or more dialogs 
can be a part of a single session.  

Session Description Protocol (SDP) [8] provides the receiver with information 
about the multimedia session and makes the receiver able to participate in the session 
if desired. A multimedia session consists of a set with media streams that has certain 
duration. SDP is carried within an SIP message, and typically describes session name 
and purpose, time(s) the session is active, the media comprising the session, and 
information to receive those media (addresses, ports, formats and so on). 

4   The Design of the ENME (Enriched Media) Application 

The design of the ENME application is based on the work and principles as presented 
in sections 2 and 3.  

In this section we start by presenting a minimal yet adequate model for 
applications that manage communication sessions based on user context. Then we 
present the ENME service and the realized system. 

4.1   Entities and Relations 

Our model consists of a set of basic entities: User, Zone, Device and Session. These 
entities are described in Table 1 and the relations between them are sketched in 
Figure 3.  

Communication is between users, the technical part of the communication being 
handled by devices. Users move between various zones, and the access to devices 
may change when a user moves to a new zone. Devices may be stationary within a 
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zone, or may move from zone to zone. A user or device may be in one and only one 
zone (at a time). A zone may have zero or more users and devices. In our 
implemented system we assume that all users in a zone have access to all devices in 
that zone, but authorization mechanisms can be supplied to relax this assumption.  

Table 1. Entities 

Entity Comment 
User A person with access to use the offered application 
Zone A geographical area, e.g. a room or inside a booth. A user and a device 

are located inside a zone. 
Device A terminal, both public and nonpublic available. A device is described 

by its capabilities (ability to support video and voice, screen resolution, 
speakers,  related codecs, etc). Sub-entities: High/low capability device. 
(In the implementation only available codecs are looked at.) 

Session A session is a communication between two or more parties. A session 
may consist of zero or more dialogs. A dialog will comprise media 
transfer. A zero-dialog session consists of only signaling, but no media 
transfer. This is according to SIP [7], and is further described in 0 

The data model in Figure 3 (left) excludes the details about available attributes. For 
sessions, it is important to have information about both the requested  (wanted) media 
description, and those currently used. These values are available in the SDP message 
(but the wanted description may not be kept by the endpoint (UA), hence we need to 
keep it in our context model). In addition is it important to include the session 
identifier. Its capabilities and the zone it currently is within describe the devices. 
Contact information is also important information. The session information is 
dynamically updated as sessions are accepted and terminated. 

Session User

CapabilitiesDevice

Zone

has

takes part in

is used in

is located in

is located in

 

Fig. 3. Entities and relations. Left: Our model. Right: The model from [5]. We may roughly 
compare user - person and session – channel. 



 ENME: An ENriched MEdia Application Utilizing Context 321 

4.2   ENME: Service (Application) Logic 

The main objective behind the model is to create an application that manages 
communication sessions based on context. More precisely, we want to take into 
account the devices a user has available, and engage the session at the device that best 
suits the users’ requirements.  

As the user move, device availability may change. (We assume availability of 
‘public’ high capability devices available in the user’s environment.) The model 
should also facilitate session mobility, i.e. to move the session to a new device if it is 
better suited than the one currently in use. To decide if a newly available device is 
better suited than then ones in use, it is necessary to keep overview of service 
descriptions requested at the beginning of the session. This leads to a service logic as 
briefly described in Table 2. 

Table 2. Service logic 

0. Assume there is an ongoing communication session between two or more 
users, the service maintain knowledge about users preferences when it 
comes to service description, e.g. voice only or video. 

1. If a user moves to a new location, check for available devices. If there are 
devices that are better than the ones in use, and match user’s preferences, 
proceed to Step 2. Otherwise return to Step 0.  

2. Request the user if he/she wants to move the session to a new device. 
Proceed to Step 3 if positive answer, return to Step 0 otherwise.  

3. Move (parts of) the session to new device. 

4.3   System Overview and Design 

A fundamental principle in our implementation has been to use standard protocols for 
service parts that involve devices, and develop a network-centric service that keeps as 
much as possible of the developed logic in a controllable environment. This enables 
us to use off-the-shelf software for terminal-related parts of the service (with some 
minor modifications). The service itself is located at a centralized application server. 
A deployment overview is given in Figure 4 (next page).  

The context stack described in section 2.2.1 is partly used, as we separate the RFID 
(sensor) from other context handling. This will enable RFID to be used in many 
different applications. 

REFER [10] is a SIP extension requesting the recipient to refer to a provided 
source. Call transfer is one service that is enabled by REFER. What makes the use of 
REFER somewhat complicated for session movement, is the fact that the REFER 
RFC does not require the originally dialog to be automatically terminated. REFER 
requests the receiver to contact an additional source, not to actually move an ongoing 
session. For the session to be moved, it requires the (human) user to active take part 
by terminating the originally dialog. For session movement it is convenient that the 
user terminal performs this task automatically. In order to achieve this, it is necessary 
to be able to specify different ways to use REFER.  
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Fig. 4. Deployment overview. The prototype is implemented on a model railroad system (as 
indicated)  A, B and C will be referred to later in the text. 

ENME has focus on demonstrating SIP for session management. Issues such as 
context distribution are left out of this paper. In order to be able to implement the 
service logic as described in Table 2 various solutions are possible, and one was 
implemented. (Some alternatives are discussed in section 5.)  

In order to involve the (human) subscriber of the ENME service, we found it 
necessary to introduce a SIP extension (we call it CCRequest). This will be sent to the 
B terminal, and will be followed by the SIP REFER (after a dialog window to the real 
end user. The CCRequest is a SIP extension that requests the receiver to initiate a 
request.) The SIP extension was needed because current SIP and SIP extensions does 
not offer this functionality. Details of the SIP flows are left out due to lack of space. 

The main steps from Table 2 will be realized as follows: The Context Handler is 
using a SIP Interface in order to send and receive SIP messages. When the Context 
Handler is notified that a user has moved to another zone, and if the service logic 
described in Table 2 executes successfully, it sends a CCRequest to the B terminal in 
order to notify it of the newly available high capability device. For the ENME 
application the receiver initiates a REFER message to its corresponding 
communication partner.  After that the message flow is according REFER RFC [10], 
and the media flow is now between A and C.  

5   Discussion  

There are several ways to implement the service logic described in step 3 in Table 2. 
We will discuss pros and cons for the implemented solution, as well as for some 
alternatives. Details of the alternatives in terms of SIP messages etc. will not be 
described here due to lack of space, but we will give some evaluation on some of the 
solutions. The discussion is focused around human factors. Some technical issues are 
also mentioned. 
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5.1   The Implemented Solution: Some Discussion 

The implemented solution puts the (human) user communicating using device B in 
control over the service execution. Since B is the subscriber of the ENME service this 
makes perfectly sense. The REFER RFC will establish an Event subscription forcing 
the A terminal to notify B the outcome of the session movement. This way the B user 
is aware of why the session handover fails if it does. Such information is considered 
crucial for being able to create a user-friendly service. These are 2 important pros 
with this solution. On the more technical side: The negative side is that we needed a 
SIP extension. The positive side is that A only needs to supports the basic SIP/SDP 
messages and the well established REFER method for ENME to work. 

5.2   Alternative Solution 1: Some Discussion 

This alternative is to have the ContextHandler/SIPinteface sending a REFER message 
to the A terminal. This raises some problems, and we will describe two of them here. 
The (human) user communicating using the B terminal is the subscriber of the service, 
not the user at terminal A (who may in fact be unaware of the existence of ENME 
application in the general public case). Consequently should the (human) B user be 
queried whether the session should be moved or not. On the more technical side: Also 
A (who is not subscribing to this service) will need updated software in this case.  

5.3   Alternative Solution 2 (‘Virtual Terminal’):  Some Discussion 

‘Virtual terminal’ is a concept to combine different devices in order to deliver a service 
that is capable of deliver richer media than any of the devices would manage alone.  

One approach is send both video and voice to the low capability device, and have 
the low capability device forward the video part of the stream to the high capability 
device using a Personal Area Network (PAN). In this case the low capacity device 
needs not display the video, but it needs to forward it. This solution puts further 
requirements to the user terminal, both in term of service discovery and video 
reception/forwarding. 

 

Interactive conversational multimedia showing the colleague’s face puts strong 
requirements both on synchronization and time delay. By creating virtual terminals, 
problems with synchronization and timing might become an issue. We may notice 
that this issue does not occur for data applications, but is crucial for many uses of 
video streams, since it is a fact that lip-out-of-synchronization is more disturbing than 
no video at all.  
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Talking to a colleague and at the same time looking at an independent video stream 
will however have fewer requirements on the synchronization.  

6   ENME in a Hospital Setting: Some Issues  

We have already indicated (Figure 1) that ENME may be deployed in a hospital 
setting, via high capacity screens on patient rooms, in corridors, in offices or in 
special ‘multimedia booths’. In these cases video telephony may be relevant, but also 
cases of voice telephony enhanced with data applications are relevant (like ‘joint 
looking’ at a patient journal). It might also be relevant to look at video of say ECG, 
while having voice conversation to another person. We will now identify some human 
issues relevant for the ENME service.  

But first we will comment on the use of a location infrastructure inside a hospital. 
Our system uses RFID sensors. As pointed out already in 4.3 our solution allows for 
many applications to use the same infrastructure. Other applications that may take 
advantage of location might be drug management, as proposed in [11].  

6.1   User Involvement or User Disturbance?  

The ENME application as described provides help to its users to establish as rich 
media session as possible at any time. The naïve assumption is that all users always 
want the richest media available, but this is not necessarily the case. Følstad et al. 
[12] has studied what criteria were used to decide what communication service to use 
for different tasks. This field study showed that the users where conscious what 
communication service was most suitable for each task. Hence it is obvious that 
adding video to an ongoing communication service may not be wanted in all cases, 
and our solution supports this. It may also be useful to separate voice-with-possible-
enhancement-telephony from voice-and-always-video-telephony. ENME may be used 
with both, but the disturbance of changing terminal must be considered for the latter, 
and an ENME on/off button may easily be added. 

6.2   One Terminal or Many Terminals? 

The Knowmobile research project gave PDAs, laptops and GSM-phones to physician 
students carrying out work in hospitals. In [1] they write: “The multidevice paradigm 
leads to problems connected to the use, design, harmonization, [...] of various devices”. 
This shows that we are facing challenges in the design of an application like ENME.  

Other question like: Shall the GUI for ENME application control move to the 
bigger screen, or shall it stay on the handheld device at all times? This needs to be 
studied further, and may require some technical studies (at SIP level) as well. 

7   Conclusions and Further Work   

By adding context awareness to a communication service, it is possible to create an 
application that informs the (human) user if a more appropriate device is available 
nearby. The session can in this situation be moved to the best-fitted device upon 
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acceptance from the user. SIP and SIP REFER was used to realize this service. We also 
pointed out that the subscriber of the service has to be involved in the service execution.  

We also analyzed some human factors, and found that humans may not always 
want a pervasive environment, as pervasive may in fact be considered ‘invasive’. 

In chapter 6 we identify some human issues relating to disturbance and confusion. 
These issues are important in all cases, but become more important in cases where the 
communication itself is not the main task, just a tool supporting the real tasks and 
activities carried out by the users. This is typically the case in a hospital. Thus it 
seems relevant to put more focus on the tasks that the user is carrying out, not just the 
(technical) channels and the devices. This fits in with the findings of [12]. Also the 
relations between the colleagues may be of importance. This leads us to further 
organizational issues. This is however left out of this paper. 

The application is not analyzed when it comes to privacy issues and security. 
Security is a particular issue in a hospital setting, but we believe it is important also 
for ENME as a service for personal use in public settings. Thus this needs further 
work. Organizational and cultural issues must be studied as well, in particular in the 
hospital setting. 

References 

[1] Satyanarayanan, M., “Pervasive Computing: Vision and Challenges”, IEEE Personal 
Communications, August 2001, pp 10 – 17 

[2] Dey, A. K., “Providing Architectural Support for Building Context-Aware Applications” 
PhD thesis, College of Computing, Georgia Institute of Technology, 2000 

[3] Mostéfaoui, G. K., Pasquier-Rocha, J., Brézillon, P., “Context-Aware Computing: A 
guide for the Pervasive Computing Community”, proceedings of the ICPS’04 

[4] Li, Wei, “A Service Oriented SIP infrastructure for Adaptive and Context-Aware 
Wireless Services”, proceedings of the 2nd International Conference on Mobile and 
Ubiquitous Multimedia, 2003 (Norrköping, Sweden) 

[5] Henricksen, K., Indulska, J., Rakotonirainy, A., ”Modeling context information in 
pervasive computing systems”, proceedings of Pervasive 2002 (Zürich, Switzerland): 
167-180, 2002 

[6] Johnston, Alan B.  SIP: Understanding the Session Initiation Protocol, Artech House, 2001 
[7] Rosenberg, J., Schulzerinne, H., Camarillo, G., Johnston, A., Peterson, J., Sparks, R., 

Handley, M., Schooler, E., “SIP: Session Initiation Protocol” IETF Networking Group, 
RFC3261, http://www.ietf.org/rfc/rfc3261.txt 

[8] Handley, M., Jacobson V., “SDP: Session Description Protocol”, IETF Networking 
group, RFC 2327, http://www.ietf.org/rfc/rfc2327.txt 

[9] Helal, S., “Standards for Service Discovery and Delivery”, IEEE Pervasive Computing 
Vol 1(3), July – September 2002, pp 95 – 100 

[10] Sparks, R., “The Session Initiation Protocol (SIP) REFER Method”, IETF Networking 
group RFC 3515, http://www.ietf.org/rfc/rfc3515.txt 

[11] Lindeberg, L. and L.Kristiansen, “How a context-aware resource planner for drugs can 
increase quality in health care” Presented at SHI2005, Aalborg, Denmark, August 2005 

[12] Følstad, A. et al., ”Fitness-for-Purpose of Person-Person Communication Technologies”, 
IST11577/SEF/DIS/DS/Pub/004/b1, October 31st, 2002 

[13] Gallis, H., Kasbo, J. P.and Herstad, J.,  “The Multidevice Paradigm in Knowmobile - 
Does one size fit all?”  Proc. of IRIS24, ed.  by Bjørnestad, S. , Moe, R.E., Mørch, A.I. 
and Opdahl, A.L.. , (2001) pages 491-504 

 



T. Enokido et al. (Eds.): EUC Workshops 2005, LNCS 3823, pp. 326 – 334, 2005. 
© IFIP International Federation for Information Processing 2005 

DartDataFlow: Semantic-Based Sensor Grid 

Huajun Chen, Zhiyong Ye, and Zhaohui Wu 

College of Computer Science, Zhejiang University, 
Hangzhou, China 

{huajunsir, yezhy, wzh}@zju.edu.cn 

Abstract. We propose DartDataFlow, a semantic-base Sensor Grid to manage 
sense data. In our system, the data and subscriptions are all represents as RDF 
graph, so we provide a RDF Graph Filter to filter RDF graph to meet subscrip-
tions. And also, we design an intelligent data dissemination framework to sup-
port different cases of data dissemination. This system integrates Semantic Web 
technology into Sensor Grid and can be used in intelligent transportation sys-
tems, military, weather forecast, environment monitor, etc. 

1   Introduction 

Today, plenty of sensor nodes in sensor grid generate rapid, continuous and large 
volumes of stream data .It is one of the most important issues how users communicate 
and understand data when sharing and receiving data from sensor grid [1]. A solution 
for this issue is for each sensor to publish data schema based upon a shared ontology 
using Semantic Web technology [2]. Therefore, when a sensor node publishes data, 
users that receive data will be able to interpret the contents without ambiguity. A 
solution for this issue is for each sensor to publish data schema based upon a shared 
ontology using Semantic Web technology. Therefore, when a sensor node publishes 
data, users that receive data will be able to interpret the contents without ambiguity.  

On the other hand, publish/subscribe (pub/sub) [1, 3] is a loosely coupled communi-
cation paradigm for distributed computing environments. In pub/sub systems, publish-
ers publish data to brokers in the form of event, subscribers subscribe to a particular 
category of data within the system, and brokers ensure the timely and reliable delivery 
of published data to all interested subscribers. The advantage of pub/sub paradigm is 
that information producers and consumers are full decoupled in time, space and flow, 
so it is well suitable for large-scale and highly dynamic distributed systems. 

In this paper, we introduce a semantic-base Sensor Grid named DartDataflow 
(DDF)  fuse and disseminate sensor data. In DDF system, publishers and subscrib-
ers share a RDF-based ontology. This releases the constraints on value-based pub-
lish/subscribe systems that publishers and subscribers must share the same data sche-
mas. Different from relational pub/sub systems, the data correlation in our system is 
transparent to subscribers.  

The remainder of the paper is organized as follows. In Section 2, we discuss related 
work. In Section 3, we introduce Resource Description Framework which is the pre-
liminary of this paper. In Section 4, we introduce the system architecture of the DDF 
system. In Section 5, 6, we describe Fusion Layer and Dissemination Layer detailedly 
in the DDF system. Finally, in Section 7, we conclude the paper with a summary. 
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2   Related Work 

In the past several years, many data dissemination schemes have been proposed for 
sensor networks. Based on where data generated are stored, these schemas [4, 5] are 
divided into three categories: local-storage, data-centric storage-based and external-
storage. 

1) External storage-based data dissemination relies on a centralized base station, 
which is external to the sensor network, for collecting and storing sensing data. In 
this schema, data must be sent back and forth between the sensors and the base 
station. 

2) Data-centric storage-based data dissemination stored the sensing data at certain 
nodes within the network. In this scheme, data are still pushed in a predefined 
manner regardless of queries.  

3) Local storage-based data dissemination is the dissemination schemes which a 
source sends data to a sink only when the sink has sent a query for the data. 
These schemes need a sink-source matching mechanism to facilitate a sink to find 
the source holding the data of interest.  

These schemes include directed diffusion [4], two-tier data dissemination [5], etc. 
Pub/sub [3] systems are generally divided into two categories: subject-based and 

content-based.  

1) The earliest pub/sub systems are subject-based. In those systems, each data belongs 
to one of a fixed set of subjects (also called topics, channels, or groups). Publishers 
are required to label each data with a subject name; consumers subscribe to all data 
under a particular subject. The techniques for subject-based pub/sub systems have 
already matured and there are many successful products and specifications such as 
TIB/Rendezvous [6] from TIBCO [6] and MQSeries from IBM [7].  

2) The topic-based publish/subscribe variant represents a static scheme which offers 
only restricted expressiveness. In consequence, as improvements to topic-based 
solution, content-based publish/subscribe systems are proposed. In these systems, 
data are no longer divided into different subjects. The subscriber defines a sub-
scription condition according to the internal structure of data; all data that meet 
the condition will be sent to the subscriber. The internal structures of data are de-
fined as data schemas. Compared with the subject-based pub/sub systems, the 
content-based systems are more expressive and flexible; it can enable subscribers 
to express their interests in a finer granularity. Known prototype systems include 
Gryphon [8], Siena [9], etc. 

However, if users are going to share and receive data from heterogeneous and 
highly dynamic sensors in the sensor grid, then it must be able to communicate and to 
understand this data. Obviously, these schemes as introducing above are not sufficient 
for this application. Our goal is to introduce the Semantic Web technologies [5] into 
the pub/sub system to support data fusion and data dissemination in sensor grid. 

3   Resource Description Framework   

The Resource Description Framework (RDF) [5] is the basic technology of our sys-
tem. We first introduce it simply. RDF is a language for representing information 
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about resources in the World Wide Web .The purpose of RDF is to define the specifi-
cations for supporting the use of Metadata about Web resources. This should be ac-
complished in a manner that will allow a uniform way for the machines to understand 
and process the information given, together with the flexibility of describing the in-
formation for all information publishers. The main concepts of the RDF specifications 
are the description using Metadata of any kind of resources that can be named via a 
URI (Uniform Resource Identifier), the interoperability between applications that 
exchange machine-understandable information on the Web. The specifications also 
address the ability to enable automated processing of Web resources and finally the 
capability for different application communities to define their own Metadata Prop-
erty Set that best serves their needs. 

Any expression in RDF is a collection of triples, each consisting of a subject, a 
property and an object. A set of such triples is called an RDF graph. The nodes of an 
RDF graph are its subjects and objects. The assertion of an RDF triple says that some 
relationship, indicated by the property, holds between the things denoted by subject 
and object of the triple. The assertion of an RDF graph amounts to asserting all the 
triples in it, so the meaning of an RDF graph is the conjunction of the statements 
corresponding to all the triples it contains. 

Example 1 is a small chunk of RDF in RDF/XML corresponding to the graph in 
Figure 1:  

 

Fig. 1. An RDF graph describing of the weather of Hangzhou 

 

Example 1. RDF/XML describing of  the weather of Hangzhou 
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4   Architecture 

In sensor grid, data published by heterogeneous sensors differs greatly in formats and 
semantics. If the pub/sub system is used as a general infrastructure for sensor grid and 
support different applications, it should have strong expressiveness, i.e.: 

1) It should support data in different formats and semantics; 
2) It should provide a powerful subscription language, so that data consumers can 

easily express their interest in certain data semantics. 

Here, we introduce the Semantic Web technologies into the pub/sub paradigm and 
propose an Semantic-based Publish/Subscribe middleware named Dart-Dataflow 
(DDF) for manage sensor data .It’s architecture is as Figure 2 shown. 

Physical layer is composed of sensor nodes deployed in sensor grid. These sensor 
nodes collect dynamic and real-time traffic data, weather data, geography data, road 
surface data and so on.  This layer also provides an interface to disseminate these 
original data into upper layer. 

Fusion layer mainly supports to fuse data from heterogeneous sensors and filter 
data to meet the subscriber. It includes Ontology Service, Semantic Parser Service, 
Semantic Subscription Service and Semantic Data Filter Service. Services in this 
layer are provided for sinking data from sensor nodes, querying data schema based on 
the global ontology and parsing it into RDF-based data and then filtering data to meet 
the subscribers interesting.  

Dissemination layer provides an intelligent and flexible mechanism to disseminat-
ing data to the subscriber. It includes Negotiation Service, Performance Monitor Ser-
vice and Dissemination Service. In this layer, data dissemination is multiple protocols 
implementation, migration support, easy extensibility. 

 

Fig. 2. Architecture of DDF 



330 H. Chen, Z. Ye, and Z. Wu 

5   Fusion Layer  

In DDF, data published by sensors and subscription scripts are both represented as 
RDF graphs, which is a kind of directed labeled graph and the system filter data with 
subscriptions both semantically and syntactically. When data is published, it is firstly 
converted into a RDF graph using Semantic Parser Service based on ontology before 
further processing. And the same, subscriptions are specified by subscriber and are 
also represented as RDF graph patterns in Semantic Subscription Service. Then Data 
Filter Service filters the data to meet the subscriber. As follows we introduce two keys 
in Fusion Layer. 

 

Fig. 3. Mechanism of Fusion Layer  

5.1   Semantic Subscription Language 

In DDF system, data are all represented as RDF graphs; the subscription is in fact a 
graph pattern which specifies the shape of the graph as well as the constraints on 
some nodes and arcs in the graph. So we must define a subscription language to sup-
port semantic subscription. Here we define a subscription language based on a num-
ber of query languages such as SPARQL [10], RDQL [11].  

Our subscription language is provided for accessing RDF graphs. A subscription 
mainly consists of two parts, the Select clause and the Where clause. The Select 
clause names the variable of interest to the subscriber; and the Where clause has one 
or more triple patterns which are composed of  a subject, predicate and object 
delimited by parentheses, and for confining the value of  object, the Where clause 
always defines some filter expressions.  

For example, in the Weather Forecast system, if someone want to know all cities 
which are in China with the temperature is below 25 centigrade thermometer and the 
weather is cloudy, he can express it as: 
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Example 2. An example of a subscription language 

 
Fig  4. An example of graph for the subscription language 

As above mentioned, each subscription can represent as a RDF graph pattern in our 
system, so preceding subscription can be represent as the corresponding RDF graph 
pattern in igure . 

5.2   RDF Graph Filter 

In the DDF system, we must filter the incoming data to meet the subscription .We 
design a RDF Graph Filter to support this task.  Subscriptions and data are all repre-
sented as graphs in our system, and if every node and arc in a data graph can be 
mapped to a corresponding node and arc in the subscription graph, the data is said to 
meet the subscription, otherwise the data can not meet the subscription. Therefore, the 
filtering problem is a specific kind of graph isomorphism problem.  

Following we focus on our graph isomorphism arithmetic. For example, our sub-
scription graph G (s) is as Figure 5 shown. 

We suppose a RDF graph can show as: 
G = (H, V, E), where  
H={H},H is the home vertex; 
V is the set of the vertexes of the RDF graph and while a vertex has no outgoing 

edge, we define it is a specific values or an expression; 
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E = {Ri=E(u,v): u,v belong to V, and the direction of the edge is from u to v. }. 
Then we can represent G(s) as 
G(s) = (Rs, Vs, Es), where  
Rs= {H}, 
Vs= {H, A, B, C, D, E}, 
Es=  {R1=E(H,A), R2=E(H,B), R3=E(H,C), R4=E(B,D), R5=E(B,E), 

R6=E(C,E), R7=E(D,E),}. 

 

Fig  5. A subscription graph 

 

Fig. 6. The filtering arithmetic 
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When a data which it is represented as RDF graph is coming, we suppose it express 
as Gd = {Hd,Vd,Ed}. Then we can introduce our graph isomorphism arithmetic as 
Figure 6 show. 

exp(v) is a boolean expression which judge whether the v in G(d) meet the con-
straints of the corresponding vertex in the G(s). 

6   Dissemination Layer 

In DDF system, Dissemination Layer is used to disseminate the RDF-base filter data 
to the corresponding subscriber effectively. Following we introduce the design of the 
Dissemination Layer detailedly. 

As we all know, different transport protocols are suited for different cases. For ex-
ample, TCP works best where reliable delivery is at a premium but if subscriber can 
sustain losses in delivery and more concentrate on the latencies, UDP is a better 
choice. And also, data dissemination in network is influenced by different condition 
and different network. So in Dissemination Layer, we design more than one Dissemi-
nation Services and each service implements a transport protocol. 

DDF system provides a Negotiation Service to negotiate the best transport protocol 
for data dissemination. If negotiate is successful, the system specify the corresponding 
Dissemination Service to the subscriber. 

Considering that the network capability is unstable. So we design Dissemination 
Performance Service to monitor the dissemination performance. This service can  
specify a constraint on the performance factors and specify the migration to anther 
Dissemination Service which implement a more suited transport protocol when this 
constraint is satisfied. For example where dissemination using UDP is not feasible 
due to high loss rates user can switch to TCP and similarly, user may switch to UDP 
by reason of bandwidth and latency constraints. 

 

Fig. 7. Mechanism of Dissemination Layer  

7   Conclusion 

DDF system is mainly composed of Physical Layer, Fusion Layer and Dissemination 
Layer. In Fusion Layer, We define a semantic subscription language to support com-
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plex subscriptions.  And also, we design a Semantic Data Filter in Fusion Layer to 
meet the subscriber individual subscription. In Dissemination Layer, we propose a 
new intelligent data dissemination framework that is appropriate for this semantic-
base pub/sub system. 

Our future work includes optimization of data filtering arithmetic based on RDF 
graph to support numerous subscriptions more effectively. 
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Abstract. In this paper, we describe an augmentation of everyday arte-
fact called sentient artefact. A sentient artefact is expected to capture the
user’s specific context implicitly and naturally from its original usage since
such an everyday artefact has inherent roles and functionalities. There-
fore, a context-aware space is built incrementally using the specific con-
textual information. We show three types of everyday artefact augmen-
tation, and propose a sensor selection framework that allows an artefact
developer to systematically identify desirable sensors. Also, we discuss ex-
pectations and issues on the augmentation through prototyping.

1 Introduction

Ubiquitous computing is envisioning to provide an intelligent environment, how-
ever it has not been realized yet. We consider one of the reason is the installation
cost. Enabling technologies so far, e.g. location sensing systems and vision-based
recognition systems, require complex infrastructures embedded into our envi-
ronment, which increase the deployment cost. Also, a new type of devices that
requires a user to learn its usage might provide him/her with a cognitive burden.

To address these issues, we are working on augmenting daily objects with
computing capabilities like sensors and actuators, which capture a user’s situa-
tion, context, and provide him/her its awareness in a natural and implicit way.
We call such a daily object a “sentient artefact”. We use a sentient artefact as
a daily object that has inherent functionalities as usual. At the same time, it
detects its state-of-use and utilizes the information as an input to a system. For
example, a sentient door and sentient chair are utilized as an ordinary door and
chair respectively. However, a system perceives a user’s presence and state, e.g.
inside the room, sitting on the chair, etc., and changes its behavior according to
the contextual information. We believe the sentient artefact approach allows a
developer to build context-aware applications easily. Also, from a user’s aspect,
he/she can utilize a context-aware service implicitly and naturally through the
interaction with various sentient artefacts. A sentient artefact is expected to play
a key role in realizing a ubiquitous computing environment in a practical way.

We have been prototyping various types of sentient artefacts so far. In this
paper, we describe experiences from three of them: a chair, mirror, and tooth-
brush. We have found that an ad-hoc selection of sensors that depends on a
developer’s intuition fails to extract proper contextual information. Therefore,
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we propose a conceptual framework that allows a sentient artefact developer to
select appropriate sensors. The framework utilizes the usage of the artefact and
the observable phenomenon through the interaction with a user.

The structure of the paper is as follows. Section 2 shows early prototyping of
the three sentient artefacts. In Section 3, a sensor selection framework is pro-
posed through the prototyping. In the discussion section(Section 4), we describe
1) a variety of contextual information beyond the original state-of-use, 2) design
issues and our approach towards artefacts integration, 3) structured artefact’s
information for robust and portable application, and 4) assessment of our ap-
proach that employs low-level sensors and combination of sentient artefacts for
person identification. In Section 5, we examine existing work regarding augment-
ing daily objects and extracting context through complex sensing infrastructure.
Finally, we conclude the paper with future directions in Section 6.

2 Prototyping of Sentient Artefacts

We have been augmenting various everyday objects continuously. Here, we in-
troduce the following three typical artefacts.

Fig. 1. Prototyped Artefacts

2.1 Chair

We use a chair for doing something with sitting on it. The activity at the chair is
narrowed in conjunction with the type and/or location of the chair. For example,
a chair in an office is utilized for supporting a user’s work, while another chair in
the kitchen is for eating or chatting. The change of states, i.e. from not sitting
to sitting and vice versa, is a trigger for a system to invoke a specific service.
We have developed the following three types of sentient chairs that can extract
different types of contextual information:

1. Only an object’s state, i.e. being put by something or not (Fig. 1-(a) left)
2. A person’s sitting or not sitting with adverbial states (Fig. 1-(a) center)
3. An approximate direction of the face of a user (Fig. 1-(a) right)

The first case was built by simply augmenting a stool with four pressure
sensors on the seat, where it does not distinguish a person from other objects.
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In the second case, an office chair with a back seat was adopted, and pressure
sensors were attached properly so that the state of legs is extracted. Also, a
photo sensor, a pressure sensor and a touch sensor were attached to detect the
usage of the back seat. Finally, an office chair was augmented with an electric
compass that detects terrestrial magnetism and specifies the direction of the
back seat of the chair. These types of chairs suggest the need for an ontology of
an artefact to provide applications with robustness and reliability, which will be
discussed in more detail in Section 4.3.

2.2 Mirror

AwareMirror (Fig. 1-(b)) is an augmented mirror that displays information rele-
vant to a person in front of it on the periphery of his/her sights[4]. The augmen-
tation is natural because we usually “use” a mirror to know our internal state,
e.g. health, as well as external state, e.g. looks, through the reflection on the
surface of it, which is easily extended to virtual features, e.g the schedule of the
day, the weather forecasting to the destination. AwareMirror suggests an ideal
interaction between a person and a computer embedded into our daily lives.

The AwareMirror project have also suggested socially acceptable sensing tech-
nology for the artefact augmentation. The state-of-use of a mirror should be the
situation that the user is looking at the figure in the mirror. However, we have
considered the state as the fact of detecting something in front of a mirror, which
is realized by two infra-red range finders to remove a feeling of privacy violation.
It is combined with the detection of utilization of a co-located toothbrush to
extract more meaningful and accurate information.

2.3 Toothbrush

We have also got a survey result that people do not want to share a toothbrush
with others, which means that the usage of a toothbrush strongly suggests that
its owner is brushing his/her teeth. We have augmented a toothbrush with a
two-axis accelerometer to detect the start, end, and the approximate number
of brushing (Fig. 1-(c)) [5]. Also in [5], we have utilized a sentient toothbrush
as an exclusive activity information source against the user’s “sleeping”, which
means a sentient artefact is a building block for various applications, rather than
a specific application.

3 Sensor Selection Framework

The sensors utilized in the prototyping were selected after some trials on a variety
of sensors, which depends on a user’s intuition. Such an ad-hoc way prevents an
application developer from selecting appropriate sensors rapidly and consistently.
In this section, we describe a framework to select suitable sensors for respective
sentient artefacts in a systematic way. In our framework, the relationship between
a user or his/her belonging and an artefact to augment is a key to find an appro-
priate phenomenon for sensing. The discussions in existing work [3, 6] show the
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catalogues of sensors that is utilized to specify a sensor from the phenomena to be
measured. However, it lacks of earlier stages in terms of selecting appropriate sen-
sors for artefact augmentation, i.e. what kind of state can be extracted, what kind
of interaction is remarkable for the context extraction, what kind of phenomenon
can be observed from the interaction, etc. Namely, our framework provides a sen-
tient artefact developer with a systematic way to finally answer a question like
“What kind of phenomenon is remarkable to extract the state-of-use of the target
artefact most accurately?”. The framework consists of five steps:

STEP1: Specify the state-of-use that a developer wishes to extract
STEP2: Analyze the usage of a target artefact
STEP3: Clarify the observable phenomena in use
STEP4: List the candidates of sensors
STEP5: Select the most preferable one from various aspects

In the following sections, we describe each step in more detail based on the
prototyping results.

3.1 Specify the State-of-Use to Extract (STEP1)

This step is to answer the basic and essential question like “What state-of-use
information is required?”. This question can be separated into two detail ques-
tions: the level of abstraction and type of information. As depicted in Fig. 2, an
office chair can offer two types of usage: the usage as a chair in nature (left side)
and that is specific to a chair with back seat (right side). Also, each type might
have more detailed usage, e.g. simply putting something on (the presence of an
object), let a person sit on (the presence of a person), and let a person relaxed
with his/her back lean against the back seat (the way of sitting). Therefore,
first of all, a developer has to clarify his/her requirements for the extraction.
However, they should be assessed whether the target artefact provides required
state-of-use because they might not be provided by the artefacts functionalities.

3.2 Analyze the Usage of Artefact (STEP2)

The next step is to analyze the specified usage to answer the question “How to use
it? or How to interact with it?”. The result of the analysis classifies the usage into
primitives, which include putting/removing, touching/leaving, pushing/pulling,
rotating, shaking, approaching/leaving, stroing/extracting, etc. For example, in
the case of sitting on a stool depicted in Fig. 1-(a)-left, a user’s hip is “put” on
the seat with some force, while a person sitting on an office chair (Fig. 1-(a)-
center/right) can “rotate” it and lean on the back seat, i.e. “touching”.

Moreover, it is important to identify the ease of changing of the relationship,
that may affect the weight of responsibility of the sensor. In the case of the above
office chair, the relationship between a person and the back seat can be changed
frequently since he/she might bend and lean, while the relationship between a
person and the seat do hardly change. Therefore, to extract the presence of a
person, one or more sensors should be attached primarily on the seat, and those
of the back seat should be provided to supplement the primary ones.
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Fig. 2. Heterogeneity of the level of abstraction and type in daily object

3.3 Clarify Observable Phenomena (STEP3)

The third step is to clarify the observable phenomena against the primitives.
For example, when something is “put” on the surface, there might be physical
phenomena like the change of pressure on the surface, the vibration of the surface,
making noise, the change of temperature on the surface (in case of a creature),
the change of electric capacitance, etc. Although almost the same phenomena
can be observed in the case of “touching” on the back seat of a chair, it is difficult
to detect the change of temperature because the “touching” happens so often
while the speed of changing temperature is slow. This means that “leaving” from
the back seat might happen before a temperature reaches at a dedicated level.
By the end of this step, the phenomena that contributes to extract the specified
state-of-use become clear.

3.4 List the Candidates of Sensors (STEP4)

Hereafter, there is the literature to know how to sense a specific phenomenon,
e.g. [3, 6]. Namely, the answer to the question like “What sensor can measure a
change of force?” is easily found. There may be more than one sensing technology
for each phenomenon, which will be identified in the final step.

3.5 Select the most Preferable Sets of Sensor (STEP5)

This is the final stage of the framework, where the most preferable sets of sen-
sors are identified from many aspects, e.g. qualities, performance, form factor,
cost, power consumption, availability, aesthetics, etc. The trade-offs needs to be
resolved based on overall requirements for the prototyping or product.

3.6 An Example to Use the Framework

Figure 3 illustrates a part of the framework utilization, that represents the selec-
tion flow for a person’s presence on an office chair, i.e. sitting on a chair. In SETP1,
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Fig. 3. An example of the framework usage (for person’s presence on an office chair)

it begins with the state-of-use of interest, i.e. “presence”,which can be divided into
two relationship: 1) “putting” his/her hip on the seat and 2) “touching” his/her
back to the back seat in STEP2. Then, in STEP3, five types of phenomena are
identified, and then in STEP4, seven types of sensors are extracted based on the
phenomena. Finally, in STEP5, a photo sensor and force sensor are selected for
“hip-on-the-seat” detection, while a force sensor and touch sensor are chosen for
“back-touching detection”. To enhance the reliability of the sensing, more than
two same sensors are to be utilized. A temperature sensor, mechanical switch, mi-
crophone, and IR (infra-red)/US (ultrasonic) sensors are rejected due to the ease
of broken by human weight, low response speed, and/or privacy violation.

Our proposal is not the entire structure of a selection flow, instead the five
steps that systematically identify sensors for the state-of-use extraction. The se-
lection flow should be improved by the evaluation after prototyping, and also
it should be extended incrementally through the development. Sharing the se-
lection flow with others allows an artefact developer to follow the same way as
successful development so that he/she becomes free from the ad-hoc selection.

4 Discussion

4.1 Information Beyond State-of-Use

Sentient artefacts provide various kinds of information that is used as contextual
information beyond the initial state-of-use as described below.

Identity of Interacting Entity: An artefact interacts with a human (user)
and another artefact. In case of the interaction with a human, a personal artefact
identifies a user with high accuracy because it is assumed that the user is equals
to the owner. So, the state-of-use is a trigger for a personalized service like the
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AwareMirror system [4]. An artefact also interacts with other artefacts, e.g. a
cup on a desk. If the desk has an RFID reader, it can identify what is on it.

Location of a User: A stationary artefact like a door, mirror stand, etc. is
the one that does not move. The characteristic allows a system to infer a user’s
location that offer the context with additional meaning. For example, a user in
front of a mirror in the entrance might be in the different situation from who
stands in front of a mirror in the washroom. The user’s location is determined
without any precise location sensing system if the location of the sentient artefact
is known in some ways, e.g. manually specified.

Adverbial Information of State-of-Use: Adverbial context represents a
user’s context more richly, which can separate into two types: 1) an absolute
and 2) relative adverbial context. Adverbial context with absolute values does
not depend on a situation like a user’s feeling and an application’s requirements.
In the statement “a user is sitting on a chair with his/her back touching on the
chair’s back once per minute”, the italic part is the adverbial expression while
“10 times per second” represents the user’s situation of sitting absolutely. So,
an application developer flexibly interprets it based on application requirements.
However, an issue here is the selection of appropriate metrics, e.g. the frequency,
average value, etc. On the other hand, the relative expression like “slowly”,
“suddenly”, “angrily” is difficult to model at the development because such an
expression is subjective. This is important because a sentient artefact should be
a generic component for applications rather than an application specific one.

4.2 Spatially Distributed Artefacts Integration

A single sentient artefact provides a piece of a user’s context. However, it is insuf-
ficient to describe more complex context in a robust way. So, sentient artefacts
should communicate with external entities.

Communication Styles: The communication between an artefact and appli-
cation is achieved in three ways: 1) event notification, 2) periodic transmission,
and 3) retrieval from outside. Figure 4 illustrates the relationship among state,
event, and also adverbial information. An event is generated as a result of an
action performed by a user, e.g. sit down and stand up, while a state is repre-
sented by a period between events. In the figure, the state “sitting” represents
from the event “sit down” to the other one “stand up”. Adverbial information
is attached to both an event and state (the rounded rectangle in the figure).

The event notification style is popular because many context-aware appli-
cations adapt their behavior according to the change of context. Also, it can
minimize the communication. The periodic transmission is appropriate for send-
ing monitored states continuously. However, this kind of communication should
be minimized because it wastes the power of the artefact as well as bandwidth.
The transmission should be invoked after detecting the start of original function-
ality of an artefact, e.g. “sitting”, in order to avoid useless communication. This
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is an important aspect for an everyday artefact that has long idle time. States
can also be provided by retrieval from outside entity, where the entity can get
information at anytime. The direction of the back seat and the user’s leg state,
e.g. the left foot on the right, have been obtained in this way.

Fig. 4. Relationship among State, Event, and Adverbial Information

Centralized vs. Decentralized Architecture: We have developed an arte-
fact integration middleware, Bazaar, which manages a model of world and pro-
vides a unified access to it[5]. Bazaar employs a centralized server architecture,
where each artefact simply communicates with a server and application logics
run. On the other hand, a decentralized peer-to-peer architecture has no cen-
tral server and seems to be suitable for the artefacts communication because of
scalability in the number of artefacts and the absence of single point of failure.

However, the application logic requires extraction of higher level context from
each state-of-use. Also, it controls the presentation of context-awareness. We
consider it is hard for a sentient artefact to execute these processes on behalf
of others because it usually has limited resources. We expect a personal devices
like a cellular phone and PDA to be a central server because they have enough
resources. A user of the device is assumed to be its owner, which can identify
the user and allows the device to provide a personalized service easily. Moreover,
due to its local processing, privacy sensitive information does not reveal at all.

4.3 Towards Robust and Portable Application

A type of sentient artefact can vary in the level of abstraction that it perceives.
As can be seen in Fig. 2, the sentient chairs shows various level of information
abstraction, i.e. just presence of an object, and the way of sitting. The one with
electronic compass also provides the direction of the seat back, a type of usage
“facing”, in addition to the original one, “sitting”. If an application requires
information of just presence of an object, all the three types of chairs can be
utilized. This means these chairs are replaceable with each other at the place, and
that the application running at one space is portable to another. Therefore, the
state-of-use of chairs should be properly structured, that is, an ontology needs
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to be specified. Moreover, an ontology for much wider class like an “artefact”
than a single class “chair” allows an application to replace a chair with a door,
for example, as an artefact that provides information of the user’s presence.

Furthermore, to infer a user’s context accurately and thus to build robust
applications, the quality of information like freshness, accuracy, and confidence
should be considered as well as the information contents. We need to identify
suitable ones and include them into a context model as meta-information, which
allows an application developer to implement appropriate adaptation strategies.

4.4 Privacy Concerns

One of our design principles is augmenting artefacts with low-level sensing tech-
nologies, e.g. accelerometer, infra-red range finder, etc. This is because the user’s
feelings of privacy violation. A video camera and microphone can be utilized to
detect rich context like the user’s activity, identity, location, and even emotion
and intension without the user’s explicit input. However, our user survey at the
AwareMirror development has revealed the testees’ obtrusive feelings of being
watched even though they know the benefits of the method[4].

In terms of user identification, the testees pointed out that the merit of using
a sentient artefact that is hardly shared with others is its implicity. As described
in Section 2.2, it is utilized to start showing personalized information on the
mirror without a user’s explicit interaction with the mirror. However, the pos-
sibilities of intentional or unintentional use by other persons were also pointed.
We consider users know the trade-off between the relevance of information and
the efforts they need to make to keep it secret. So, explicit identification method
like fingerprint recognition should be accepted if the system provides a highly
relevant information like credit card number. Furthermore, if the toothbrush
is utilized in a closed reliable group like a family, these issues are suppressed.
Therefore a system should separate the contents utilization, e.g. using the iden-
tity, from the acquisition method, e.g. sentient artefact-based, biometric-based,
etc., for the method’s flexible selection based on the application requirements.

5 Related Work

Regarding to the deployment of smart environments, Sentient Computing[1] pro-
posed a location sensing system that utilizes the ultrasonic and radio frequency
signal [8]. To measure the position of an object within a cubic inch, it requires
dense ultrasonic transceivers, which is impossible to deploy and maintain with-
out special cares. Moreover, the system provides only location context, which
means a system’s awareness of a user’s context is limited. However, a sentient
artefact provides its user’s state-of-use as a primary context of the user, so the
information source is closer to the user, which is considered to be more accurate
and meaningful to him/her. And, as described in Section 4.1, it can provide
various types of information. The more the type of artefacts increase, the more
the kinds of extracted context increases. Therefore, neither precise nor dense
location sensing system is required.
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The MediaCups project [2] and its succeeding project of SmartITs[7] provide
insights into the augmentation of artefacts with sensing and proecssing. The no-
tion of artefacts computing composed of sensor augmented artefact provides a
mean to obtaining human context implicitly, which has been greatly influenced
the notion of sentient artefact. We are working on representing an artefact for-
mally and integrating them systematically, which must be applicable to sentient
artefacts based on the SmartITs platform.

6 Conclusions and Future Direction

A sentient artefact is designed to perceive its usage as a user’s context. We have
introduced three artefacts’ prototyping experiences, and proposed a conceptual
framework that systematically identifies appropriate sensors for specific state-
of-use of an artefact. The following discussions are presented 1) the information
expected through the state-of-use of sentient artefact, 2) communication styles
and architectural comparison towards sentient artefacts integration, 3) needs
for the ontology development and meta-information definition for robust and
portable application, and 4) the sensing technologies to capture context consid-
ering privacy aspects.

The sentient artefact-based context acquisition is expected to require less
precise or no location system, and to provide accurate information than just
touching an artefact, however, we need to assess them through practical appli-
cation developments and user evaluation. Also, we are working on developing an
artefact ontology including meta-information.
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Abstract. In the future, homes will have numerous intelligent com-
municating devices, and the user would like to configure and coordinate
their actions. Appliances and people in intelligent environments will have
some degree of mobility. If the user wants to go from one place to an-
other, using the same community, the agent should be able to generalize
the service, trying to build an equivalent collection of coordinating ser-
vices. This ‘work in progress’ paper addresses this issue by proposing a
multi-dimensional model that allows visualistation of devices, temporal
relationships, mutual interdependencies and the environment dynamics.
The model both offers a simplified means of visualising the task space
and the interdependencies together with a means of reasoning about al-
gorithmic solutions to task processing. The work is aimed at supporting
research into Pervasive Home Environment Networks (PHEN) which is
funded by the UK’s Department of Trade and Industry Next Wave Tech-
nologies and Markets programme.

1 Introduction

Over the last decade, the rapid expansion of the INTERNET has opened new
possibilities for communication with mobile phones and PDAs being used on an
increasing scale. More recently the possibilities have extended to using the inter-
net to control everyday living and working environments. A particularly popular
and useful application of this work is, to assist elderly people [1], which require
live longer in their homes. These kinds of system use a form of monitoring them,
to help people with basic issues such as reminders, reports and control of devices.
The overlap between pervasive (or ubiquitous) computing and intelligent agents
has spawned the emerging area of Ambient Intelligence(AmI). This is a new
multidisciplinary paradigm, which includes architecture, electronics, robotics,
machine learning, etc [2], which has given rise to numerous new problems.

In this paper we propose a framework to solve problems related to task al-
location in intelligent environments; particularly the formation of communities
of communicating networked devices. We introduce a formalism about temporal
communities, and discuss the advantages of this approach.

T. Enokido et al. (Eds.): EUC Workshops 2005, LNCS 3823, pp. 345–354, 2005.
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Fig. 1. The iDorm2 test bed

2 Related Work

2.1 Multi-robot Task Allocation and Cooperation

In robotics, although the problem of task allocation in multi-robots systems is
well known, the efforts to formalize it are recent [3, 4, 5]. Cooperative robotics
has become increasingly popular because it provides fault-tolerant and robust
mechanisms to solve problems which a single robot would find difficult, if not
impossible, to solve. In terms of fault tolerance, if one robot failed, other robots
could continue with the task, albeit with a slightly degraded performance.

In Multi-Robots Task Allocation (MRTA) [3], a very frequent question is:
which robot should execute which task? This simple question leads to more
basic questions such as: what kind of task can the robots perform; what kind of
task should they execute? These questions have been partially answered by other
fields, such as operational research, combinatorial optimisation and set theory,
amongst others.

Some of the core problems in MRTA relate to the heterogeneity of robots
and tasks. In a multi-robot system, not all the robots are able to solve all the
types of task that need to be accomplished. Gerkey and Mataric proposed a
domain-independent taxonomy of MRTA problems [3] based on tree axis: a)
single-task robots (ST) vs. multi-task robots (MR), b) single-robot task (SR)
vs. multi-robot task (MR), c) instantaneous assignment (IA) vs. time-extended
assignment (TA).These three axis permit the description of a very wide spectrum
of problems, abstracted in such a way as to aid the process of finding solutions..

Dudek et al [4] have proposed a taxonomy for robot collectives, using seven
axis: collective size, communication range, communication topology, communi-
cation bandwidth, collective reconfigurability, processing ability and collective
composition.

Chaimowicz et al [6] have proposed the use of a finite automaton approach,
augmented with real-valued variables that changes with time. These hybrid au-
tomatons can model continuous behaviour, communication and synchronization,
and assume and exchange roles. The cooperation between several robots can be
modelled by parallel automata.
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2.2 Cooperative Groups in Intelligent Environments

There has been some work done relating to community formation in AmI envi-
ronments. The Smart-its project [7], have developed a system that allows sensors,
computational capabilities and communication to be added to artefacts. By em-
bedding such systems into artefacts, logical groups of coordinating devices can be
formed. For example, by adding load sensors to the corners of a table, they have
been able to detect and track items on a table. Vildjiounaite et al [8], have cre-
ated temporal sets of clothes (all the parts of a business suit), sets of ingredients
for cooking a cake, or sets of items needed for travelling (passports, flight tickets,
etc). Duman et al [9] introduced a system to autonomously learn the cause-effect
association between the action of an agent and the devices connected to it which
is used to identify and remove redundant connections.

Shahi et al [10], have developed the concept of a Personal Operating Space
(POS), which permits the user to control and interact with the environment,
using a smart phone, and OTIS (Object Transfer in Smart Spaces)[11], which
provides adequate support to transfer PC sessions within spaces. Task Comput-
ing [12] developed in the Fujitsu Laboratories, allow the user perform complex
tasks and create new services in ubiquitous environments. This research will
provide the task processing engine for POS.

Task Oriented Programming (TOP), developed by Chin [13, 14], permits the
creation of new “virtual appliances” or “communities of coordinating devices”,
by establishing logical connections between the sub-functions of appliances (au-
dio, video, etc.). This paradigm called “The Decomposed Appliance Model” per-
mits a logical link between pervasive entities, thereby enabling them to coordi-
nate actions creating so-called “virtual appliances”. For example, the telephone,
the light and the TV could form a new community, where the TV could react
when the telephone rings. This work will provide the task mobility processing
for TOP. Figure 2 shows the System being used on a tablet.

Fig. 2. TOP system on a tablet



348 V. Zamudio, V. Callaghan, and J. Chin

2.3 Learning and Prediction in Intelligent Environments

Prediction in intelligent environments has been done in several ways, from fuzzy
rules to markov chain approaches. Doctor et al [15] proposed a paradigm that
uses fuzzy rules to learn “on-line” user behaviour. The system learns the be-
haviour of the user and finds relationships between this behaviour and the devices
the user interacts with seeking to pre-emptively set the environment to match
the users expected needs at any particular time. This work is based on the axiom
which might be surmised as “the user rules ok” meaning that at any time the
user may override the agent by simply setting the environment to the state he
needs (which are, in turn, reflected into the rules learnt by the system). Markov
Decision Process has been used to predict the user’s next task. Panduranga et
al [16] introduced the Task-based Markov Model (TMM), clustering the user’s
behaviours as high-level tasks, and using a hidden Markov model to predict the
next user action. These clusters of actions (which are the hidden states of the
Markov model) are formed according: i) the time difference between successive
actions, ii) the difference in the device location, or iii) the number of actions in
the group.

3 The Challenge

As we mentioned before, both appliances and people using the home of the future
will have some degree of mobility. A person using a several services at a time
should be able to move from place to place and use an equivalent set of services;
the system should be able to generalize the service, trying to build an equivalent
collection of coordinating services. If we have a new device in the environment,
the system should be able to incorporate it to at least one community. In gen-
eral, the environment would contain redundancy, in the sense that there would
be more than one device that could supply a service. The following scenario is
offered to clarify these concepts:

Part I
Peter, after a busy day, arrives home. He goes to the master room, with a
headache, because of the heavy traffic. So, he turns on only the indirect light.
Then he configures the main TFT monitor with a movie about the ocean, with
slow and tranquil waves, while the sun sets. He decides to listen to some quiet
and relaxing music through the local speakers, and selects Air on the G string,
by Bach. Besides that, he closes the only window blind. This environment (in
technical terms a task or virtual appliance) is then saved by the system as on
one of Peter’s personal preferences for future use (labelled by Peter as he as
“Headache cure 1”)

Part II
In this environment he relaxes, and because he feels hungry he begins to look for
an Italian food receipt. He chooses the lasagne, and goes to the kitchen. When
he is there, the preferences he expressed in “Part I” are translated to this new
environment and the two windows blinds close leaving only the indirect light over
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the table on. The music continues through the local speakers, and the familiar
picture on the TFT monitor in front of the microwave now shows the video with
the sea, and the monitor of the i-fridge shows the receipt. Great!

Part III
The next week, his wife arrives home, really tired. She tells Peter she has a
headache and asks him for a massage on her neck. Peter said: “Darling, this is
better”, and activates the “Headache cure 1” task which turns on the indirect
light and selects Air on the G string; then, the main TFT monitor shows a sun-
set in the beach, and the only window begin to close.
In this scenario, some devices could be substituted (in the new environment)
by a unique device: the speakers. Nevertheless, it is also possible that in the
new environment that more than one device could perform the same (or equiv-
alent) task. This is the case of the blinds, or the lights. The system should be
able to choose which devices should used to compose the new (equivalent) com-
munity, according to their location, user desires (preferences), or performance.
Some complex configurations, such as a traditional TV, which is a device that
includes several sub-devices (monitor, speakers, tuner, switches etc), will need
every sub-function to be discovered and an equivalent community constructed.
There are several problems arising from the scenario:

– formatting temporal communities: some devices could be performing tem-
poral tasks.

– learning of communities.
– reconfiguring of communities.
– dynamic environments: devices will come and go from the network (eg due

to purchase of new devices, failure of old devices or nomadic use).
– mobility of the user: the user could be moving to new environments, and

asking for communities previously configured in other environments. This
could be seen as a particular case of a dynamic environment.

– complexity of the devices: some devices could be performing more than one
task at a time and there may not be one to one matches in functional elements
(eg one to many or vice-versa).

4 A Multi-dimensional Model (MDM) of Pervasive
Computing Space

We have developed a model of Pervasive Computing space that is formed using
a 4D representation based on the following axis:

1. Simple devices vs. complex devices. A simple device can only perform one
type of task, and can only perform one task at a time. Complex devices can
perform several kinds of tasks at a time.

2. Temporal tasks vs. non-temporal tasks. A temporal task depends on time (eg
are valid for a specific period). Non-temporal tasks do not depend on time.

3. Coupled tasks vs. uncoupled tasks. Coupled tasks have a mutual interdepen-
dency (ie are logically linked). Uncoupled task have no mutual dependency.
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4. Static vs. dynamic environment. In a static environment, apart from system
failure, devices do not move in time or space. In a dynamic environment
devices come and go from the network.

In the next section we are going to formalize the problem, defining an alloca-
tion, a community, and an equivalent community. Then we will extend these
communities in order to include time.

4.1 Formalising the MDM Model-Allocations and Communities

An allocation is a duple (d, T ) where d is a device and T is a not empty set of
tasks, i.e. T = {t1, t2, t3, . . . , tk}, with k ≥ 1 . If k = 1 we have a simple device,
that is able to handle only one kind of task. This is the case of a speaker, or a
microphone. If k > 1 then d is a complex device, which is composed by other
sub-devices, i.e. can handle more than one task. This could be the case of a TV,
composed by a device that can handle two different kinds of signals: audio and
video. When the user configures a new set of virtual appliances, he defines a new
community. A community, denoted by C, is a finite not empty collection of n
allocations, i.e.

C = {(d1, T1) , (d2, T2) , (d3, T3) , . . . , (dn, Tn)} (1)

If the user goes to a new environment, the agent should create an equivalent
community, denoted by Ceq . In order to create this equivalent community,
for each allocation (d, T ) ∈ C the agent should find an equivalent allocation
(deq , Teq) in the new environment. As we mentioned before, we have two cases:
k = 1 and k > 1. i) If k = 1 then d is a simple device and T = {t1}. The
agent should find a new allocation (deq , {t1}) such as the device deq is able
to perform the only task t1. ii) If k > 1 then d is a complex device, and
T = {t1, t2, t3, . . . , tk}. The agent should find, in the worst case, k allocations(
d1

eq, {t1}
)
,
(
d2

eq , {t2}
)
,
(
d3

eq, {t3}
)
, . . . ,

(
dk

eq, {tk}
)
, where every device di

eq is able
to perform the task ti, with 1 ≤ i≤k.

4.2 Formalising the MDM Model-Temporal Communities

We could extend this framework in order to include time. A temporal allocation
is a tuple (d, T, ti, tf ) where d is a simple device, T is a (simple) task, ti is
the initial time and tf is the final time. In other words, the device d will be
performing the task T during tf − ti units of time, beginning on the instant
ti . So, a temporal community, denoted by Ct is a non-empty set of temporal
allocations:

Ct =
⋃k

j=1
(dj , Tj, tji, tjf ) (2)

As we mentioned before, some devices (with their tasks) could be coupled,
in the sense that there is a logical link or causal dependency between them.
This could be expressed in the following way: Let a = (d, T, ti, tf ) and a, =
(d,, T ,, t,i, t

,
f) two different temporal allocations with t,i > ti. We say that a

causes a, or in other words that a, is a consequence of a if every time that a
occurs it implies that a, will occur. We will denote this by a → a,.
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5 Preliminary Results

We conducted a number of trials using a total of 18 users, in our test-bed the
iDorm2 (see Fig. 1), in which they completed various tasks such as configuring
and using communities. In the first of these there was a fixed configuration of
eight devices; occupancy of a bed and sofa, status of the window blind, bed light,
desk light, heater, telephone and a media player software application. During this
trial we collected binary information on the status of devices in the environment
and used this to create the visualisation shown in Fig. 3. This provides a graphical
representation of the temporal community, with eight devices showing binary
status on and off, and its evolution over time. This graphical representation of
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Fig. 3. Representation of a temporal community

a community summarizes all the information related to time, task and devices.
The advantages of this approach are that it provides a way of simplifying the
visualisation of complex tasks (depending on the users focus, any of the 3 planes
can be used to view and reason about the tasks). Thus the user interface could
switch between these various views of the task space. In addition, this model
maps directly to the underlying formalism used by the machine processes.

In the second trial we used the TOP system [13] which allowed the users to
form and operate there own communities form a selection of 5 networked devices;
smart sofa, two table lights, media player and telephone. Using information
collected from the TOP system, we were able to model the user formation of
communities of devices, expressing their cause-effect relationship.

Figure 4 provides a visual representation of the communities created by one
of the TOP users. In this case, the sub-set of devices involved are the sofa, the
desk-light and the MediaPlayer. There are several cause-efects relationships (or,
in terms of TOP, rules). The first relationship is: when the sofa is off ( ie, when
nobody is sat on it), the desk-light and the MediaPlayer are off as well. The
second relationship is: when the sofa is on (ie, when somebody is sat on it) the
desk light and the MediaPlayer should be on.
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6 Discussion

Our Multi-Dimensional Model (MDM) is able to represent the user interaction
with the environment (the iDorm2); in particular, we were able to represent in
a graphical way temporal communities of devices with binary status (on and
off ). We are working to extend the model in order to include continues values.
The TOP system used to collect information let the user include if-then rules for
the devices. MDM include this cause-effect relationships as shown in Fig. 4. At
the moment, our system is addressing only the case when one antecedent could
cause several consequences (as shown in Fig. 4), although Chin’s TOP tool is
considerably more powerful as it allows the user to create multiple antecedent
and consequences. In due course we hope to consider these more complex cases.

Device

Status

Time

Sofa

DLight

BLight

MPlayer
Phone

OFF

ON

Device

Fig. 4. A temporal community with causal relationships

7 Summary and Future Work

This paper describes ongoing work into task processing. The main contribution
of this work is the Multi-Dimensional Model (MDM) for solving the problem of
configuration and automated retrieving of communities. In particular, we have
identified four main axis that should be taken into account in order to solve the
problem of reconfiguration of communities. This model allows the user to be
presented with differing views of the task spaces, simplifying his visualisation
and understanding of the space together with enabling machine processing such
as pattern matching schemes to be employed. Part of our longer term aims are to
use the visualisation and formalisms we have presented to allow systems such as
TOP, to reason about resource constraints, functional conflicts and mobility of
mapping in system of coordinating pervasive computing devices. This approach
has the following advantages:

– It lets the user interact with the system, with intuitive (and easy to re-
member) information, such as device-task, device-time, or even just single
information, such as device or task.

– The system is fault tolerant. If the user does not remember exactly the
community, the system can deal with the differences or erroneous directions
generated by the user.
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– This representation simplifies the problems related to dealing with the com-
plexity of the devices, temporality of the tasks, and dynamics of the envi-
ronments.

– The visual representation of the cause-effect relationships between alloca-
tions provide rules of evolution of the communities.

– The formalisms open up a way to reason about multiple tasks and their
interaction.

Currently we are working to include continuous states in the representation of
the devices, and to include temporality in the description of the cause-effect
relationships. At the moment we are only considering a one-to-many relation-
ships for firing rules, but in the future we will include many-to-one relationships
(several causes for one consequence). The work described in this paper is ongo-
ing. It builds on existing work at Essex University, in particular it is aimed at
providing task processing support needed to underpin paradigms such as Chin’s
Task-Oriented-Programming (TOP). At this stage we have established a rep-
resentational and analytical model. Currently we are developing various task
processing algorithms to use this model. For example, we are working to use
pattern recognition techniques for retrieving the working communities. Also, we
are investigating visual representations of the real time evolution of communi-
ties including cause-effect relationships. We look forward to reporting on these
results at later conferences.
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Abstract. Ubiquitous environments are characterized by their openness, 
dynamicity and autonomy. Electronic institutions are the agents’ counterpart of 
human organizations, which are specifically designed for providing support, trust, 
and legitimacy in ubiquitous applications. In this paper, we propose an algorithm 
for norms enforcement in electronic institutions as a coordination strategy in 
ubiquitous environments by introducing substitution rules that map the norms set 
for the electronic institution to normative rules that can be implemented in the 
protocols to govern agents’ interactions in ubiquitous environments. 

1   Introduction 

In ubiquitous environments [11], a set of mobile (mostly autonomous) entities, each 
with limited resources and knowledge, needs to interact with each other and users to 
achieve a common goal within a specific context. This interaction is generally 
characterized by 1) openness, describing the possibilities that these mobile entities 
can join or leave the environment, 2) flexibility indicating the degree the mobile 
entities are restricted by the environment rules and norms, 3) stability defining the 
predictability of the consequences of actions and 4) trustfulness specifying the extent 
to which users may trust the environment 

The infrastructure that supports this ubiquitous environment must meet two 
requirements, first the internal autonomy requirement of participating entities in 
which interaction and structure of the environment must be represented independently 
from the internal design of the participating entities and second the collaboration 
autonomy requirement in which activities and interaction in the environment must be 
specified without completely fixing in advance the interaction structure. 

In order to achieve these requirements, we argue that open ubiquitous environments 
can be modeled as electronic institutions where a vast amount of heterogeneous 
software and human agents interact in order to satisfy common and/or individual goals.  

Electronic Institutions are the agents’ counterpart of human organizations, which 
are specifically designed for providing support, trust, and legitimacy in agent 
mediated interactions [2][3][5][7]. They can be considered as computational 
frameworks that function the same way our human organizations function providing 
services and rules for software agents to meet in a way to create trust, prevent fraud 
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and reduce deception by verifying regulations which result in maintaining norms and 
insuring that all parties are conforming to these norms  

Agents in this sense are computational entities that are situated in some 
environment and capable of flexible, autonomous action in that environment in order 
to meet its design objectives [12]. They can accept a task, negotiate or reject it. They 
should be capable to communicate, to coordinate, and to cooperate with other agents 
in order to solve a problem. 

Norms in the context of electronic institutions are expectations about what 
behaviour, thoughts, or feelings are appropriate within a given group (of agents) 
within a given context (environment). 

The study and modelling of norms in electronic institutions has attracted the 
interest of researchers from different disciplines such as sociology, economics, 
philosophy, and computer science. 

Two approaches have been advocated for the design and modelling of norms in 
electronic institutions: in the cooperative normative behaviour [1][3][5], norms are 
defined implicitly through the behaviour of the agents and depends on how agents 
function in the institution; in the coordination strategy [10], norms are defined 
explicitly and the agents in the institution have to comply to these norms. 

Most of the cooperative normative behaviour model is based on the assumption 
that different agents in the institution have some common goal or intention and this 
common goal enforces some type of cooperative behaviour on all agents in the 
institution. This means that the rules and regulations to which agents adapt their 
behaviour are hard wired in the protocols used by the agents to interact with each 
other. In the coordination model, actions of agents in the electronic institution are 
either rational or norm guided. In this case, norms are nothing but instruments of 
individual, collective, or generic optimization and to accept norms, as aïmotivational 
mechanism is not to violate methodological individualism, or to deny the importance 
of rational choice. In this case, the outcome of agent actions is a compromise between 
what the norm prescribes and what rationality dictates.  

In this paper, we address the problem of norm enforcement in ubiquitous 
environments. We propose an algorithm for norm compliance checking by introducing 
substitution rules that map the norms set for the electronic institution as values to 
normative rules that can be implemented in the protocols to govern agents’ interactions. 

2   Norms as a Coordination Strategy 

One of the most important challenges in open environments like ubiquitous 
computing, is the specification of mechanisms through which perspective participants 
can evaluate the characteristics and objectives of the environment rules in order to 
decide about participation. 

Currently, in ubiquitous applications, agents are simply designed from scratch so 
that their behaviour complies with the behaviour described by the role(s) it will take up 
in the environment. Comprehensive solutions for this point require complex agents that 
are able to reason about their own objectives and desires and thus decide and negotiate 
their participation. As a first step for this is the comparison between the specification 
of agents and roles to determine whether an agent is suitable to enforce norms [2]. 

An important aspect concerning norm enforcement is that of modifying the agent 
internal architecture or beliefs to include the characteristics of the assumed role(s). A 
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possible solution for this has been proposed by [4], which extends agents with an 
interface to the society. This interface prevents any action not allowed by the role 
definition. However, it does not ensure the proactive behaviour expected from the role 
and is not flexible enough to incorporate different enacting styles, capabilities and 
requirements of the agents. It actually makes the actual agent “invisible” to the 
society and only its enactment of the role behaviour apparent in the society. We think 
that the consequence of an agent adopting a role is more drastic than this. The actual 
agent behaviour must often be modified according to the goals, norms and rights 
specified by the role. 

In the following, we assume that agents have goals of their own, and are able to 
form (either by design or deliberation) plans to achieve those goals. These 
assumptions are consistent with the agent view and can be seen as a minimal agent 
definition. Here we describe agent societies from a global perspective, rather than 
from the perspective of the individual agents. Even though agents will take many 
roles simultaneously and along their life cycles, from the perspective of the society, 
each agent is a different individual. From our perspective, it is up to the agent how to 
manage and prioritize its goals. That is by assuming a role; the agent will receive the 
objectives from that role. How the agent will handle those objectives, whether it 
interprets them as goals or as norms, what priority it gives them, is up to the agent 
itself. However, the society model is based on the assumption that agents that take up 
roles are expected to eventually realize the assumed objectives. 

Nevertheless, societies are concerned with judging the attitudes of the different 
areas and how those will affect the performance of the role. That is, the society will 
not look at the agent as a whole but at how a certain area is acting. 

Agent literature discusses extensively different types of social attitudes of agents: 
selfish, altruistic, honest, and dishonest. 

Different types of agents result in different role performances, because the way an 
agent will plan its goals, which is dependent on his social attitude, influences the 
realization of its role objectives and the fulfillment of the role norms. For instance, some 
types of agents will only attempt to achieve the goals of their adopted roles and forget 
their own private goals, while others will only attempt to achieve the goals from the role 
after all their own goals have been satisfied. Furthermore, the relations between agent 
plans and role objectives, and of agent goals and sub objectives must be considered 

 

Fig. 1. Architecture of norm enforcement 
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In our approach [8], we suppose that we have a set of value definitions stored in 
the normative structure of a certain electronic institution. We consider the problem of 
given a norm N that is captured from the normative structure of the institution through 
semantics, how to find a rewriting N' for it using one or more of the available 
normative rules such that N is contained in N' (i.e., the value of N is a subset of N'). It 
is well known that containment implies equivalence. 

We consider the problem of verifying partial compliance and verifying complete 
compliance of agents to norms set for the electronic institution. 

A partial compliance of a norm N using a set of normative rules R is a conjunctive 
norm N' whose head is a norm literal, such that N'⊆N and the body of N' contains one 
or more normative rule literals defined in R (it may contain value literals as well). 

A complete compliance of N using R is a partial compliance of N using R whose 
body contains normative rules and built in predicates only (it may not contain value 
literals). 

In our approach to norm compliance, we refer to the architecture depicted in figure 1, 
in which four phases are identified: 

1. The normative rules generation phase where values V are expressed in terms of the 
normative rules R. The result of this phase is a set of normative rules R that 
contain all the necessary information for norm enforcement phase. 

2. In the context compilation phase, the context [7] is used to compute a set of 
contextually equivalent norms  (CEN). These contextually equivalent norms CEN 
are filtered and stored for later use.  

3. The norm compliance phase, which uses the contextually equivalent norms to 
decide whether, norm N is consistent to the set of norms defined for the electronic 
institution. This phase uses the set of normative rules generated earlier to rewrite 
the norm in such a way to generate an equivalent norm N' that produce the same 
effect as the original one but defined over the component normative rules. 

4. The plan execution phase, where a norm N defined over the values is verified to 
comply to the electronic institution regulations and rules  

2.1   Example Scenario (Adapted from [9]) 

In order to understand the system architecture, we will model the mobile auction 
scenario (mobile flea market) we presented in [9]as an institution. This example 
illustrates a number of important characteristics that is quite common to ubiquitious 
environments and must be taken into account in the development of an agent based 
computational market [9]. There are multiple services available from a number of 
agents representing independent participants. Multiple agents offer broadly similar 
services. The services themselves are described by multiple attributes (e.g. price, 
quality and delivery time). The services available change over time (new services may 
become available, or agents may alter the way in which existing services are offered). 
Services may differ in terms of the number and heterogeneity of the tasks involved in 
the delivery of the service and in their degree of independence and the type and 
frequency of interactions between different customers changes while the service is 
being delivered. 

For the sake of clarification, let us assume that the mobile flea market sets the 
following vision as a value, 
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Fig. 2. Normative structure of the example scenario 

“Fostering the highest standard of free competition amongst those for whom the 
institution is responsible” 

Stakeholders in the institution are sellers, buyers, auctioneers, market owners, and 
accountants. The objective of the market owners is to provide a fair set up of the 
market where sellers sell their goods at the highest price, buyers find what they are 
looking for in an efficient way, and buy products with the cheapest price. All expect 
to have a win –win situation. 

As we see, the notion of free competition is a very general concept and can be 
interpreted according to different stakeholder interests and intentions. This means that 
the value of fair competition can be translated into three normative rules; one is 
related to the access to resources within the institution; and the second is concerned 
with the professionalism with which the institution is operating; and the third is 
responsible management. These three normative rules can be further translated into 
low-level norms. The normative structure of the example is depicted in Figure 2.  

Let us define two values for our conference institution: 

Accountability(Sellers, Buyers, Products) 
Freedom(Access, Professionalism, Responsibility) 
Suppose the electronic institution maintains two normative rules: 
Access(Data, Resources, Knowledge)  Accountability (Seller, -, -, -) 

Responsibility(Fulfillment, Commitment)  Accountability (-,-,Buyers)  

And the following set of norms: 

• N1: A trading agent winning a bidding round within an auction is obliged to 
subsequently pay for the acquired good. 

• N2: The seller agent is committed not to sell goods or products, which had been 
already sold. 

• N3: The seller agent is responsible of delivering goods or products to the buying 
agents. 

• N4: No bids after the deadline. 
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2.2   Normative Rules Generation 

In this phase, the values are expressed in terms of the normative rules. The result is a 
set of rules that contains all the information needed for the norm enforcement phase. 
The generator can be thought as a specific model checker for normative rules. 

Consider a normative rule of the form:   

R← V1, …, Vn, C1, ……, Cm, 
where 
V1, ……, Vn are value literals and  
C1, ……, Cm are constraints. 
Let N1,……..,Nl be the distinguished variables and 
R1,……., Rm be the rest of variables. 
To avoid having to deal with the existentially quantified variables X1,……..,Xl , we 

skolemize the normative rule by substituting for all Yj a different skolem term of the 
form fj(N1,……..,Nl) . Let θ be the substitution that skomelizes all such Rs. 

Since all the normative rules predicates in R are completely defined by its body, 
then the normative rule implies the formula: 

(∀ N1, …, Nl) (R →(∃ R1, …, Rm) (V1∧...∧Vn). 
After skolemization, we derive n substitution rules below, 
V1θ←R 

………… 

Vnθ←R 
where 
θ= {Ni ←fi (Ni,…….Nl) }1≤ i ≤ m  is a substitution rule and f1, ……, fm  are l-

ary skolem functions with arguments N1,…….Nl .  
For each substitution rule the head is a value literal, and every variable in the head 

also appears in the body. 
The skolem function fi (N1,…….Nl) is a mapping or transformation from the 

normative rule to the value that assigns to each variable in R( i.e., N1,…….Nl) a 
variable of V such that fi (Ni,…….Nl) ∈ V. The normative rule is the domain of the 
skolem function and the value is the co-domain. 

2.3   Norm Enforcement 

Given a norm N defined over the set of values, a set R of normative rules 
{R1,…….,Rk} and a set θ of  substitution rules{θ1……θn} . 

Our goal is to find an equivalent norm N' that is compliant to the set of norms 
defined for the electronic institution. A norm N' of N using R can be obtained by 
rewriting N using R in such a way that the resulting norm contain one or more 
normative rules predicates defined in R and produce the same effect as the original 
norm for any given electronic institution. 

Norm Enforcement process can be done in two steps: 
The first step is to determine the valid norm substitutions. Norm substitution is the 

process of assigning to each value literal in the body of the norm the substitution 
rule(s) {θ1……θk} that is defined in S for that literal. A substitution applied to the rule 
is the replacement of each variable in the rule by either a variable or a constant, while 
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a substitution applied to a norm is the replacement of each value literal by the 
substitution rules derived from the normative rules definitions for those literals. 

The substitution is evaluated then for each variable in the head of the norm with 
respect to each substitution rule. 

Proposition (1) determines when the substitution is valid and proposes the way to 
rewrite the norm. 

Proposition (1) 
A substitution is valid if all the distinguished variables that appear in the head of the 
norm are substituted by the same variable in the substitution rule not by a skolem 
term 

A valid substitution means that the distinguished variable of the norm maps into 
the head of the normative rule that is defined by the substituted value and hence 
means that this distinguished variable comply to the normative rule as indicated by in 
proposition (2) 

Proposition (2) 
For each ni ⊆ Vi such that   Viθj←Rj      

If ni

θ j

Vi

is a valid substitution for Vi in θj Then ni  comply to Rj 

Returning to proposition 1. The valid substitution for xi means that ni of the norm N 
maps into the head of the normative rule Rj defined by Vi and hence N complies 
partially to Rj 

Conversely, if ni

θ j

Vi

is not a valid substitution, then ni doesn't map into the head of 

the normative rule Rj defined by Vi and hence there is no partial compliance for N in Rj 
The second step in the norm rewriting process is to construct the set of all the 

possible rewritings of the norm. This can be simplified by considering the set of all 
the substitution rules for each value in the body of the norm as an (m×n) matrix 
where m is the number of the distinguished variables in the head of the norm and n is 
the number of the substitution rules defined in S for the value indicated by the matrix. 

A valid substitution is considered to be 1 or TRUE and invalid substitution as 0 or 
FALSE to simplify the notation. 

For example, if we have one value in the body of the norm, two substitution rules 
defined in S for that value, and three distinguished variables in the head. 

So we construct the (3×  2) matrix for the norm as follows 

n1

V1

n2

V1

n3

V1

θ1

1 1 0

θ 2

1 0 1
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Now to compute the possible rewritings of the norm described by this matrix, we 
need to evaluate the valid substitutions w.r.t each distinguished variable in the head of 
the norm.  

Proposition (3) 
A value literal Vi in the body of a norm N can be replaced by the normative rule literal 
Rj defined in R if  

n1

θ j

Vi

.......nn are valid substitutions for all the distinguished variables of the norm 

This means that if there is an all 1s row in our matrix, then all the distinguished 
variables are compliant to the normative rules and the value literal corresponding to 
that matrix can be replaced by the normative rule literal indicated by the row. 

As suggested by proposition (3), any one of the normative rules can't replace the 
value literal in the norm since there is no all 1s row in the its matrix. 

Recalling proposition (2) where a valid substitution for any distinguished variable 
means that the normative rule defined in the substitution rule is partially compliant to 
the norm. 

So we need to evaluate the partial compliance for the distinguished variables in the 
valid substitution matrix. 

Proposition (4)   
The conjunction of all the partial compliances for a norm is a rewriting if there exists  

ni

θ j

Vi

 that is  a valid substitution for all the distinguished variables in the 

substitution matrix. 
For the norm in example 4 we have the following partial compliances: 

For n1: R1 ∨  R2 
For n2: R1 
For n3: R2 

Since there is partial compliance for all the distinguished variables in the norm. 
Then the conjunction of these partial compliances is a rewriting and we get the 
following rewriting 

N(n1,n2,n3) ←R1(n1,n2 ,R1,R2), R2(n1,R3,n3,R4) 
For this norm we have the following two valid substitutions matrices: 

n1

V1

n2

V1

θ1

1 1

θ 2

1 0

n1

V2

n2

V2

θ1

1 1

θ 2

0 0

 

From the substitution matrices above we notice that R1 can replace each V1, V2 in 
the norm so the norm can be rewritten as follows: 
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We also get the same rewriting from the partial compliances for this norm. For this 
norm we have the following two valid substitutions matrices: 

n1

V1

n2

V1

θ1

1 1

θ 2

1 0

      and               

n1

V2

n2

V2

θ1

0 0

θ 2

0 0

 

Again we notice that R1 can replace  V1 in the norm, while there is no normative 
rule that can replace V2, hence the following is a rewriting of the norm. 

N(n1,n2) ← R1(n1,n2,R2, R3), V1(n1,"….",n3,R4).  
There is no rewriting that can be derived from the partial compliance since n1 and 

n2 have no valid substitutions in R2. 

3   Conclusion and Future Work 

Agents are either always comply with norms or autonomously choose whether to do 
so or not based on the utility or situation. 

This may cause conflicts between the electronic institution goals and the goals of 
agents within it. On the one hand, if agents are assumed to comply to norms, this may 
decrease the opportunities agents have to achieve their goals. On the other hands, if 
agents choose whether to comply to norms set by the institution or not, although agent 
goals may be satisfied, the electronic institution becomes unpredictable when all 
agents choose not to comply to norms and consequently result in violations of the 
overall essence of the organization 

The purpose of the project from which this research paper stems is to build a 
complete monitoring system for electronic markets. Our objective is to integrate 
seamlessly the cooperation and coordination models as a basis for modelling 
electronic institutions. 
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Abstract. Recently there are getting more and more systems and applications 
using RFID. There is a necessity of a framework for them. This paper presents a 
Java-based framework that offers a set of general services to support various 
RFID systems for different purposes and application scenarios. The framework 
emphasizes on the semantic data binding for contextual information mapping 
between real and cyber spaces. The Java interface classes are provided to sup-
port general communications among a RFID, a reader and an application. Real 
and cyber spaces are synchronized via dynamic and real-time mapping from 
symbolic strings or IDs to the semantic XML data representations that are more 
effectively and efficiently useable by RFID applications. In this paper, the ar-
chitecture and functional modules of the Java-based RFID service framework 
are explained in detail. 

1   Introduction 

The ubiquitous computing is aimed at supporting human's memory, judgment and 
action with pervasive computers and networks throughout physical environments [1]. 
RFID (Radio-Frequency-Identification) is enumerated as a technological element to 
achieve the ubiquitous computing. It is used as one of the means to acquire informa-
tion in a real space. There are more and more studies on RFID related systems and 
developments, such as location-aware information technology [2], location tracking 
system [3], reminding system [4], human detection [5], etc. One of the main common 
features in developing an RFID-based system is the mapping of information on a real 
space to a cyber space. 

There are two essential issues in developing RFID systems. The first is that a RFID 
operation method requires a library to operate RFID data and it is not easy to operate 
RFID data without a common interface API even if having the library in developing 
various RFID systems. It is usually a design requirement that the interface for reading 
and writing RFID data must be general though a communication means of reading 
and writing RFID data depends on its concrete type of RFID. It is also preferred that 
the interface and operation method can be used in different RFID systems by only 
switching the library. The second is the mapping between real and cyber spaces. A 
RFID keeps only symbolic code or ID data, i.e., a set of strings, that doesn't have 
much meaning if it is not associated with a real object or some real objects. Informa-
tion in a real space in general has a special meaning, this framework is therefore 
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aimed at offering a general service to convert symbolic codes into semantic data so as 
to closely link real and cyber spaces. 

In the rest of this paper, we first present several representative RFID based appli-
cation scenarios, next summarize the common features of the RFID systems, and then 
propose and discuss a Java based framework. It consists of three basic parts: a RFID 
programming interface, the information mapping between real and cyber spaces using 
RFID and XML data binding, and intelligent application in a cyberspace. Finally, 
related work is discussed, conclusions are drawn, and future work is addressed.  

2   Representative RFID System Scenarios 

To capture common features of RFID systems, this section shows several RFID-based 
application scenarios: object finding, thing reminder, person location detection, and 
meeting member detection, respectively. 

Object Finding System. This system is supposed to be able to find an object or some 
objects in a room or house where RFID tags with ID codes and readers are placed. 
Some RFID tags are put under the floors in a pre-designed layout. Such a tag is 
named position tag that keeps a symbolic number, which is associated with the coor-
dinates of the tag stored in a database. In a room, a robot carrying a RFID reader and 
wireless LAN can move in a pre-defined course. The robot reads all RFID tags that 
are near the RFID reader. The obtained tag IDs are sent to the database via the wire-
less LAN and then used in a location analysis process as shown in Fig. 1. If a tag 
attached to an object is read, the four surrounding position tag’s coordinates deter-
mine the object’s position coordinate. 

Database

Position
tag

Read ID

XML Data

Application (User)

Reader WirelessLAN

Send ID

Lost_thing 
(have RFID tag)

Read ID

Position
tag

Position
tag

Position
tag

Room Space

Administrator Host

PCPDAMobile Phone Game Machine
 

Fig. 1. A scenario of an object finding system 

The process continues when the robot is moving and the obtained coordinate data is 
used in the application for drawing a map of the room on a GUI. All the related objects 
in the room are drawn on the map. To find a lost object, a user inputs the object name, 
and the system will inform the location of the object via some audio/visual interface. 
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Thing Reminder System. This system is supposed to give you advice messages in a 
room/house entrance when you forget to take something with you. This system re-
quires that there is a RFID reader at an entrance, all things for a user to bring are at-
tached RFID tags, and the item IDs are input to the application in advance. When the 
user goes out, the reader at the entrance reads the user’s identity tag and the items’ 
tags. These IDs are sent to a database via wireless LAN and then used in a process as 
shown in Fig. 2. 

Notebook 

Pen case

Textbook

Etc. Each item has 
a RFID_tag

Entrance

Reader

Read ID

Wireless
LAN

Send ID

Database

XML Data

Administrator Host Application (User)

PC
PDA

Mobile Phone Game Machine

 

Fig. 2. A scenario of a thing reminder system 

The obtained ID data is compared with the ID data in the database that the user in-
put beforehand. If there is unmatched ID data that remains in the user input ID data 
set, the application reminds the user in some way such as a speech message of “you 
forget to take the desk pad”. 

Person Location Detection System. This system can get a person’s location by de-
tecting RFIDs carried with the person. The system requires at least two RFID tags per 
person and some RFID readers. Two tags are attached to each bottom of the person’s 
shoes. Some RFID readers are buried under the floor in special places such as an 
entrance, a kitchen, a toilet, etc. The location data in XML format of RFID readers is 
stored in a database. If the person steps over a RFID reader, the reader reads the per-
son’s RFID tags and sends the IDs to the database via a wireless LAN that is con-
nected with the reader. The tag IDs and RFID reader’s location are used to locate the 
person’s position in the application as shown in Fig. 3. 
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Fig. 3. A scenario of a person location detection system 
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In the application, there is a graphic image/icon that corresponds to a person’s tag 
ID. On the monitor, a house/building map is showed. Once a reader detects a person’s 
entering/leaving a room, an image/icon corresponding to the person’s tag ID is drawn 
in a certain position on the map. Watching the map, one can know who is in the room 
and where the room is in the house/building. 

Meeting Member Detection System. This system is supposed to let a user know who 
is meeting whom by detecting RFID tags carried by the persons in a meeting. It re-
quires that every one have a RFID tag and a reader with a wireless LAN. For exam-
ple, a person A is going to meet person B and C. If A approaches to B, A’s reader 
reads B’s tag. After that, the tag’s data is sent to a database via the wireless LAN. In 
the database, the ID data is converted to XML-based data representation. In the appli-
cation, a message generated from the XML data, such as “A is meeting with B”, is 
displayed on a monitor. If C is joining the meeting, with the similar processing, a 
message, such as “A is meeting with B and C”, is displayed on the monitors. A sce-
nario of such a system is given in Fig. 4. 

A (Has a tag, 
reader and 

wirelessLAN)

B (Has a tag, 
reader and 

wirelessLAN)

C (Has a tag, 
reader and 

wirelessLAN)

Read ID each 
other Read ID each 

other

Read ID each 
other

Send ID
Database

XML Data

Administrator Host

Application (User)

PC

PDA

Mobile Phone Game Machine  

Fig. 4. A scenario of a meeting member detection system 

3   RFID Service Framework 

The four representative scenarios show some common features and process. 

• A RFID reader reads a RFID tag. 
• The ID is sent to a database. 
• The database is used by an application. 
• The application processes the current incoming data with comparisons of the data 

kept in the database.  
• From the comparison results, the system can get conclusions, such as where is the 

object to be found, which object is forgotten, where a user is, who is meeting 
whom, or others.  

As a result of the common features and the process, some commonly necessary 
components and their relations in a RFID system can be summarized in Fig. 5. 
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Fig. 5. Common components and a general structure of RFID systems 

Further, the architecture of a general RFID service framework is resulted in to fa-
cilitate RFID service system developments and given in Fig. 6. 
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Fig. 6. A general RFID service framework 

The RFID service framework is able to support a series of the processes. It mainly 
consists of two mechanisms, an interface API for RFIDs and XML data binding to 
bridge the real space and the cyber space.  In the interface for RFID, the device driv-
ers in DLL (dynamic link library) or SO (shared object) are necessary in operating 
specific RFID devices but can not directly be handled or accessed by or from Java. 
However, JNI (Java Native Interface) [6] can play the role of a bridge between a de-
vice driver in DLL or SO files and Java VM. Java VM can operate or access DLL and 
SO files through JNI. Thus, RFID service developers can easily operate RFID devices 
related data with using Java in an application layer. XML is used as a general data 
format in the system. To access and handle XML data in Java, JAXB (Java Architec-
ture for XML Binding) [7] is imported to bind an XML schema to a representation in 
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Java code. As for application developments in Java, developers may only focus on 
how to use the data in their applications and do not need to know the details about 
how to get physical data and convert them into a correct format used in Java since 
these two steps are supported by this framework. Thus, a Java application processes 
information obtained from a real space as well as information on a cyber space. 

4   Programming Interface for RFID 

There are some common basic issues in the development of RFID-based systems. One 
is related to available methods of controlling the RFID reader and writer. The control 
methods for different kinds of RFID vary. Some kinds of RFID readers use RS-232 
interface to connect to a computer. There is a case that a RFID is controlled directly 
by commands from neither the driver nor the library. Even if the driver is offered by a 
manufacturer, it is often impossible to control RFIDs at once because it is necessary 
to prepare the interface that connects a system and libraries. Next one is that RFIDs 
keep only symbolic ID codes. To operate the data from RFIDs, the codes should be 
closely related to their attached real objects. Another one is that a system should be 
general though a controller depends on kind of RFID used. Therefore, the mecha-
nisms for accessing or operating any devices such as RFIDs and sensors to acquire 
information on a real space should be abstract. To enable such accesses to different 
kinds of RFIDs more easily, our framework adopts the XML technique. Though 
RFID has only symbolic number, it is possible to give each symbolic code a meaning 
and include it in a XML data file. Of course, for a XML file, it is impossible to record 
all data in a continuous time in a real space. Only those critical or turning points from 
which the changing trace of an object can be represented or recovered are recorded. 

A parser is needed to read the XML data. Though the parser for different pro-
gramming languages has been distributed by some ventures, most of APIs that can 
read/parse XML are offered in Java such as JAXM, JAXB and JAXP. They are in-
cluded in Java XML Pack distributed by Sun Microsystems. Taking Java and XML’s 
advantages of platform independence and object-oriented model, we use Java as im-
plementation language of the interface for RFID in this research. 

A driver and its associated library distributed by a manufacturer are often written 
in native codes. However, Java VM cannot run the native codes directly. To make 
them run-able by Java VM, one approach is to use JNI that is the API used by Java 
programs to invoke the native code compiled from C/C++ codes. The JNI can gener-
ate a Java header to use the native code in C/C++. Figure 7 (in left) shows the relation 
between the JNI and C/C++. 

A library might be written in not only C/C++ but also C#. Like Java, C# is a pro-
gramming language that runs on a special environment named CLR (Common Lan-
guage Runtime). The CLR is a managed code environment for the .NET Framework 
[8]. When a program is written in a managed code that runs on CLR, even if JNI is 
used, it is not run-able by Java VM. Though Java VM can use native codes with JNI, 
it cannot use managed codes. However, if the managed codes are wrapped with the 
native codes, it is able to use them with JNI [9, 10]. Figure 7 (in right) shows the 
relation between the JNI and C#. 
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Fig. 7. The JNI as a bridge between Java and other languages 

Thus, the interface based on Java is developed by using JNI, and a RFID ID code 
is read and send to the XML database. Its architecture is shown in Fig. 8. The inter-
face is mainly to operate RFID. The next section explains how to map information 
from a real space to a cyber space with XML data binding. 
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Fig. 8. The interface for RFID 

5   Mapping Between Real and Cyber Spaces 

Information obtained from a real space is about to be used by an application or some 
applications in a cyber space. However, information original from RFID readers is 
just a sequence of symbolic strings. Without attaching identical meanings, it is diffi-
cult to use such symbolic numbers by an application in a cyber space. To solve the 
problem, XML techniques play two important roles here. One is to use the XML 
scheme and attach some identical meaning to each symbolic code by adding neces-
sary tags into the XML scheme. Another is to use the information represented in 
XML scheme by a Java application. In this case JAXB is required to parse XML 
structure and then generate a tree structure and further then map the tree into Java 
classes. Thus, information obtained from a real space is operational in a cyber space. 
The XML techniques link two kinds of spaces together and bind data from a real 
space to a cyber space, which makes two kinds of spaces reflective to each other. An 
example of the mapping between real and cyber spaces is shown in Fig. 9. 

To operate a set of the data represented in XML in a cyber space is to make them 
being easily used by Java programs in a related RFID system or so called application. 
To different applications, data has different meanings. If an application is regarded as 
an object, data modeled in the XML scheme is a kind of object-oriented data. Both 
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Java and XML are based on object-oriented models. So the structure of XML can be 
easily mapped to the class of Java. An API that maps a XML model to a Java model is 
provided in the data-binding tool, JAXB, which enables to map the data obtained 
from RFID to XML and pass the XML to a cyber space. Consequently, it is achieved 
to map information from a real space to a cyber space. 

Real Space Object XML Representation

where

<object rfid=”1234567”>
  <id>001</id>
  <name>Ichiro</name>
  <location>
    <name>home</name>
    <position type=x>30</position>
    <position type=y>50</position>
  </ location>
  <time>15:40</time>
  <possession>
    <item>textbook</ item>
    <item>pen case</ item>
  </possession>
</object>

Cyber Space

showPossession (Rfid r) {
  show(r.getPossession());
}

Ichiro has
textbook and pen case.

Converted Instance
who

when

what

 

Fig. 9. An example of the mapping between real and cyber spaces 

6   Intelligent Application in Cyber Space 

A mechanism with which information on a real space is mapped to a cyber space is 
achieved by binding RFID and XML data. An application on a cyber space is a sys-
tem that operates data acquired from a real space to offer some specified services. It is 
a fact that even if only critical data about objects from a real space is recorded, there 
is still much more data than it is necessary. To a specific application, how to dig out 
the data the application really needs is an important step. So called data mining or 
intelligent data processing is one of the important steps, which should be included as 
one part of the application. Besides, the application should have a specific algorithm 
or mechanism that uses or handles required data. For instance, in the application of 
finding a child's toy, the coordinate data is a kind of required data and can be obtained 
by such a RFID system. But how the location of the child toy is detected using this 
coordinate data is depended on an algorithm that the application adopts. The system 
does not limit the usage of the data. 

It is worthwhile to emphasize that real and cyber spaces are synchronized by dy-
namically and real-time binding between RFID and XML data. With such synchroni-
zation between the two spaces, auto-login to a network might be possible. For in-
stance, when a user moves from one room to another, the application changes the 
location data and the workgroup data in the XML at the same time. Even if a user 
does logout the current network, he/she can automatically login to the next network in 
another room as shown in Fig. 10. 
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<object rfid=”1958375983”>
  <id>001</ id>
    <name>Ichiro</name>
    <location>room002</ location>
    <network>workgroup002</network>
</object>

<object rfid=”1958375983”>
  <id>001</ id>
    <name>Ichiro</name>
    <location>room001</ location>
    <network>workgroup001</network>
</object>

ROOM001 ROOM002

move from ROOM001  to ROOM002

location change
logout workgroup001, login workgroup002  

Fig. 10. The synchronization between a real space and a cyber space 

7   Related Work 

Mapping between real and cyber spaces by XML data binding is used in Robotic 
Communication Terminals [11]. The system focuses on barrier and barrier-free in-
formation on facilities at the National Institute of Information and Communications 
Technology. It converts object information on the real space obtained from the cam-
era into XML, and does the mapping to a cyber space. Interactive Block System [12] 
also uses XML to map information between a real space and a cyber space. To sup-
port a variety of multimedia contents flexibly, the data is dynamically read. Compared 
to Robotic Communication Terminals and Interactive Block System, our research 
provides a common service framework for various RFID systems and Java applica-
tions. Semantic web and grid computing [13] use XML as metadata. The metadata 
technologies developed for the semantic web are applicable and relevant. XML data 
binding between real and cyber worlds needs to automate the management of the 
metadata. Our framework offers the service to manage the metadata by synchroniza-
tions between a real space and a cyberspace represented in XML. The applications 
greatly depend on situations and are hard to be developed one-by-one without a com-
mon framework. The Java Context Awareness Framework (JCAF) [14] is aimed at 
solving the problem that programmers develop context-aware applications.  

8   Conclusions and Future Work 

This research, as a part of UbicKids Project [15], is focused on making a general 
RFID service framework that assists the developments of various RFID based appli-
cations in which acquired information/data by RFIDs from a real space is used and 
processed. In the proposed framework, XML is used as a unified format to represent 
semantic data kept in a database that stores information about or from a real space. 
Such format makes the developments of Java based applications easier. Moreover, it 
can avoid the repeat work in developing RFID applications by providing common 
required services in any RFID based applications. 
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RFID is one kind of the important devices used to achieve the ubiquitous comput-
ing. Other devices such as the GPS, sensors, microphones, and cameras also play 
important roles in acquiring information from a real space. Moreover, these devices 
can be used to get other types of contextual information while RFIDs can keep only 
ID numbers. The interface that can control RFID as well as these devices is greatly in 
need and it will be added to our future work. 
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Abstract. Privacy is a major concern with RFID tags and many solutions have
been proposed. As many approach requires secure hash function on each tag, cost
of tags imposed by those solutions is significantly high for wide development. We
propose a protocol that uses pre-calculated Bloom filter to send tag identity for
increased privacy with little additional cost per tag. In our approach, secure hash
function calculation is done in tag production phase and each tag does not have
any hash functions. Instead, each tag must have random number generator and
volatile memory.

1 Background

RFID (Radio-Frequency IDentification) tags are emerging devices that make automatic
identification more convenient. However, convenient automatic identification is some-
times dangerous with respect to privacy. Some consumer groups oppose to RFID due
to the privacy infringement. If a store uses RFID tags for inventory control and leaves
the tags on the items after the checkout, customers themselves may be traced by the
RFID tags. Tags on some personal belongings like purses, shoes, and clothes can help
tracking a customer without being noticed. In this paper, we call this problem owner
tracing. To keep user’s privacy, one can use high-end tags. Some of high-end tags like
Ferica 1 may provide high level security using cryptographic function.

On the other hand, low cost tags are needed for wide deployment of RFID systems.
Because a major objective of RFID is cost reduction of item handling in distribution
systems, RFID system must be low cost as much as possible to deploy. Peoples in Auto-
ID Labs protests that a tag must be as cheap as 5 or 10 cents for wide deployment[1].
At the same time, a 5 cents tag is a difficult target to accomplish[2]. Hence, RFID tag
system that aims wide deployment can afford very little cost for security per tag.

1.1 Assumptions

We assume the following entities in our RFID system model.
A victim has an item. The item has an RFID tag attached on it. RFID tag sends

signals on read request.

1 http://www.sony.net/Products/felica/

T. Enokido et al. (Eds.): EUC Workshops 2005, LNCS 3823, pp. 375–382, 2005.
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An attacker has an RFID reader that can read signal of RFID tags within its range.
We assume the attacker has no other clue than RFID signal to identify what item is in
the range. For example, attacker may use a video camera with the reader to bind RFID
signals and people. In case if an attacker can bind a RFID signal with the victim, the
attack becomes easier. The case is discussed in the section 4.1.

We also assume the victim and other people appear within the attacker’s range in
random pattern. The reader captures many signals from those people and the attacker
has no knowledge which one is from the victim’s. In addition, a reader captures other
casual signals from other tags that comes by chance. We assume arrival pattern and
signals from those tags are random.

Owner tracing occurs as the reader successfully identify the signal from the victim’s
item. More precisely, attacker receives a sequence of signals from the reader. The at-
tacker can trace a victim if the attacker can find relation between two or more signals
of the victim’s tag out of the sequence. In other words, owner tracing fails if attacker
cannot find relation between the sequence of signals from the reader.

In addition, our model of trust assumes that a reader is a legitimate reader for a
RFID tag if the reader knows the tag’s identifier. The identifier itself is the shared secret
to make trust relationship between the tag and the reader.

1.2 Our Goals

Our goal is to enable the development of RFID tags that has 1) resistance against owner
tracing 2) with smallest additional cost per tag.

2 Related Works

Many studies on the prevention of owner tracing have been carried out. Some solutions
reduce usability while others increase cost per tag by complex hardware for secure hash
function.

Weis et al.[3] and Juels et al.[4] addressed the security problems of RFID systems
and proposed some solutions for low-cost tags. One of their solutions (hash-lock) uti-
lizes the one-way hash function. Due to the difficulty of implementing the hash function
in small hardware logic (e.g. the SHA-1 hash function requires 20K to 50K gates), this
solution entails a small but significant extra cost. In addition, this approach has a weak-
ness in the unlocked state, that is, attackers can override the tag’s authority in the un-
locked state. Attackers may also turn their attention to the readers, because the readers
may leak the secret if an attacker repeats a metaID sent by a locked tag. Although these
attacks are detectable, it is also possible for denial-of-service attacks to be attempted
against whole systems. Another solution (blocker tag) blocks the anti collision process
to keep the tag ID be anonymous. However, the blocker tag itself has no intelligence
and works indiscriminately. This may cause trouble as some blocker tag may block
authorized readers.

A proposal from Ohkubo et al.[5] uses randomized hash chain to protect tag privacy.
At ith read, a tag sends ai = G(si). At the same time, si+1 = H(si). Both H and
G are different secure hash functions, and si is secret of the tag. Their argument de-
scribes forward security against tracing. Even if an attacker seized secret si of the tag,
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the attacker cannot find past traces out of read records. With their proposal, a tag sys-
tem can provide forward security. However, their approach also requires hash function
implemented inside the tags.

3 Our Approach

As a step toward cheap RFID tags with privacy, we utilize a pre-calculated Bloom
filter[6] in the protocol between RFID tags and readers. In this section we propose a
tag-reader protocol called Kallima.

To prevent unauthorized readers from tracing a tag, communication between tags
and readers must have no fixed id in plain form. In Kallima, the tag sends a Bloom
filter with noise (NBF: noisy Bloom filter) and the reader tests its known IDs against
the filter. We describe the protocol in the following order: bloom filter, components, tag
identification, and anti collision.

3.1 Bloom Filter

A Bloom filter is a simple data structure that utilizes a set of secure hash functions and
represents a data set S . We adopt it because it is resistant to one-way noise to make bits
of value 0 to 1. With the resistance, a tag can disguise its identity in noise.

Generally speaking, one can test a Bloom filter of a set S if a data x is in S. The test
yields a positive or negative result. A negative result means that x is definitely not in S.
However, there is a risk of false-positives, which has a tradeoff relationship with space
efficiency.

In Kallima, a Bloom filter is created from a tag ID x alone. A Bloom filter that
represents S = {x} is called SBF This Bloom filter is called a seeding Bloom filter
(SBF). A SBF is created in the following steps.

First, a bit array B of length m is initialized to 0. Then, a set of k independent secure
hash functions h1, · · · , hk with range {1, · · · , m} is applied to x. The hash value of x
is assumed to be distributed uniformly between 1 and m. Finally, for each hash value v,
the corresponding value of the bit array is set to 1. The result B is a SBF for x.

Receivers of a Bloom filter can find source tag ID of the filter if they know a tag ID
y by testing y against the filter. Testing on a Bloom filter is performed in similar steps
with Bloom filter creation steps. The same set of hash functions used in creation steps
is applied to y. For each hash value v, the corresponding bit of the filter is checked. The
test result is positive if all the checked bits are 1. The result is negative otherwise. In
other words, tests with B&(1 << v) == 1 for all v = hi(y) in i = {1 · · ·k} yields a
positive result.

A false positive occurs if all the hashed values of y are 1 by chance. In our case,
noise can make some random bits to have value of 1. Figure 1 shows an example (each
cube represents a bit and shadowed cubes are set to 1). In this case, h1(x) = h2(y),
h2(x) = h1(y), and x �= y. As a result, y seems to be in S. Actually it is not. The risk
of a false positive for a Bloom filter is given as sk, as s (saturation) is ratio of bits set to
one among all bits in the filter. For example, saturation of filter 0b01101010 is 0.5. If
k = 3, false positive rate is 0.125.
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h1(y)=5
y

h2(y)=2

Fig. 1. An example of a false positive on a Bloom filter 0b01101010

3.2 Tags and Readers

Figure 2 shows an example of abstract block diagram of a tag. A tag’s memory has two
types of identifiers written in it. The tag ID and static Bloom filters calculated from the
ID (SBFs: Source Bloom Filters). A SBF is calculated by standard computer at the time
of tag production.

Note that a tag may have one or more SBFs with different parameters. We assume
each SBF belongs to a class that defines the parameters for calculating the SBF. For
example, a class A SBF may have m = 512, k = 7 and Hn(d) = SHA1(d + n); a
class B SBF may have m = 1024, k = 13,and the same Hn(d) as in class A; and so on.

The simplest tag consists of a controller, a read-only memory for the ID, an RF mod-
ule, and a one-way noise imposer. The one-way noise imposer is a method to disguise
tag’s identity. Other modules are the same as those in regular RFID tags without any
security mechanism.

The one-way noise imposer has a simple function. It imposes one-way noise on the
input bit streams. The one-way noise imposer turns 0 at a random place in the input bit
stream into 1 until the bit stream saturation s comes to predefined value. We assume an
expected saturation of the output bit stream as s = 0.5 for example.

RF module
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Fig. 2. Block diagram of a tag with Kallima
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Bloom filter
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 Filter
List of

Known IDs

positive IDs

Fig. 3. Block diagram of a reader for Kallima

To turn an SBF of the tag into a bit stream looks random, the SBF is sent to the
one-way noise imposer. The output is called a noisy Bloom filter (NBF). A Bloom filter
does not become broken even if any additional bits are set to 1. A side effect of the
added noise is an increased false positive rate (( k

m)k becomes sk).
Figure 3 shows an example of abstracted structure of a reader. A reader consists of

an RF module, an ID-DB, and a Bloom filter checker. The ID-DB and the Bloom filter
checker are the modules specially required for Kallima; the other modules are the same
as those in ordinary RFID tag readers.

The ID-DB contains a list of tag IDs. In our model, a reader is an authorized reader
for a tag if the tag’s ID is in the reader’s ID-DB. Otherwise, the reader is not authorized
to identify the tag.

3.3 Identification of a Tag

Readers receive NBFs. They must test the filter to find tag IDs in their communication
range.

The reader uses the Bloom filter checker to find candidate tag IDs. In the simplest
implementation, it tries the known ID in the ID-DB one by one against the received
NBF. The filter check process returns a set of candidate IDs or an empty set.

The process can produce three results that can lead for four implementation patterns.

– The process results in an empty set: there are no known tags
– Only one ID in the candidate set: the candidate ID as the detected tag (may perform

validation process)
– Two or more IDs in the candidate set:

• report entire candidate IDs
• perform conflict resolution in some way

The conflict resolution process and validation process is not described in this paper.
The saturation of NBFs is controlled by one-way noise imposer, and the reader can

estimate how false positives may occur. For example, if a reader knows 100 tag IDs,
a 0.01% false positive rate corresponds to one expected read error among 100 trials.
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If this risk is not negligible, the reader may request tags to send NBFs with increased
m and k (i.e. NBFs of a higher class). If a reader knows 106 IDs and its application
accepts only 1 misdetection for 106 reads, the situation requires an FPR of as low as
10−12. This can be achieved with a Bloom filter with k = 40 if the filter saturation is
0.5 because FPR = sk = 0.540 < 10−12.

An additional note is that the filter length m has a lower impact than in regular uses
of Bloom filters as long as k is far lower than m. This is because the false positive rate
is strongly bound with s and k, and the s of an NBF can be controlled by the one-way
noise imposer. Discussions on m against k is described in section 4.1.

3.4 Anti Collision and Temporary ID

If the above protocol does not transmit any ID at all, application of ALOHA-style anti
collision[7] is difficult. To avoid the problem, a tag should have a temporary ID that is
valid for a period. Because tags have random number generators, it is easy to generate
a randomized temporary ID at the beginning of communication. The temporary ID is
held in a temporary memory such as an SRAM with capacitor, and is reused until the
memory expires. Usually, ALOHA-style anti collision provide continuous energy until
the process finishes.

4 Discussions

Here we discuss how our proposal achieve the goles outlined in section 1.2. We discuss
the first goal in subsection 4.1 and the second goal in subsection 4.2 below.

4.1 Strength Against Owner Tracing

Compared to hash-lock and randomized hash chain, our approach has limited strength
against owner tracing. In this section we describe when an attacker can trace tag and its
owner.

An unauthorized reader for a tag is that do not know the tag’s ID. In our model, the
tag only sends NBFs and owner tracing occurs as an attacker reveals relation between
one NBF and another.

If an attacker can take multiple NBFs from a tag, identification of an NBF becomes
easy. First, an attacker collects two or more NBFs from the victim’s tag. Then the at-
tacker takes bitwise-and between all the NBFs. The bit stream produced by the opera-
tion contains less noise. The produced filter is called a guessed Bloom filter (GBF).

A well-produced GBF contains all the bits set to 1 in the SBF and some noise.
Because k of the filter is a known number, the attacker can guess how much noise is
left in the GBF and the certainty of each bits set to 1 in the GBF. Thus, with a GBF, the
attacker can estimate if another anonymous NBF is related to the GBF. Figure 4 shows
an example GBF constructed using four NBFs.

To make this kind of attack difficult, a tag should avoid to give multiple NBFs to
attackers. In our assumptions, readers have no knowledge in advance to find a couple
of NBFs out of many has come from a tag. If NBFs from a different tag are mixed in,
half (actually, s) of the traces of the SBF of the victim’s tag will be lost in the produced
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NBFs (s=0.5)

GBF (s=0.21)

SBF (m=24, k=3, s=0.125)

Fig. 4. An example of GBF

GBF. Hence, as long as the reader cannot isolate the victim’s tag from the other tags,
received series of signals are not usable to make a GBF.

To prevent attackers from obtaining multiple NBFs easily, a previously used NBF may
be kept in a static memory with a reasonable lifetime. Because a tag needs a static memory
to store the temporary ID for anti collision (described in subsection 3.4), the previously
used NBF may be stored instead of temporary ID to make anti collision process.

Too long lifetimes, such as a day, help attackers to trace tags using the NBF or
temporary ID, and too short lifetimes result in an increased chance for attackers to have
successive access to an isolated tag. Expected period of time of tag isolation is longer if
tags are placed or carried alone. If application expects many tags in an area the period
of time can be short.

In addition to correlation of two NBFs, there are two ways that enables ID leakage.
The first is leakage from an authorized tag reader, while the other is ID calculation from
an anonymous NBF. Leakage from readers is beyond the scope of this paper because
it includes various topics ranging from tamper-resistant hardware for readers to laws
against intentional secret leakage.

The other mechanism is brute force attack. Our approach is not strong enough if an
attacker deploys more computing power to track an ID.

An attacker with an NBF may try a brute force attack to find out the tag’s ID. How-
ever, brute force does not help much in the situation because of the false-positives and
the vast amount of tag ID data. For an NBF with k = 40 and s = 0.5, even a 64-bit
long ID space can result in more than 16 million (0.540 × 264) IDs as candidate IDs.

It is clear that 16 million candidate IDs out of 64-bit long ID space is enough to
identify a tag out of limited size of NBFs. If a newly received NBF is from the victim’s
tag, at least one of candidate IDs matches. If attacker receives an anonymous NBF, it
may match with one or more candidates with as much possibility as (1 − (1 − sk)nc)
where nc is number of candidate IDs. If k = 40, s = 0.5, and ID width is 64bits, only
one NBF out of more than 65000 NBFs returns one or more candidate IDs as positive.

The attacker may use two or more NBFs from the tag to find small set of ID candi-
dates. In that case, the risk of owner tracing will be described as follows.

Each NBF has possibility of false positive rate of sk . With i NBFs from the same tag,
false positive rate becomes sm·i . For two NBF with k = 40 and s = 0.5, one can find
a 64-bit ID string that matches both NBFs with high probability (0.580 × 264 << 1).
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4.2 Tag Complexity

We believe tags for Kallima is simple enough for low cost manufacturing because our
approach works without secure hash function and persistent memory on tags. As the
result from previous discussions, a tag with Kallima should have a static memory as
large as a maximum class of NBF, a capacitor to maintain the memory, and a one-way
noise imposer in addition to the regular tag components.

For comparison, hash-lock requires secure hash function in addition to rewritable
persistent memory to keep metaIDs. Randomized hash chain also requires hash function
and rewritable persistent memory to keep ID secret.

5 Conclusions

In this paper, we discussed a solution for privacy issues on RFID systems of 5-cent tags.
We can solve privacy issues on RFID systems as long as we can afford high price tag that
uses complex hash function. However, we cannot afford it on low end system for now.

The challenge is how to hide tag identity without hash, and we propose combination
of one-way noise with Bloom filter. As a solution, we propose Kallima, a tag-reader
protocol that utilizes Bloom filter with noise as tag identifier. Because tags with Kallima
does not need any secure hash functions and persistent rewritable memory on each tag,
we expect Kallima can be as cheap as simplest tags used in the market.
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Abstract. RFID is rapidly being deployed because of its versatility. How-
ever, the privacy problem cannot be handled effectively because of limited
capability ofRFID tags.Wepropose a securemediumaccess control(MAC)
protocol to solve the privacy problem. Our secure MAC protocol defines a
special kind of tag called an “ownership tag”. The singulation procedure is
well defined only if the ownership tag is involved in the singulation process.
Instead of scrambling the information of ordinary tag using the ownership
tag’s key information and just sending ownership tag’s information in clear
form, we use forced collision generated by the ownership tag to let a reader
know garbage bits that are inserted in ordinary tags. Security and perfor-
mance analysis for the protocol are provided.

1 Introduction

RFID(Radio Frequency IDentification) is a very useful tool for speeding up sup-
ply chain management. RFID tag can be attached to every product if the product
is required to be identified in a computerized way and it will make the bar-code
system obsolete sooner or later.

The advantage of RFID is not only identification without contact, but also huge
amount of information that the tag can hold. The size of memory RFID tag is
much larger that that of bar-code and thus, RFID tag can identify every instance
of products as well as every kind of products. These advantages of RIFD works
like double-edged sword, and they might be very harmful if abused. Thus, privacy
problem such as stolen information of person and industry espionage have been
raised continuously. The privacy problem cannot be handled effectively because
of limited capability of RFID tags: the size of memory of an RFID tag is too small
to store some useful information such as long keys and also a tag has very small
number of gates to perform cryptographic operation such as one-way hash func-
tion, exponentiation, etc. Beside that, because passive tag does not have power
supply in itself, external device such as a tag reader must supply power for proper
operation of tags. All the limitations make the privacy problem hard to be solved.
� This work was supported by the Korea Research Grant funded by Korean

Government(R03-2004-000-10023-0).
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In this paper, we propose a secure medium access control(MAC) protocol to
solve the privacy problem. Our secure MAC protocol defines a special kind of
tag called an “ownership tag”. Our protocol is defined assuming the binary tree
walking, but it can be extended to ALOHA-based MAC protocol. In section
2, we propose and discuss our secure MAC protocol in detail. In section 3, we
consider the performance of the RFID system that adopts our scheme. In section
4, we analysis estimated security strength of our scheme. Finally, in section5, we
summarize our whole paper, and discuss some possibilities of our scheme.

2 Ownership Tag

2.1 Overview

The goal of our scheme is to prevent the leakage of tag’s information at any
time except when the consumers want to offer tag’s information, which is a
kind of “proactive privacy protection”. To do that, a tag’s information should
be encoded by some cryptographic operation, and the decoding key has to be
provided. In our secure MAC protocol, the key is provided as a special kind of
tag called an “ownership tag”, and the ordinary tags are protected by inserting
some bogus bits that are not known except when the ownership tag is not lo-
cated nearby the ordinary tags. Due to these features, the ownership tag must be
present in nearby, when a reader wants to read some tag’s information correctly.
Instead of scrambling the information of ordinary tags using the ownership tag’s
key information and just sending ownership tag’s information in clear form, we
use forced collision generated by the ownership tag to let a reader know garbage
bits that are inserted in ordinary tags. This approach has more security against
passive eavesdropper than that because an attacker must eavesdrop a whole ses-
sion to recover the key information. If key information is sent in clear form by a
special tag, an eavesdropper can obtain easily the key information by listening
only the special tag’s communication. On the contrary, key information of our
secure MAC protocol is dispersed through the whole session. The ownership tag
is a kind of RFID tag that has two antennas for the forced collision like the
blocker tag, and thus, can operate as a blocker tag if proper logics are imple-
mented. Note that forced collision in our proposal works for revealing the key
information, whereas forced collision in the blocker tag is used for hiding tag’s ID.

Ownership tag wrapped by a foil-receipt can be provided to customers. When
a customer wants to make ownership tag enable, he can unfold the receipt to
prevent RFID from being read.

2.2 System Requirements

Our protocol assumes the followings:

– Ordinary tag’s memory consists of OTP (One Time Programmable) memory
and ROM (Read Only Memory). Directive to decide whether a bogus bit is
to be inserted or not are saved in OTP, while tag’s data are saved in ROM.
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Table 1. Component of ownership tag scheme

Part Components Role
Reader Reader reads tag’s information using binary tree walking algo-

rithm
Antenna listens a query from a reader and send response

Ordinary Tag ROM stores tag’s data
OTP stores directive input directive to decide whether a bogus

bit is to be inserted or not
3 Pointers bogus pointer points to position value of bogus bits.

data pointer points at tag’s data. input bogus pointer
points at inserted bogus data.

Ownership Tag 2 Antennas make a forced collision
OTP stores the same directive as that of ordinary tag
Pointer operates in the same way as the input bogus pointer of

ordinary tag

– RFID tag is passive type. That is, it does not have any power supply in
itself.

– Reader and tag use a binary tree walking for singulation.
– Ownership tag has OTP memory that is cheaper than EEPROM or flash

memory.
– Ownership tag has two antennas in order to make a forced collision.
– Our scheme can adopt the silent tree walking for protection against trivial

eavesdropping[3].

Forced collision is used both by blocker tag and ownership tag, but the purpose
is quite different. Forced collision made by ownership tag works for revealing the
key information, whereas forced collision in the blocker tag is used for hiding
tag’s ID.

2.3 Initialization

The ownership tag and the ordinary tags must be initialized as figure 1 which
is described as follows.

– After reader obtains ordinary tag’s data using the binary tree walking scheme,
it inserts randomly generated input directive into the OTP of ordinary tag,
where the input directive decides whether a bogus bit is to be inserted between
ordinary tag’s information bits or not.

– Ordinary tags have 3 pointers to be initialized. One is called data pointer
that is initialized to point to the first bit of tag’s data in ROM. The second
one is called input bogus pointer that points to bogus bits to be inserted,
which is initialized to point to the end of data bits and then decreased one
by one whenever a bogus bit is inserted. The last one is called bogus pointer
that is initialized to point to the first bit of input directive in OTP.

– An ownership tag has 1 pointer and input directive like an ordinary tag,
which are initialized in the same way as that of ordinary tags.
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…… ……

……

…… ……

……

Fig. 1. Initialization of the ordinary tag and the ownership tag. The ordinary tag
has data and input directive with three pointers, and the ownership tag has only in-
put directive with one pointer.

2.4 The Protocol

We describe our protocol by showing each entity’s role.

Ordinary Tag. Ordinary tag has its own data in ROM and input directive in
OTP memory, so its answer for the query looks scrambled if the ownership tag
does not involve in the singulation process. To achieve this, we define operation
of ordinary tag as following:

– If the number of reader’s query is odd, ordinary tag responds with its data
bit that data pointer points to in ROM. Or else, it refers to input directive
in OTP memory.

– If the bit of input directive is ’0’, ordinary tag regards it as ‘null’ and then,
it responds with its data bit that data pointer points to.

– Else if the bit value is ‘1’, tag regards it as ‘input bogus command’ and then,
it responds with bogus bit that input bogus pointer points to.

Note that the bogus bits are not randomly generated bit sequence but re-
verse sequence of tag’s data bits. According to the ordinary tag’s behavior, even
though tags have the same input directive, they will produce different bogus bits
respectively. Pseudo-code for operation of ordinary tag is followed:

loop
QUERY := receive()
if QUERY == odd-th //Data transmission

if *data_pointer == EOF
break loop

else
respond(*data_pointer);
data_pointer++;

else //Bogus bit transmission
if input_directive == 0

bogus_pointer++;
respond(*data_pointer);
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data_pointer++;
else

bogus_pointer++;
respond(*input_bogus_pointer);
input_bogus_pointer--;

Ownership Tag. Ownership tag is in one of three states: state to make a
forced collision, state to listen reader’s query, and state to keep silence. It makes
a transition to one of three states according to reader’s query. Following pseudo-
code shows how ownership tag works.

loop
initialize bogus_pointer
loop until one singulation completes

QUERY := listen() /* from reader */
if QUERY != re query && QUERY == even-th

if *input_directive == 1
send(collision)

bogus_pointer++

Because an ordinary tag responds with a data bit that data pointer points to
for the odd numbered query, ownership tag does not respond for the ordinary
tag to send its data to a reader. For the even numbered query, ownership tag
makes collision according to the input directive selectively. Also, if the query is
received again after the collision, it must keep silent for the reader to know the
existence of bogus bit.

Reader. Reader recognizes the bogus bit position of all involving tags during
collision resolution process by sending re-query and checking whether the re-
sponse comes or not. If there is at least one ‘no response’ for all re-queries in the
same level where collision has occurred, reader can find that the level with col-
lisions contains a bogus bit. However, even though ownership tag keeps silence,
if one of ordinary tags responds with some data, reader will regard this position
as a data bit. Actually, the position is for bogus bit, so we must be careful when
a reader inserts input directive into ordinary tags.

Data

Input Directive

Output

Data

Input Directive

Output

(a)

0
0

1
1

1
1

0
0

0
0

1
1

0
0

1
1

1 0 1 1 0 1 1 0 0 0 1 1

Input Directive

Ordinary Tag Output

1/0 1/0 1/0 1/0 Ownership Tag Output- - - - - - - -

0
0

1
1

1
1

0
0

0
0

1
1

0
0

1
1

1 0 1 1 0 1 1 0 0 0 1 1

Input Directive

Ordinary Tag Output

1/0 1/0 1/0 1/0 Ownership Tag Output- - - - - - - -

(b)

Fig. 2. (a). How an ordinary tag works in our scheme. The ordinary tag’s data are
scrambled by its input directive. (b). An ownership tag helps the reader be able to read
the ordinary tags’ data correctly.
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The input directive must satisfy some property to avoid the above malfunc-
tion. When reader generates input directive, reader should avoid inserting bogus
bit into the level h of the binary tree that has 2h nodes (or 2h collisions) fully.
Figure 3 shows binary tree constructed from the binary tree walking algorithm.
Because the number of tags that involve in singulation process usually much less
than the total number of possible data, we do not need to perform collision reso-
lution procedure after resolving h1 bits. Thus, the tree looks like figure 3 when
the probability distribution of data is uniform. h1 is approximately 	log2n
(n =
number of tags). Assuming that n is 128, h1 ≈ 7 bits. Namely, a reader must
avoid inserting bogus bits into the first 7 bits of tag.

Bit positions that bogus bits must not be inserted into are easily decided
by a reader during its initialization phase. After reading original data of all
tags during initialization, a reader can find bit positions where collisions occur.
Except the level h of the binary tree that has 2h nodes fully, bogus bits can be
freely inserted into any level that has less than 2h nodes. If we insert a bogus
bit into the level h that has less than 2h nodes, ownership tag can keep silence
without being disturbed by other ordinary tags in any empty branch. Thus, the
i-th bit of input directive must be ‘0’ if level i has 2i nodes. Otherwise, reader
fills the remaining bit positions randomly.

Reader operates as follows.

// begin binary tree walking
// collision_position_list : a stack for depth first search

input_directive[] := 0
send(next-bit query)
loop

BIT := read()
if BIT == EOF

save(tag’s data)
if collision_position_list != empty

pop(collision_position_list)
send(wake-up query)

else
break loop

else if BIT == collision
push(collision_position_list, current bit position)
send(re query)

else
send(next-bit query)
input_directive[current depth] := 1

// begin process of inserting bogus bits
while i < bit length of input_directive

if input_directive[i] == 1
input_directive[i] := randomly generated bit;



Selective Collision Based Medium Access Control Protocol 389

n

h

h

b

Level = 0

Level = 1

n

h

h

b

Level = 0

Level = 1

Fig. 3. Binary Tree Walking Scheme working Model. After h1, the reader communicate
with one tag by one-bit.

3 Performance Evaluation

In accordance with table 2 and figure 3, h1 ≈ log2n and h2 ≈ b− log2n. Thus,
amount of bit transferred in h2 are

2n(b − log2n) (1)

Amount of bits transferred in h1 by ‘wake-up’ query is

m

log2n−1∑
k=1

= m(n − 2) (2)

In h1, sum of ‘next-bit’ query and responses is

2
log2n∑
k=1

= n − 4 (3)

Thus, total sum of bits transferred in binary tree is

(2b − 2log2n + m + 1)n − 2m − 4 (4)

We can say that it take (2b − 2log2n + m + 1)n − 2m − 4 BT to singulate n
number of tags. Because total sum of IBTs required is the same as that of (4) if
we let m = 1, the sum of IBTs in binary tree is

2(b − log2n + 1)n − 6 (5)

Table 2. Component of ownership tag scheme

Notation Explanation
b The number of bits of tag
m Bit length of b, or �log2b�
n The number of tags
BT(bit time) Unit time required for transmitting a bit
IBT(inter bit
time)

Unit time between BTs
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Fig. 4. When a collision occurs, it requires more BT and IBT to sigulate

Table 3. Comparison of singulation time, n = 100

Total Length Un-scrambled Ordi-
nary tag

Protected tags with-
out ownership tag

Protected tags with
ownership tag

(+bogus bits) BT IBT BT IBT BT IBT
64(+32) 12157 11667 18655 18067 44255 28255
128(+64) 25055 24467 37953 37267 95553 57153
256(+128) 50573 50067 76451 75667 204451 114851
512(+256) 102051 101267 153349 152467 434949 230149

As shown in figure 4, when ownership tag is involved in singulation, amount
of time required to singulate tags increase by m + 1 BTs and 3 IBTs for one
forced collision. Remind that reader should not insert bogus bits into the h1. If
we let the number of inserted bogus bits c, which must be inserted bogus bits
into h2 only, then the number of added collision is in proportion to c and n. If
we denote amount of time required to send all bits by BToff and IBToff when
ownership tag is absent, or else BTon and IBTon, then

BTon = BToff + cn(m + 1) (6)
IBTon = IBToff + 3cn (7)

BToff and IBToff are the same as (4) and (5) respectively.
Ownership tag increases BT and IBT by almost 50% ∼ 250%, but the degra-

dation is not so significant. After reader detects a bit position of a bogus bit, it
can ignore the same bit position of other tags, because all the tags have bogus
bits in the same bit positions. In such a case, n = 1 or 2 in (4). Using the idea,
only the added overhead is not 5% ∼ 250%, but the same as addition of one or
two scrambled ordinary tags.

4 Security Analysis

Without ownership tag, neither any reader nor attacker can extract tag’s in-
formation because the information is scrambled with randomly generated in-
put directive. Even though every tag has the same input directive with each
other, inserted bogus bits are different. Thus, attacker who has collected many
tag’s information scrambled with the same input directive, it is hard to find out
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Fig. 5. Key Space for exhaustive search according to the number of inserted bogus bits

exact position of bogus bits because any same bit pattern does not appear in
the scrambled data. Actually, this scrambling is a kind of simple block cipher
using substitution with expansion and transposition. If higher level of security
is required at the expense of cost-effectiveness, other strong block ciphers can
be used instead of this scrambling. In that case, reader can recover (or decrypt)
all tags’ information only after it finds all bits of input directive(or a key).

Figure 5 shows the size of exhaustive key search space for the number
of inserted bogus bits. The size of key search space against ownership tag is
MIN{128Cn, 2n} if we use 128-bit input directive, and 128Cn > 2n for n > 0,
where C denotes combination operator. Thus, the size of key search space of
brute force attack is 128Cn. As shown in Figure 5, we can obtain the highest
level of security when the number of bogus bits inserted is 64 bits. The num-
ber of actually inserted bogus bits will be 64 bits on average, if we use random
number generator for input directive that has uniform probability distribution.

If reader detects exact position of a bogus bit during singulation process owing
to ownership tag, it does not need to send any re-query for the bit position
because he already knows that other tag’s response for query of the bit position
is bogus. This property makes our scheme more secure and more efficient. That
is, if illegal reader (eavesdropper) wants to know all positions of bogus bit, it
must eavesdrop whole communication session between tags and a legal reader.
In that sense, our scheme can be seen as a MAC protocol that defines how to
send key information secretly through open channel.

5 Conclusion

We propose a secure MAC protocol, which defines a special tag called ownership
tag. Only one who holds the ownership tag can insist his ownership of products
with RFID tags paired with the ownership tag. From a customer’s point of view,
ownership tag is more proactive than the blocker tag to protect privacy, because
information of tags is scrambled at normal times and is in clear form only when
ownership tag is involved in the protocol. Only when customer needs insist or
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identify his tags, he will carry the ownership tag. If customer wants to hide
ordinary tags while carrying the ownership tag, the ownership tag should be in
a faraday cage, which can be provided as a form of receipt.

Actually, the concept of ownership tag can be easily implemented by making
ownership tag send key information in clear form using normal binary tree walk-
ing. However, our scheme has more security against passive eavesdropper than
this because an attacker against our scheme must eavesdrop a whole session to
recover the key information. If key information is sent in clear form by a spe-
cial tag, an eavesdropper can obtain easily the key information by listening only
the special tag’s communication. On the contrary, key information of our secure
MAC protocol is dispersed through the whole session.

Though we show only binary tree walking version of ownership tag, it can be
adopted to the ALOHA protocol.
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Abstract. Any modern society should be concerned over the well-being of the 
visually impaired citizen. It is the responsibility of the society to lessen the in-
convenience and anxiety experienced by the handicapped. In addition to helping 
one to avoid obstacles on the sidewalks, technology can further help in navigat-
ing to places. In this paper we attempt to create a supportive environment with 
timely and useful information to guide the visually impaired to comfortably 
roam in a city that cares.  

1   Introduction 

To navigate on the streets today, the visually impaired is required to walk with the aid 
of white canes and tactile paving. The standard white canes are used for detecting 
obstacles, and tactile paving indicates the general configuration (e.g. straight path, 
intersection etc.) of the street in front. However, it does not provide detailed informa-
tion about the pedestrian’s current location. The main idea of the proposed design is 
to enrich the interaction of the visually impaired with the environment using smart 
sensors, intelligent software and accessible interface. The iCane is designed to pro-
vide its user location-based services, e.g. navigational guidance, points-of-interest 
referral, and mobile commerce, through a friendly voice interface. 

iCane equips the standard white cane with an RFID (radio frequency identifica-
tion) reader 0, which connects to a personal digital assistant with Bluetooth head-
phones. The reader retrieves location and relevant information, e.g. intersection, ele-
vator and stairs, nearby shops etc., from RFID tags embedded in the environment. The 
user would give speech command to indicate the desired destination. The navigation 
service then computes the optimal path to the destination based on the current location 
and a map database. Navigational advice and other pertinent information are delivered 
to the user through the headphones at appropriate times. 

The features of iCane are summarized as follows. 

• iCane offers timely navigational guidance to the visually impaired. 
• iCane issues warnings of specific road conditions (e.g. crossroad etc.) ahead. 
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• iCane helps locate nearby services, e.g., shops and government offices. 
• iCane maintains a personal map to facilitate revisiting points of interest. 

The rich information and interaction offered by iCane assists the visually impaired 
to go beyond the boundaries of their homes and familiar environments. iCane is a first 
step toward an obstacle-free space for the needed to help explore and broaden his/her 
experience and enjoy life in a brand new way. 

2   System Overview 

The basic design idea is to embed the common white cane with a location sensor. In 
particular, iCane is equipped with an RFID reader, which connects to a Personal 
Digital Assistant (PDA) with Bluetooth earphones. RFID tags preloaded with in-
formation are adequately placed throughout the public space. After sensing the 
RFID tags on the ground, the RFID reader embedded in iCane sends the informa-
tion to the connected PDA to check for warnings (e.g. crossing points, hazard etc.) 
as well as additional information of interest, e.g. a virtual signboard for a nearby 
shop or the menu for a restaurant straight ahead. This way the visually impaired can 
stroll around the streets freely. In addition, given a destination, the map system is 
able to compute the best direction to go based on the target location. The instruc-
tions are then transmitted to the user via speech through the Bluetooth earphones. A 
microphone is adopted as the input device, and voice commands from the user are 
processed through speech recognition software. In summary, iCane is designed to 
provide rich environmental information to the visual impaired through a spoken 
language interface. 

 

Fig. 1. The iCane System Overview 
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3   Hardware Implementation 

Since the visually impaired use white canes frequently, designing white canes must be 
done with care. There are several issues which must be considered. First of all, the 
weight of the cane cannot be too heavy since the visually impaired needs to use the 
cane over a long distance. Second, the user should be able to carry the white cane 
conveniently thus it should be foldable to reduce size. Third, since the cane is de-
signed for daily use, it must be durable. Last, the cane should be able to extend tactil-
ity of our visually impaired users. However, there are tradeoffs between iCane and 
original white cane. For example, to increase the functionality of original white cane, 
we might place sensors on it and thus increase the weight. Currently we adopt an 
existing white cane and attach our sensor and antenna to it. In order to increase the 
accuracy of detecting RFID tags, we place the antenna on the bottom of white cane to 
sense tags on the ground. For preventing damage from the environment, such as rain 
and accident collision, the reader is located on the handle near their hands and con-
nected to the antenna by extended wire coiled around the body of white cane. All 
these components are protected in waterproof pads. 

 

Fig. 2. On the left hand side of the figure is the iCane overview; on the top right of the figure is 
our RFID antenna; on the bottom right of the figure is our RFID reader 

Location Sensor. There are several existing locating systems and one of them is GPS, 
which has been used for many years. But the typical error of 6 to 12 meters is not 
accurate enough for the visually impaired. To achieve high accuracy using GPS, the 
cost becomes prohibitedly high. Besides, indoor GPS doesn’t perform well. An alter-
native locating system is the WiFi-based positioning. To make it accurate, it also 
requires several access points placed in a small region. For this reason WiFi technol-
ogy is much more suitable in the indoor environment. 

Due to the limitations in the GPS and WiFi-based positioning, we decided to adopt 
RFID technology. There are some advantages of adopting RFID. First, the accuracy 
depends on how dense we pave the tags. And the price of a passive tag is relatively 
low – this can reduce the cost of building infrastructure. Second, it can work in both 
indoor and outdoor environment, which expands the service area of the iCane. 

RFID receiver contains RFID reader and antenna. We adopt SkyeTek EA1 to be 
the antenna and the RFID reader module we use is a GigaTek’s product (RWM600). 
The RFID reader supports RS232 protocol for us to combine it with an RS232 – Blue-
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tooth adapter. Thus the communication link between PDA and RFID reader is through 
Bluetooth wireless channel. The RFID reader uses a 9V battery as power supply and 
can operate continuously about 6 hours. 

Computing Device. We choose the PDA as our computing device. The HP iPaq 5550 
PocketPC is selected as the platform for iCane. It is connected to the RFID reader and 
the headset via Bluetooth technology. 

Input and Output Device. We provide input and output devices for the user to com-
municate with the iCane. First, to provide an accessible interface for the visually 
impaired, we choose the Bluetooth headset as our user interface. This enables the 
users to talk to the iCane directly, making the application intuitive. The users can also 
receive instructions from iCane through voice guidance. Second, Sometimes people 
may be in a quiet place where they don’t want to make noises; or they may not want 
others to hear where they want to go. So we provide the buttons on PDA as another 
input device. 

4   Software Implementation 

4.1   System Architecture 

We design the system following the object-oriented paradigm. The system is divided 
into 4 layers: input, core system, subsystems, and output. Each object of the 4 layers 
is responsible to its own work. And except the core system, other objects can be sub-
stituted by dummy objects. This kind of architecture makes us able to build a com-
plete system even in initial developing period, and we can make sure that the work-
flow of the system is correct. In the following stages, we replace these dummy objects 
by implemented components one by one. 

 

Fig. 3. Software Message Flow 

The functionality of each layer is described below: 

• Input Layers: Communicate with input devices. Wrap input data into InputData 
structure and forward them to the Core System. Input Layer contains LocationSen-
ser, speech recognizer, hardware buttons. 
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• Core System: Forward data from Input Layer to subsystems. Wrap computed data 
into OutputData structure and send them to adequate output layer component. 

• Subsystems: Currently there are two subsystems, and their responsibilities are 
listed below. 
− User Tracker: Track the recent user’s position history and predict the user’s 

position. 
− Map System: Store map data of the real world. Provide services such as path 

planning. 
• Output Layers: Provide output ability to the system. Make the system able to 

transfer messages to users. Output Layer contains Text-To-Speech, text logger. 

4.2   Software Components 

Implementation details of primary components are described as follow: 

LocationSenser: GigatekReader Adapter. We use the GigaTek RFID Reader as the 
main location sensor in iCane. The class GigatekReader implements the protocol that 
communicates with the GigaTek RFID Reader. Each time reader’s tag-in event oc-
curs, the GigatekReader sends out commands according to the requirements to read 
contents in tags. The tag ID is then converted to the coordinates by TagDB. The coor-
dinates and data is wrapped into InputData structure and is put into the internal queue 
for the CoreSystem to take out later on. 

TagDB. Tag Database stores data of all tags in the environment and provides an inter-
face which enables others to query tag ID and its corresponding coordinates. In our 
first design, we stored the real world coordinates in each tag and read them out when 
needed (e.g., intersection, corner), and the system gave instructions that tell the user 
where to go. However, it takes extra time to read out the content written in tags, and 
the way the visually impaired use their cane may cause them to lose important infor-
mation, such as intersection. According to the experiments we have done, even if we 
placed 3 Blister paving (15 tags per 30*30 brick) contiguously, the missing rate is still 
up to 20% at a relatively slow walking speed (1.5km/hr). This made us change our 
design. We considered storing all mapping data including tag ID and its correspond-
ing coordinates in the PDA. Taking the map of Taipei City (where the streets are 
highly concentrated) for example in 2003, the total length of all streets in Taipei City 
was 1,536,713 meters. Suppose that we place one tactile paving every 30cm, and the 
data of one tactile paving consist of tag ID (8 bytes) and its coordinates (8bytes), so 
the total size needed for one tactile paving is 16 bytes. We also considered that there 
are two pavements, one on each side of the street. We are able to store the map data of 
all streets in Taipei City within 16×(153,671,300÷30)×2 bytes (about 156MB). Con-
sider today’s storage devices, this size is quite acceptable. So we decided to store the 
whole mapping data of a city in the Tag Database. 

As for implementation, because the size of RAM in PDA is limited, the whole 
mapping data cannot be loaded into memory. So we sort the mapping data according 
to tag ID in a file. TagDB class does binary search in the file to find out the corre-
sponding coordinates in the real world. 
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Tag Encoding. There are several kinds of tactile paving with different functionality. 
Directional paving and Blister paving are most commonly seen. In our system, we 
distinguish the two by tag ID. The reason why we do this is because the tag-in event 
occurs immediately after the RFID reader senses a tag, and it will read in tag ID at the 
same time. But if we want to read the data stored in tags’ memory, it requires addi-
tional command such as select ID and read ID, which requires additional time. And 
reading data from tags cannot be done when the visually impaired swing their canes 
fast. In order not to slow down user’s walking speed, tags are classified into two 
types. By encoding the tag ID, we can decide whether to read the data in tags just 
after tags are sensed. 

Table 1. Tag Encoding Table. Tags are classified by the Least Significant Nibble (LSN) of tag 
ID and there are 10 types of tags 

LSN Function 
**00 Directional paving 
**10 Virtual Signboard 
0001 Blister paving - intersection 
0011 Blister paving – corner 
0101 Blister paving – stairs 
0111 Blister paving - escalator 
1001 Blister paving – elevator 
1011 Blister paving – ascending road 
1101 Blister paving – descending road 
1111 Blister paving - obstacle 

CoreSystem. The CoreSystem examines whether the tag-in event has happened by 
polling the RFID reader object 20 times per second. If there is a tag-in event, The 
CoreSystem takes out the InputData and forwards it to UserTracker and MapSystem 
for further computation. It also reads out the content of a virtual signboard. And the 
computed data is wrapped into OutputData structure and sent to Output Layer. 

i. MapSystem 
Our map system deals with two main tasks. First, it maintains the real world’s map 
and other environmental information. Second, it provides path-planning service that 
help users in navigation. 

In the first part, we map addresses and other location names into geographical co-
ordinates. We provide a query interfaces makes possible the conversion between 
human readable names and absolute coordinates. Our map structure is simply defined 
as follow: pairs of coordinates represent roads in the real world, and the map is con-
structed by all those roads; and a database which contains the mapping between ad-
dresses and coordinates is also maintained. 

For path planning, given two locations (current location and destination), our map 
system finds out the shortest path for the user. Since the entire map data is stored in 
the system, coordinates of the two locations are available. We can than achieve path 
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finding by the A* search algorithm, which narrows the search area with a heuristic 
function. Once the user sets the destination, the map system finds out the shortest path 
from current location. And then the map system will keep monitoring if the user is on 
this shortest path. If the user moves out of the planned path, the map system automati-
cally computes a new shortest path immediately. 

ii. UserTracker 
The UserTracker consists of a location history which records the recent location in-
formation of the user. We use the location history to approximate the user’s walking 
speed and predict the current location of the user. If the user is closing to the Blister 
paving, The UserTracker can remind the user to slow down for getting important road 
condition information. 

User Interface (Speech Recognizer, PDA Buttons, TTS).  The user interface con-
sists of two parts: input and output. The output is presented in the form of speech, 
while the input part consists of speech and PDA buttons. The interaction between 
iCane and users can be accomplished by speech, buttons or both. 

In order to achieve an easy-to-use interface, the input method through PDA control 
buttons is designed with simplicity in mind. There are two direction buttons (for menu 
selection) and two command buttons (for confirm and cancel). It functions like a cell 
phone when you input through PDA buttons. You can choose the function with direc-
tion buttons and then press the confirm button to execute it. 

Also, speech interface is provided. Through speech recognition, user can read out 
specific words to act out the desired function without pressing any buttons. To proc-
ess speech recognition, we use the NeuVoice Audient Pocket PC as the developing 
SDK. As for the output, all output messages including virtual signboard, prompting 
messages, and instruction messages are delivered to the user by the Text-To-Speech 
module. 

5   Experiment Results 

To assure that every component works correctly, unit test class for each main compo-
nent is built. Besides, test cases which simulate real environment are also built 
through RFID emulator. By using the Text Logger, we could examine that if the sys-
tem output is the same as we have anticipated. 

 

Fig. 4. Software Testing Automation 
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RFID Emulator. In order to let the system work without real RFID reader in early 
development, we designed an RFID emulator which simulates behaviors of real RFID 
reader. The benefit is that we can build up a complete system that is workable in a 
short time. Besides, test scripts which simulate real environment could be designed 
through the emulator, and automatic testing to the whole system could be done. 

Assistant Tool for Paving Tags. To support infrastructure, a large number of tags 
need to be paved in the environment, and the tag ID and its corresponding coordinates 
should also be recorded. To construct a simulating environment efficiently, an assis-
tant tool has also been developed. The assistant tool simply asks the RFID reader to 
read in tags on the street sequentially, automatically computes the corresponding 
coordinates of each tag, and saves them in the Tag Database. With the aid of this tool, 
we can place the RFID reader on a cart. After walking along all the streets with the 
cart, the mapping of tag ID and coordinates is then computed. 

RFID Sensing Profile. The sensing range of RFID technology is limited, and varies 
with the angel between the antenna and the line connecting the antenna and the tag. 
We define θ to be the angle between the line connecting the centers of the tags and the 
antenna, and D the vertical distance between the centers of the tags and the antenna, 
as shown in Fig. 5(a). 
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Fig. 5. (a) Definition of D and θ (b) Detectable Distance and Angel 

If we measure D under various θ, we can get their relationship as shown in  
Fig. 5(b). D increases as θ increase and reaches the maximum when θ = 90°. 

As the above experiment shows, the tag should be near by the antenna when the 
cane contacts the ground (no longer then 5cm) in order to be sensed. Besides, the 
length of the tag is 9.6cm, so we decide to pave tags every 15cm to ensure that there 
will be at least one tag in the sensing range if we walk along the tactile paving. 

iCane Sensing Rate. The main factor that will affect the reliability of our system is 
the sensing rate of the tag. In order to assure data correctness, the location information 
is expected to be updated as often as possible, i.e., the distance between each tag be-
ing sensed should be as short as possible. 

On testing the sensing rate, two issues should be taken into consideration. First, the 
way users wave their canes. Second, the speed at which the user walks. In the first 



 iCane – A Partner for the Visually Impaired 401 

case, the visually impaired needs be taught how to wave a cane in three gestures. In 
our tests, we elect just one of the waving gestures: knocking at the ground in the 
walking path of the user and waving high by two sides to detect the obstacles. And the 
walking speed is fixed at 3 km/hr – about the walking speed of an adult. 

We have done some experiments to measure the sensing interval and analyze the 
results. Our experiment environment was set as a 10 meter-long tactile paving assem-
bling by 30 cm x 30 cm movable paving. The experiment procedure is, first, the user 
setting up with iCane system walked through the tactile paving as stable as possible 
and we recorded the interval between the detected paving. Then, we repeated this 
experiment for 40 times and established a figure showing probability distribution of 
the sensing interval. The result shows that the average sensing interval is about 1.39 
meters. In most of the case (80%), users can sense the next tag in a reasonable interval 
- less than 2 meters. Therefore, this result confirms the feasibility of iCane system. 
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Fig. 6. Distribution of the Sensing Interval 

Software prediction is used to improve the reliability of the iCane System. The 
software prediction method approximates the user’s walking speed using previously 
sensed tag locations in the tag history. If the user is closing to the Blister paving, he 
will be notified to slow down his walking speed. 

6   Conclusion 

Using iCane, visual information about the public space now becomes available for the 
visually impaired. With the help of RFID technology, we are able to retrieve richer 
information and present it in more accessible forms, e.g. voice, to the sightless user. 
In addition, location-based services such as path finding are provided to help the visu-
ally impaired in unfamiliar environments. 

The iCane system will become more feasible with the maturity of the RFID tech-
nology. It is a first step toward an obstacle-free space for everyone to explore and 
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broaden his/her experience and enjoy life in a brand new way. The visually impaired 
is no longer confined within the limits of their homes and familiar environments. The 
rich information and interaction offered by iCane open up many new possibilities and 
allows the visually impaired to go beyond the boundaries of their disability. 
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Abstract. Hints for traditional storage system come from three aspects: file or 
directory attribute layout, user input and file content analysis. But in the OBS 
(object-based storage), object, a new fundamental storage component different 
from traditional storage unit (file or block), provides ample hints for storage 
system, which are help for designing more intelligent (or smarter) storage device. 
RAID (redundant arrays of independent disks) is a popular mechanism to offer 
fault-tolerance storage. But RAID based on file or block interface has very 
limited intelligence. This paper presents a novel object-based device: ORAID 
(object RAID). ORAID consolidates disk space of individual disk into a single 
storage spool and implements object-sharing and fault-tolerance through the 
object-interface. In ORAID, storage object is stored in form of original block 
fragments and their XOR verification fragments are among the disks of the 
device. As the higher abstract of data encapsulation, storage object provides 
more intelligent properties, and ORAID has more effective ability to implement 
online data re-layout and online capacity expansion. 

1   Introduction 

With exponentially increasing information, storage research community is quite aware 
of the management problem of storage system. Enhancing storage device intelligence, 
specially self-managing and self-configuring, has been well-publicized calls to action. 
Examples include the recovery oriented computing, the Self-* Storage [1], University 
of California Santa Barbara's Active disks [2], CMU Active disks [3]. University of 
California at Berkeley's IDISK [4] offloads application-specific functions, such as 
database scanning, in order to reduce server processing load. SDDS [5] discusses 
mechanisms for detecting and recovering from non-recoverable read errors and drive 
failures, introducing improved techniques for detecting errors in disk reads and fast 
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recovery from disk failure. ISTORE [6] achieves self-maintenance via hardware 
platform with integrated diagnostic support, reactive self-maintenance by a layered, 
policy-driven runtime system that provides a framework for monitoring and reaction, 
proactive self-maintenance with support for continuous on-line self-testing and 
component characterization and a standard API for interfacing applications to the 
runtime system. OceanStore [8] is a global persistent data store designed to scale to 
billions of users. It is designed to have a very long MTTDL, but at the cost of 
dramatically increasing the number of disk requests per block written. 

Above mentioned are typical smart storage device. Local intelligence is achieved in 
those devices and is a basis of the whole storage system. In addition, RAID [9], which has 
been developing for approximately twenty years, shows itself in some forms: software 
RAID [20], defined as a system that distributes data redundantly across an array of disks 
attached to each of the workstations connected on a high-speed network, provides higher 
throughput and availability. HP AutORAID [7] is attribute-managed storage and a 
two-level storage hierarchy implemented inside a single disk array controller. Reference 
[10] has proposed iSCSI RAID (or iRAID for short) to improve iSCSI performance from 
the iSCSI target point of view. iRAID provides a direct and immediate solution to boost 
iSCSI performance and improve reliability. Specially, ORAID, as an intelligent and 
fault-tolerant object storage device, is introduced in this paper. 

The rest of this paper is organized as follows: Section 2 describes the background 
and our motivation. Section 3 studies those characteristics of storage object, such as 
object attribute, object method and object-based storage policy. Section 4 provides the 
implementation and typical application of ORAID. And the conclusions and the future 
works are given in section 5. 

2   Background and Motivation 

Indeed, in the past 20 years, the use of technology improvements to achieve lower cost, 
as well as increased performance, has been a major theme in the storage industry. For 
data storage, OBS (object-based storage) is the next wave of storage technology and 
devices [13]. Smart storage system is very important for emerging data-intensive 
network applications. An entire industry and research community has emerged to 
achieve fault-tolerance and smarter storage by many ways: (1) Modifying file system. 
(2) Smarting storage device. (3) Enhancing network fabric intelligence. (4) 
Considering overall storage system. All of these endeavors have been productive, but 
they cannot help industry to bridge the gap between intelligence storage system and 
real business value when they get insufficient hints from file or block. 

Security and performance of aggregate bandwidth are emphasized in NASD project 
[12] and Lustre cluster file system [16], respectively. The function of RAID is mainly 
realized by data layout policy of the metadata server, the same to the iRAID. 

It may be a new approach for us to design smart and fault-tolerance storage device 
with the help of object storage. This principle has been considered for many years in the 
storage system community. But traditional storage systems based on files or blocks, 
such as DAS, NAS and SAN, cannot provide more accurate or ampler hints. But, 
objects in OBS already give useful hints to the storage system, in the form of object 
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OID and other attributes, and that storage system can successfully get smarter from 
these hints. Also, with those hints, RAID-based storage device may change its RAID 
running level (online re-layout works) or online capacity expansion. Hints about an 
object’s access pattern, size, and lifespan can aid in a variety of ways including 
improving the object’s layout on RAID and increasing the effectiveness of managing 
and caching [17]. 

3   Overview of Storage Object 

Objects are of variable size and can be used to store entire data structures, such as files, 
database tables, medical images, or multimedia. Object data is application data and 
include some attributes (size, create time, object type, lifespan, ownership etc.) [11], 
[12], [15], [16]. The object is the fundamental unit of data storage in OBS. Also, object 
is a logical collection of bytes with well-known methods for access, attributes 
describing characteristics of the data, and some policies that realize self-management. 

3.1   Storage Object Attribute Is the Foundation Stone of Hints 

Object represents an abstract higher-level. A storage object is variable-length and can 
be used to store any type of data. Thus different type of data has different attributes. If 
we use a uniform style to contain attributes for any type of object, more disk space may 
be wasted while saving objects with their attributes in disks. So we propose a scalable 
way to present attribute, which we call attribute card. The attributes in the same 
attribute card have close relationship. An attribute card can be identified by an attribute 
card ID (AID), and an attribute within the attribute card is indexed by an attribute index 
(AIdx), so an attribute is uniquely presented as a pair (AID, AIdx). 

We define a common attribute card, which contains attributes that every object 
possesses. For example, any object has attributes such as create time, size, last modified 
time et al, all of which can be included in the common attribute card. Any new type of 
attribute card can be defined according to applications, and such attribute card is 
application-defined attribute card. Considering attributes of a multimedia object, a 
multimedia attribute card can be defined as follow: QoS, frame rate, video size et al. 
However, a database record attribute card may be composed of attributes as follow: 
record count, record format et al. 

In OBS, ORAID, an object-based storage device, is also a special device object and 
comprises some attributes, such as ORAID’s initial capacity, remaining capacity and IP 
address. For convenient managing, other object attribute can be extended to three types, 
such as public attribute, privacy attribute, share attribute. Share attribute (we want to 
make a difference between access attribute and access pattern) contains information 
about its environment, group and user access control information. E.g., share attribute 
provides greater interoperable access to objects and provide information to ORAID that 
describes the meaning of the objects and facilitates more effective data management, 
such as on-disk layout and resource provisioning. Privacy attribute (similar to storage 
attribute [4]) can tell the storage system how to deal with an object, for instance the 
level of ORAID to apply, the size of the capacity quota or the performance parameters 
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required for that data. Once ORAID accesses to attributes describing the objects, it can 
use these attributes to achieve improvements in the device. E.g., ORAID might make 
sure that the hot spot object is available more quickly, or that previous versions of 
objects are automatically saved when it detects that objects are being changed. When 
ORAID understands the meaning of data it contains, it can use that information to 
create new storage applications that take advantage of ORAID ample processing 
power. In addition, information such as backup or QoS (quality of service) 
requirements, object access patterns (sequential or random), or relationships to other 
objects, is also stored as share attributes. 

Traditional systems can automatically learn to classify the properties of files and 
predict the properties of new files by exploiting the strong associations between a file’s 
properties and the names and attributes assigned to it [18], [19]. ORAID analyses 
object pattern from the following three aspects: (1) Object attribute analysis, (2) 
Access-based object attribute analysis (including application assistance and existing 
user input), (3) Inter-object relationships. However, we have to emphasize that not only 
can ORAID get those hints (most of them are local), but also metadata server can attain 
some hints from global object metadata information. 

3.2   Storage Object Method Is the Executive Unit 

Traditionally, a block-based disk can only perform READ and WRITE operations on 
data. Object-based device changes this way by allowing users to upload 
application-specific operations at storage device and performing operations on data 
while receiving requests from clients. Furthermore, object-based device must provide 
more flexible and scalable operations and can be applied to more application fields. 
OBS provides high management by extending object method. 

Each object in an ORAID also has associated with read/write streams. Users can 
insert any modular methods into read and write streams. Within a stream, methods are 
connected one to the next to form a method chain. When users read/write objects, the 
objects enter the stream at one end, progress through the method chain, and exit at the 
other end. By the form of method chain, object method is executed when the data 
passing through the chain. ORAID provides flexible methods by supporting arbitrary 
data stream operations. Thus, users can upload any kind of methods, and build any kind 
of method chains for any objects. 

For ORAID, users can associate an object with specific method chains in two ways: 
transient way and persistent way. In transient way, method chains can be built when an 
object is opened and destroyed when the object is closed. In persistent way, method 
chains for an object can be created or destroyed through a register/un-register request to 
ORAID. After an object is associated with its method chains through registration, the 
operations in the method chain are always implicitly performed. 

3.3   Storage Object Policy Is the Brains of ORAID 

Object storage policy management is rule-based scripts that identify ORAID 
conditions, states, and events, and generate appropriate actions. In the network storage 
world, it easily tracks and acts upon object storage network devices (e.g. ORAID) and 
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infrastructures. Because of the scalability of object–based storage, policy developers 
are easy-pressed to code policies that can run in object storage environments. There are 
so many storage realities to observe, such as runaway storage data, greedy database 
applications that ruthlessly grab disk space. Within this demanding environment, OBS 
use policies to help them meet service-level agreements (SLAs), keeping object storage 
devices provisioned and configured so that they can meet required space, performance, 
and availability metrics. 

SNIA [22] defines storage-related policies as “the measurable, enforceable, and 
realizable specification of methods, action and/or desired states that meet service 
requirements in a storage-based information infrastructure.” This means that policies 
are machine-based reactions that deploy in response to changes in the object storage 
environment. These changes might be driven by events, conditions, or computing 
processes. Users can measure and enforce both changes and policy-generated reactions 
from a user interface. 

Object storage policies may not be as mature as network storage policies, but they 
are important additions to the storage management thoughts. Object storage policy can 
manage object storage devices to improve and automate backup-and-restore and 
archiving procedures, supply bandwidth to demanding applications, and assure that a 
critical backup has the resources it needs. 

In our ORAID, rules and policies are separated. It is because that one policy may 
correspond to several rules, and one rule may adapt to different policies. The rule pool 
is filled with general values regarded to be useful by one or more of the management 
policies. Most popular rules such as time, recency of access [15], frequency of access, 
capacity and size are initially registered to the pool. A new policy registered into the 
policy pool has to contact corresponding rule in case they are not already registered. So 
ORAID can provide a solution for dynamic loading or unloading policy. 

Also, for ORAID, those policies themselves are just descriptions of how to help 
OBS implement system management function and specify system local states and how 
to response to them. These may include any proposed storage system management 
policy because some state information may be exchange among ORAIDs. When clients 
or application services operate objects, metadata server (has global information) and 
ORAID (has local information) set correlative object attribute values. By getting object 
attributes and statistic values, OBS will ensure that the relative policy for the current 
workload or performance is triggered1 (in ORAID) and therefore have the largest effect 
on the storage system management decisions. 

4   Design, Implementation and Application of ORAID 

4.1   Functions of ORAID and Its Metadata Server 

Figure 1(a) shows those function modules in ORAID. With SCSI subsystem and RAID 
driver, the lower disk array realizes those functions of traditional hardware RAID. 
                                                           
1  OBS triggers the policy depending on the compare between object attribute values and rules 

from the rule pool. 
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Moreover, in the middle layer of figure 1(a), the storage layout frame provides online 
re-layout and online capacity expansion. In fact, the function of online re-layout 
includes the RAID level management (or configure). All above mentioned 
implementations all require the support of logic volume management which is realized 
by the logical volume manager (LVM) [21]. The logic volume management is used for 
online disk storage management. The logic volume management considers all installed 
disks as pools of data storage and provides easy-to-use online disk storage management 
for computing environments. 

With those online self-managing functions, the management of ORAID does not 
require that machines be taken off-line at a major convenience to users. So, in the 
distributed client/server environment, databases and other resources maintain high 
availability in ORAID. ORAID is easy to access, improves performance and ensures 
data availability and integrity. However, if we want ORAID to carry out those function 
without manual intervention, different from traditional RAID, ORAID have to attain 
some intelligence. Fortunately, with those help of object interface in figure 1(a) and 
object storage service in figure 1(b), storage objects in ORAID can present adequate 
hints. Figure 1 also shows that metadata server and ORAID provide storage services for 
clients (or users) by high-speed TCP/IP network. 

 

Fig. 1. Function modules of the ORAID and the metadata server 
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4.2   Program Implementation of Metadata Server 

Flow chart of program in metadata server is showed in figure 2. In metadata server, 
most of those requests are write/read service of clients (or users). Other services of 
clients include permission, rm, mkdir, ls etc. In fact, the security of object access also is 
very important, but, it is not the key objective of this paper. Figure 2 does not show the 
service of object storage policy. In the following section 4.3, we will discuss this 
together with storage local policy in ORAID device. 

 

Fig. 2. Flow chart of program in metadata server 

4.3   Implementation of Object Command and Local Policy in ORAID 

As an object storage device, ORAID must implement object-based storage device 
commands [23]. Figure 3(a) provides the parse program for object-based command in 
our ORAID, and thes implementation is based on Intel Lab's software reference 
implementation of iSCSI [24]. 

The processing flow of storage object policy is showed in figure 3(b). In ORAID, 
object and policy are operated by application services or resource management. 
Besides some system methods, object also has some itself methods. Obviously, object 
attributes are set some values, or storage subsystem can get some statistic information 
by object attributes (Of course, both ORAID and metadata sever record some access 
information when objects are operated by application services.). By comparing rules, 
some policies may be triggered in ORAID and some adaptive code in mechanism 
library may be executed according to those policies. 
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With those hints provided by storage objects, ORAID usually changes the storage 
layout to change the redundancy or performance characteristics of the storage. The 
logic volume management adds redundancy to storage either by duplicating the address 
space (e.g. mirroring) or by adding parity (e.g. RAID-5). Performance characteristics of 
storage can be changed by changing the striping parameters which are the number of 
disks and the stripe width. 

 

Fig. 3. Implementation of object-based command and storage object policy in ORAID 

ORAID makes changing fault-tolerant storage configuration easy, without requiring 
a data backup and restore cycle. If ORAID composes of hot-pluggable disks (e.g. 
SATA disk), storage expansion or extension can be performed online -- without 
shutting down the server operating system. Online capacity expansion adds storage 
capacity to an array. If an existing array is nearly full of data, simply by adding a new 
physical disk, ORAID can expand the capacity without disturbing the existing data. 
According to those storage object policies, ORAID automatically sets the disk 
hardware and configuration. 

In addition, in object-based storage system, above mentioned works are 
cooperatively finished between ORAID and metadata server. For instance, ORAID 
must send some state message to metadata server when it is configuring its layout. 
Also, metadata server must record capacity expansion of ORAID. 
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5   Conclusions 

As business trends evolve and new technologies emerge, storage system is becoming 
more complex, compounding the challenge of sustaining the intelligence that storage 
community seeks. This paper has shown that object attributes are strong hints of how 
that object will be accessed and managed in a smart object-based storage system. Then 
storage object method and policy are introduced. Furthermore, a novel intelligent and 
distributed fault-tolerance storage mechanism called ORAID is provided. Using those 
characteristics of storage object in OBS, ORAID realizes fault-tolerance storage, online 
re-layout and online capacity expansion. 
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Abstract. To gain high level of performance in distributed object ori-
ented computing, a required level of reliability in objects has to be main-
tained. This brings in a set of complex requirements into consideration.
Furthermore depending on the unpredictability of the underlying envi-
ronment, the replication should have architecture for the adaptable fault
tolerance so that it can handle different situations of the underlying sys-
tem before the system fails. We propose a mechanism for analyzing the
complexity of this underlying environments and designing a dynamically
reconfigurable architecture. The architecture provides the user required
reliability by analyzing the performance and the reliability of the un-
derlying environment and then either adjusting the replication degree or
adaptively shifting to a suitable replication protocol. This architecture
is a part of the Juice system which supports adaptation properties for a
distributed environment.

1 Introduction

The system reliability is an important aspect for achieving high performance in
distributed computing. Its importance is even further highlighted by the ever
increasing usage of distributed systems in many aspects of today’s life. However,
maintaining the required reliability in distributed systems brings in the need for
meeting a complex set of requirements. This complexity depends on the underly-
ing system’s reliability that includes reliabilities of operating system, hardware
and network. The underlying system’s reliability also fluctuates with the un-
predictable environmental changes. Some examples of such changes are partial
failures of operating systems, hardware failures and network breakdowns.

On the other hand, the required levels of system’s reliability may also vary
as they are decided by the users where the cost of the system reliability mainly
depends on the environment, as depicted in Figure 1.

Our main objective is therefore to find both an approach for analyzing the
complexities of the underlying environments and a dynamically reconfigurable
architecture that supports the adaptive fault tolerance to provide the required
reliability according to changes in the underlying environment. This would indeed
be a significant step forward.

T. Enokido et al. (Eds.): EUC Workshops 2005, LNCS 3823, pp. 413–422, 2005.
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Fig. 1. The adaptable fault tolerance model which absorb the reliability changes

The mechanism that we focus on is replication as it is seen as a cost effec-
tive way to increase reliability of a system in the presence of potential failures.
Moreover, in the distributed computing, replication is used for both performance
and fault-tolerant purposes thereby introducing a constant trade-off between ef-
ficiency and consistency. However, our argument is that it is still difficult to
presume a single replication protocol to get the required reliability throughout
the lifetime of an object. Furthermore, maintaining the degree of replication at
constant level does not ensure a constant level of reliability as the underlying en-
vironment continues to change. Therefore, to absorb the unpredictable changes
in the environment, one must consider a suitable architecture for adaptable fault
tolerance that is capable of handling different situations of the underlying sys-
tem. This adaptability would enable the objects to change its respective behav-
iors that fulfills the current reliability requirements.

The Adaptable Fault Tolerance (AFT) model is based on two main strategies.
On the one hand, the system can provide the required reliability by appropri-
ately adjusting the replication degree. Secondly, the reliability of certain systems
could be improved by adaptively shifting into a suitable replication protocol. The
key factor in strategy selection by AFT model is the trade-off between the cost
and the reliability. The AFT model is designed on the Juice object model that
comprises adaptability as one of its main features. It allows objects to change
its behavior on the fly by replicating some in a modular way [1][2]. The AFT
model encapsulates the replication and communication which comprises a group
membership service and reliable message delivery service to comply with the
consistency of the replication protocol. The AFT model should therefore allow
the system to reconfigure itself and maintain the required degree of system relia-
bility. This would enable the system to provide the optimal reliable service even
when the underlying environment continues to change.

Most research on reliability estimation assumes that individual component
reliabilities are available, which means that they ignore the method of estimat-
ing those reliabilities. The reliability estimation models can however be used to
project each component’s failure rate. But this is not always possible due to the
scarcity of failure data [3]. Therefore, our concern is to estimate the underly-
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Fig. 2. Underlying System Reliability Zones

ing reliability by taking the entire underlying system as one unit because it has
proven to be easy. However, we do not pursue this any further in this paper. For
more information refer [3].

Assuming that underlying system reliability can be estimated, we can select
strategies by locating it within one of the three reliability zones that are defined
as high, required and low (Figure 2).

2 The Adaptation Strategies of the Algorithm

It is expected that distributed systems maintain their performance throughout
its lifetime, even when it is frequently disturbed by the underlying environmen-
tal changes. However, it is impossible to provide a general purpose replication
protocol that can be parameterized to accommodate all underlying environmen-
tal fluctuations. Therefore, it is important to design an adaptable algorithm to
maintain the required reliability for the runtime environment.

The adaptation algorithm can be divided into two main strategies: (a) ad-
justing the replication degree and (b) changing the replication protocol. When
the underlying system falls into the low reliability zone, both strategies can be
applied to increase the reliability. But, when the underlying system is in high re-
liability zone, we need to reduce excess reliability that incurs unnecessary costs.
Therefore we reduce the replication degree to remove unwanted reliability.

The reliability of a replicated object is significantly affected by both the num-
ber of replicas it has and their placement. Therefore, it appears from the outset
that migrating the entire object onto another member who is more reliable than
the current member could also be a feasible approach. (The objects are movable
as they encapsulate their internal state). However, the object migration itself
could increase the complexity of the system therefore we exclude this approach
from the AFT model.

2.1 Adjust the Replication Degree

Depending upon the AFT policy, there are two aspects to why an object may
change the replication degree.

On the one hand, an object will increase the replication degree when a member
is admitted to the group to increase the reliability (i.e. when the reliability of
the underlying system goes down; the object creates a new replica member and
admits to the group to increase the reliability) or when one recovers from failure.
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On the other hand, it will decrease the replication degree when an existing
member leaves the group to reduce the reliability, concerned with the additional
cost incurred for unwanted reliability or when an existing member fails.

2.2 Change the Replication Protocol

Replication Protocol Classification. Existing taxonomies of replication
techniques take into account a broad spectrum of protocols, including those with
both different levels of consistency and reliability. Therefore, the replication pro-
tocols can be classified into eight classes based on three parameters (levels) that
determine their performance and properties [4]. They are the method of synchro-
nization, the type of protocol and the type of communication (see Figure 3).
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Fig. 3. Spectrum of replication protocols

Level 1 - The Synchronization Method (Loose or Strict). Synchronization de-
pends on both the network traffic generated by the replication algorithm and
the overall communication overheads. Therefore, we consider two types of syn-
chronization according to the degree of communication. The loose synchroniza-
tion, synchronizes the replicas by sending a single message containing a set of
updates within a given period of time. This is therefore more attractive when
dealing with efficiency. In contrast, the strict synchronization synchronizes each
update individually by sending messages on a per update basis. It is therefore
more attractive when dealing with consistency.

Level 2 - The Protocol Type (Primary Copy or Update-all). The Primary copy
replication requires any update to the objects sent to the primary copy first
where it is processed. The updates are then propagated to all other back-up
sites. Therefore, this is more graceful when dealing with efficiency. In contrast,
the Update-all replication allows updates to be performed anywhere in the sys-
tem. That is, updates can concurrently arrive at two different copies of the same
data item and it is more graceful when dealing with consistency.

Level 3 - The Communication Type (Non-voting or Voting). The method of ac-
knowledging also can be divided into two types: non-voting and voting. Under
non-voting communication, the object can decide whether to commit or abort a
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message by itself. And, this is more graceful, when considering the efficiency. In
contrast, voting communication requires an extra round of messages to coordi-
nate the different replicas and it helps to provide high consistency.

Selection of Replication Protocol. The selection of replication protocols
into the runtime environment should be done adaptively from a pool of available
protocols depending on the condition of the underlying environment. For select-
ing the optimal protocol for a particular condition, it is required to estimate the
costs of other available protocols and make comparisons. A principle aspect of
such comparisons is the trade-off between consistency and cost.

When the AFT model needs shifting the current protocol into a higher efficient
one, it shifts to the left from the current position of the spectrum (illustrated by
table 1) and vise versa. Thus, one extreme of the above spectrum of replication
protocols is represented by those that are highly reliable and efficient but not
awfully consistent. And the other extreme is represented by those that guarantee
the consistency but prohibitively expensive.

Table 1. The shifting methods of the spectrum (to increase the efficiency)

Current Protocol How to Select the Next Protocol
Level 1 Level 2 Level 3

8, 6, 4, 2 - - Voting ⇒ Non-voting
7, 3 - Update-all ⇒ Primary Non-voting ⇒ Voting
5 Strict ⇒ Loose Primary ⇒ Update-all Non-voting ⇒ Voting

We assume that all members are connected to become a specified group of
replicas and each member carrying a single vote. When the algorithm adopts the
majority decision criterion to select the most optimal replication protocol, the
members of the replica group take a vote, and if a majority agrees for switching
into the new protocol, then they all switch together. The criterion of majority
voting requires the agreement from more than one half of the available members.
Thus, one member of the replica group, selected at random, gathers the votes
and decides the next protocol on behalf of the others.

3 The Adaptation Algorithm

The AFT model proposes an adaptation algorithm for executing the switching
between strategies, according to the dynamic environmental changes. As an ex-
ample, suppose when systems reliability goes down, then the algorithm selects
one strategy which suits system’s reliability requirements. On the other hand,
the selection of strategies could be done even according to user requirements
(i.e. the user defines the cost and reliability level and the algorithm evaluates
and selects the most optimal strategy). As an example, suppose when a user
concerns higher level of reliability (or consistency) rather than the cost, or vise
versa, then the algorithm can select one strategy which suits user’s requirements.
The proposed algorithm consists of following steps (Figure 4):
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Fig. 4. The adaptable fault tolerance model which absorb the reliability changes

Step 1. Each monitor objects (CMI and USI) of the replica members evaluate
and monitor the system reliability by using underlying system failure rates,
network latency, local CPU load average, system resources and etc.

Step 2. Each member compares whether the current system reliability satisfies
with either system required or user required reliability level.

Step 3. Reduce the current replication protocol degree in order to reduce the
unwanted (excess) reliability.

Step 4. Carry out a cost-benefit analysis by considering the both user require-
ments and current system reliability with underlying system properties and
its configurations to check whether it is worth to continuing. The impact of
the cost of changing strategies and trade-offs need to be carefully studied
with different reliability levels.

Step 5. Select the optimal strategy between (a) adjusting the degree (AD) and
(b) changing the replication protocol (CP) based on their costs. Each member
compares the reliability levels and the cost of targeted strategies.

Step 6. Increase the current replication protocol degree in order to meet the
required level of reliability.

Step 7. According to environmental changes and user requirements, select the
optimal protocol from the available pool following an agreement amongst
the replica group members. For the protocol selection criteria, latency, band-
width, CPU power, and etc. have to be taken into the consideration.

Step 8. Change the protocol when the optimal is selected. One of the members
switches the current replication protocol into the optimal protocol.

Step 9. Reconfigure the old replication protocol and other configurations (if
any) according to the current one.
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Step 10. The members resume, pending and delivering messages according to
the new communication protocol.

However, it is difficult to estimate the total cost of the system, because each
member of the replica group is affected by its local environmental changes. There-
fore, while each member estimates its local cost by itself, the decision on total
cost is made by all. Furthermore, it is difficult to optimize each of the parame-
ters: reliability, adaptability, scalability and consistency individually, which may
result in conflicting and inconsistent solutions. For example, the latency might
cause messages to arrive in different orders at different machines. Also, the dif-
ferent users getting different views of the underlying environment might result
in consistency problems.

4 Design on the Juice System

4.1 The Adaptable Juice Object Model

The Juice system [1][2] is based on the adaptable object model. Adaptable Juice
objects can reconfigure its internal objects with according to the new configura-
tions to adapt with the changing execution environment at runtime. Therefore,
this model can support adaptation properties for an open distributed environ-
ment. The adaptable object consists of five internal objects (Figure 5).

The Context Object: It is defined by the application programmer, and deals
with the application domain implementation. It holds both the state and
behavior of the adaptable object.

The Executor: It provides execution and concurrent control. It executes meth-
ods from the context object corresponding to the messages received from the
communicator.

The Communicator: This object interprets the communication protocol. The
communicator can be installed modularly to provide a new communication
protocol and its semantics.

The Adaptation Strategy: It provides strategies for adaptation as environ-
mental changes occur. These changes are informed in the form of events.

The Encapsulation Object: It hides the internal structure of the adaptable
object. The encapsulation object type is the same as the user-defined type
for the problem domain (also same as the type of the context object).

Communicator

Executor

Context

Encapsulation

Adaptable 
Object

Adaptation

Communicator

Executor

Context

Encapsulation

Adaptable 
Object

Adaptable 
Object

Adaptation

Fig. 5. The Adaptable Juice Object Model
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4.2 The Adaptable Fault Tolerance (AFT) Model

The AFT model needs to provide adaptation for open distributed environments.
As this model is designed on the Juice object, it can acquire adaptation as it
inherits the properties of the Juice object. Therefore, the components of the AFT
model have to be encapsulated within the Juice object to fulfill the requirements
of the model. The internal structure of the model is illustrated in Figure 6.
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USIAdaptation Handler (AH)
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CMITransition Queue

Executor

Context

* Adaptation
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* Adaptation
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Fig. 6. The Internal Structure of the AFT Model

The model is based on component composition and addresses two levels of
configuration: i.e. upper and lower levels. The upper level handles the reconfigu-
rations of the Juice object model components (context, communicator, executor
and adaptation) while the lower level reconfigures the objects that lie inside each
Juice object model components (replication and adaptation handler).

One of the main advantages of this approach is that, because there are two
separate configuration levels, it can help reconfiguring one level of components
independently without any involvement of the other level. In other words, it is
possible to reconfigure one level without losing the other configurations. As a
result of these two reconfigurable structures, this approach helps to perform its
switching strategies without leading to any inconsistencies.

In this model, the Underlying System Information (USI) evaluator seeks in-
formation from both the underlying virtual machine and operating system (i.e.
the information such as available memory, link bandwidth, workload etc.). And,
the Client Member Information (CMI) evaluator handles both the most recently
connected client’s information and the current replica group members’ informa-
tion (message failure rate, response time, latency etc.). In other words, both
USI and CMI are responsible for obtaining the relevant information and sending
to the Adaptation Handler (AH) which resides in the adaptation object of the
Juice object model. After receiving the above required information, AH analyses
the underlying system reliability and selects the best fit fault tolerance strat-
egy according to the adaptation algorithm, which suites current environmental
conditions. This strategy is therefore suitable to provide the required level of
reliability in the system. Furthermore, the AH notifies the Replication Handler
(RH) to replace themselves with the new object according to the new strategy
selected by itself (AH). The RH maintains the replicated Juice object, relevant
information about clients/group members and the transition queue.
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The RH is in charge of both enforcing the required replication degree and
maintaining information about all the clients associated with the replica group.
When a strategy is selected for execution, the AH communicates to the RH. The
RH then considers the network resources and the number of clients currently in
the system, and decides the replication degree needs to be enforced.

4.3 Model of Communication

This research further intends to suggest an adaptable client-server group com-
munication model, which can communicate under different environmental con-
ditions with different replication protocols. According to the past researches,
there has been a significant progress in the development of group communica-
tion infrastructures capable of offering a very impressive range of configuration
facilities. For example, (a) BAST [5] allows different protocols to be selected
and implemented for the same services under different usage patterns, (b) Horus
system [6] allows communication stacks to be changed in runtime and (c) Coyote
[7] allows the same message to be processed by different protocols in parallel.

Furthermore, during the transition period no one is responsible for handling
messages as they change their configurations. In other words, all the message
transactions might be lost during the protocol transition time as communicator
of the Juice object reconfigures itself according to the new protocol configu-
rations. Therefore, we designed a mechanism to overcome the problems when
replication protocol transition period exists. As a solution all the relevant mes-
sage transactions will be stored in a message queue called transition queue which
resides with the communicator object of the Juice model, during the transition
period. At this time, the communicator of the Juice model reconfigures itself
according to the new strategy selected by AH. And, the transition queue will
remain unchanged as it has different levels of configuration. Therefore, after
the transition period, all the stored messages can be sent to both the relevant
clients and servers with appropriate actions and newly configured values. How-
ever, sharing the transition queue between new and old replication handlers (RH)
may corrupt the contents of the queue. Therefore, the old RH is not permitted
to use the transition queue after it has transferred to the new RH.

5 Concluding Remarks

The AFT model with its structure facilitates the maintenance of the required
degree of reliability in the system. This enables it to provide the optimal re-
liable service even when the underlying system changes prevail. This model is
designed based on two main strategies: (a) adjusting the replication degree and
(b) changing the replication protocol at runtime.

Furthermore, it enables Juice objects to reconfigure the current configurations
at runtime. The strategies for fault tolerance can be adopted according to the
requirements of each adaptable object. The adaptable objects can enhance the
reliability of the system whenever changes in the environment turn the working
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place to become hostile. It allows the system to reconfigure and execute adapt-
able fault tolerance algorithm under the current situations of the underlying
system. Therefore, unlike common replication protocols, our solution is tightly
integrated with the underlying environment.

It also accommodates a replication handler and a transition queue inside the
communication object of the Juice system which can handle the problems when
the replication protocol transition period exists. The adaptable communication
model is also a part of the Juice system.
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Abstract. The latest IEEE 802.11i uses a keyed hash function, called
Michael, as the message integrity code. This paper describes some prop-
erties and weaknesses of Michael. We provide a necessary and sufficient
condition for finding collisions of Michael. Our observation reveals that
the collision status of Michael only depends on the second last block
message and the output of the block function in the third last round.
We show that Michael is not collision-free by providing a method to find
collisions of this keyed hash function. Moreover, we develop a method to
find fixed points of Michael. If the output of the block function in any
round is equal to any of these fixed points, a packet forgery attack could
be mounted against Michael. Since the Michael value is encrypted by
RC4, the proposed packet forgery attack does not endanger the security
of the whole TKIP system.

1 Introduction

Wireless devices based on IEEE 802.11b standard [3] are widely in use nowadays.
The IEEE 802.11b defines an encryption scheme called Wired Equivalent Privacy
(WEP). It is well known that WEP has several serious security flaws. Fluhrer,
Mantin, and Shamir [7] (FMS) proposed an attack on the WEP encryption
protocol. By exploiting weaknesses of the RC4 [8] key scheduling algorithm, the
FMS attack demonstrated that the RC4 encryption key can be easily derived
by an eavesdropper who can intercept several million encrypted WEP packets
whose first byte of plaintext is known. Stubblefield, Ioannidis, and Rubin [9]
practically implemented the FMS attack, and showed that the real systems could
be defeated. Borisov, Goldberg, and Wagner [5] showed that the WEP data
integrity could be compromised as encrypted messages could be modified by
an attacker without being detected. Moreover, Arbaugh, Shankar, and Wan [4]
showed that the WEP authentication mechanism is vulnerable to attack.

To address the WEP vulnerabilities, the IEEE 802.11 Task Group i (TGi) pro-
vides a short-term solution and a long-term solution. The short-term solution
has adopted the Temporal Key Integrity Protocol (TKIP). TKIP is a group of al-
gorithms that wraps the WEP protocol to address the known weaknesses. TKIP
includes three components: a message integrity code called Michael, a packet
sequencing discipline, and a per-packet key mixing function. TKIP is consid-
ered as a temporary solution, and it is designed for legacy hardware. For the

T. Enokido et al. (Eds.): EUC Workshops 2005, LNCS 3823, pp. 423–432, 2005.
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long-term solution, the IEEE 802.11 TGi recommends two modes of operation:
WRAP (Wireless Robust Authenticated Protocol) and CCMP (Counter-Mode-
CBC-MAC Protocol). Both WARP and CCMP are based on AES cipher [2],
and they require new hardware.

Our contributions. In this paper, we investigate the security issues of Michael.
First, we present a necessary and sufficient condition for finding collisions of
Michael, showing that the collision status of Michael only depends on the sec-
ond last block message and the output of the block function in the third last
round. Second, by employing the necessary and sufficient condition, we provide
a method to find collisions of Michael and show that Michael is not collision-free.
Furthermore, we develop a method to find fixed points of Michael, and a packet
forgery attack could be mounted against Michael if the output of the block func-
tion in any round is equal to any of these fixed points.

Notations. A 64-bit Michael key K is converted to two 32-bit subkeys, k0 and
k1, written as K = (k0, k1). An n-block message M is written as M = (m0, m1,
..., mn−1). Li

0, Ri
0, Li

1, Ri
1, Li

2, Ri
2, Li

3, Ri
3, Li

4, Ri
4, and Li

5 are variables used in
the (i + 1)-th round of Michael(K, M) procedure. For an n-round Michael(K,
M) procedure, we represent the (i + 1)-th (0 ≤ i ≤ n − 1) round output of the
Michael block function as (Li

5, Ri
4), where Li

5 stands for the left half of the out-
put and Ri

4 stands for the right half of the output. Some other notations used in
this paper are listed as follows: ≪ is left rotation, ≫ represents right rotation,
⊕ is exclusive-or, � stands for addition modulo 232, || is concatenation, and =⇒
means “imply”.

Organization. The rest of this paper is organized as follows. Section 2 pro-
vides the overview of the Michael keyed hash function. Section 3 describes one
previous work on Michael, which shows that Michael is invertible. We provide a
necessary and sufficient condition for finding collisions of Michael in Section 4.
In Section 5, we propose a method to find collisions of Michael, and based on our
method, we show that Michael is not collision-free. In Section 6, we introduce
a simple method to find fixed points of Michael and propose a packet forgery
attack against Michael. Finally, we conclude this paper in Section 7.

2 The Michael Keyed Hash Function

Michael [6] is the message integrity code (MIC) of TKIP in the IEEE 802.11i
[1]. Michael is a keyed hash function, whose inputs are a 64-bit Michael key
and an arbitrarily long message, and output is a 64-bit Michael value. The
64-bit key is converted to two key 32-bit words, and the message is parti-
tioned into 32-bit blocks. The message is padded at the end with a single
byte with the hexadecimal value 0x5a and then followed by between 4 and 7
zero bytes. The number of zero bytes is chosen so that the overall length of
the message plus the padding is a multiple of 4. We note that the last block



Security Analysis of Michael: The IEEE 802.11i Message Integrity Code 425

of the padded message is zero, and the second last block of the padded mes-
sage is not zero. The details of Michael are described in Algorithm 2.1 and 2.2.

Algorithm 2.1: Michael((k0, k1), (m0, ..., mn−1))

Input : Key(k0 , k1 )
Input : Padded message (m0 , ..., mn−1 )
Output : MIC value (L,R)
(L, R) ← (k0, k1)
for i ← 0 to n − 1

do
L ← L ⊕ mi

(L, R) ← B(L, R)(Algorithm2.2)
return (L, R)

Algorithm 2.2: B(L, R)

Input : (L,R)
Output : (L, R)
R ← R ⊕ (L ≪ 17)
L ← (L + R) mod 232

R ← R ⊕ XSWAP (L)
L ← (L + R) mod 232

R ← R ⊕ (L ≪ 3)
L ← (L + R) mod 232

R ← R ⊕ (L ≫ 2)
L ← (L + R) mod 232

return (L, R)

Michael employs several operations, including exclusive-or, left rotation, right
rotation, addition modulo 232 and swapping (XSWAP ). Swapping function
XSWAP swaps the position of the two least significant bytes and the position
of the two most significant bytes in a word, i.e., XSWAP (ABCD) = BADC
where A, B, C, D are bytes. The block function given in Algorithm 2.2 is an
unkeyed 4-round Feistel-type construction.

The TKIP frame appends the MIC value as a tag after the message body.
The message body together with the MIC value are encrypted by RC4 at the
transmitter and then sent to the receiver. The receiver recomputes the MIC
value and compares the computed result with the tag coming with the message.
If these two MIC values match, the receiver accepts the message; if not, the
receiver rejects the message.

3 Related Work

Wool found one weakness of Michael: it is not one-way, in fact, it is invertible
[10]. There exists a simple inverse function, which can recover the secret Michael
key K, given a known message M and its corresponding Michael value MIC =
Michael(K, M). We note that the block function is unkeyed, and every step in
Michael is invertible, therefore the whole Michael algorithm is invertible.

The security of Michael relies on the fact that a message and its hash are
encrypted by RC4, and thus the hash value is unknown to the attacker. Wool
proposed a related-message attack on Michael [10].

Remark: Michael is invertible is known by the inventor of Michael, and this
security flaw is mentioned implicitly on Page 14 in [6]: “a known-plaintext attack
will reveal the key stream for that IV, and if the second packet encrypted with
the same IV is shorter than the first one, the MIC value is revealed, which can
then be used to derive the authentication key.”
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4 Finding Collisions of Michael

We study the collision-resistance of Michael in this section. By providing Theo-
rem 1, we prove that the collision status of Michael only depends on the second
last block message and the output of the block function in the third last round.
We would like to point out that Condition 1 and 2 in Theorem 1 are a necessary
and sufficient condition for finding collisions of Michael.

Theorem 1. Given two pairs of keys and messages, (Key1, M1) and (Key2,
M2), Michael(Key1, M1) = Michael(Key2, M2) if and only if the following two
conditions hold:

1. Rx−3
4 = R′y−3

4
2. Lx−3

5 ⊕ L′y−3
5 = mx−2 ⊕ m′

y−2

where M1 has x 32-bit blocks, M2 has y 32-bit blocks, and both x and y are ≥ 3.

Proof. The last three rounds of Michael are illustrated in Figure 1 in Appendix
A. We provide the last round and the second last round of Michael(Key1, M1)
in Algorithm 4.1 and Algorithm 4.2 respectively. Similarly, the last round and
the second last round of Michael(Key2, M2) are shown in Algorithm B.1 and
Algorithm B.2 in Appendix B respectively.

Algorithm 4.1: Last Round (Key1, M1)

1.Lx−1
0 = Lx−2

5
2.Rx−1

0 = Rx−2
4

3.Lx−1
1 = Lx−1

0 ⊕ mx−1

4.Rx−1
1 = Rx−1

0 ⊕ (Lx−1
1 ≪ 17)

5.Lx−1
2 = (Lx−1

1 + Rx−1
1 ) mod 232

6.Rx−1
2 = Rx−1

1 ⊕ XSWAP (Lx−1
2 )

7.Lx−1
3 = (Lx−1

2 + Rx−1
2 ) mod 232

8.Rx−1
3 = Rx−1

2 ⊕ (Lx−1
3 ≪ 3)

9.Lx−1
4 = (Lx−1

3 + Rx−1
3 ) mod 232

10.Rx−1
4 = Rx−1

3 ⊕ (Lx−1
4 ≫ 2)

11.Lx−1
5 = (Lx−1

4 + Rx−1
4 ) mod 232

(Note : Michael(Key1, M1) = (Lx−1
5 , Rx−1

4 ))

Algorithm 4.2: 2rd Last (Key1, M1)

1.Lx−2
0 = Lx−3

5
2.Rx−2

0 = Rx−3
4

3.Lx−2
1 = Lx−2

0 ⊕ mx−2

4.Rx−2
1 = Rx−2

0 ⊕ (Lx−2
1 ≪ 17)

5.Lx−2
2 = (Lx−2

1 + Rx−2
1 ) mod 232

6.Rx−2
2 = Rx−2

1 ⊕ XSWAP (Lx−2
2 )

7.Lx−2
3 = (Lx−2

2 + Rx−2
2 ) mod 232

8.Rx−2
3 = Rx−2

2 ⊕ (Lx−2
3 ≪ 3)

9.Lx−2
4 = (Lx−2

3 + Rx−2
3 ) mod 232

10.Rx−2
4 = Rx−2

3 ⊕ (Lx−2
4 ≫ 2)

11.Lx−2
5 = (Lx−2

4 + Rx−2
4 ) mod 232

Necessary condition: If Michael(Key1, M1) = Michael(Key2, M2), namely
the collisions occur, we then backtrack from Step 11 and 10 in Algorithm 4.1
and B.1.

Lx−1
5 = L′y−1

5 and Rx−1
4 = R′y−1

4 =⇒ Lx−1
4 = L′y−1

4 ,
Lx−1

4 = L′y−1
4 and Rx−1

4 = R′y−1
4 =⇒ Rx−1

3 = R′y−1
3 ,

Lx−1
4 = L′y−1

4 and Rx−1
3 = R′y−1

3 =⇒ Lx−1
3 = L′y−1

3 ,
Lx−1

3 = L′y−1
3 and Rx−1

3 = R′y−1
3 =⇒ Rx−1

2 = R′y−1
2 ,

Lx−1
3 = L′y−1

3 and Rx−1
2 = R′y−1

2 =⇒ Lx−1
2 = L′y−1

2 ,
Lx−1

2 = L′y−1
2 and Rx−1

2 = R′y−1
2 =⇒ Rx−1

1 = R′y−1
1 ,
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Lx−1
2 = L′y−1

2 and Rx−1
1 = R′y−1

1 =⇒ Lx−1
1 = L′y−1

1 ,
Lx−1

1 = L′y−1
1 and Rx−1

1 = R′y−1
1 =⇒ Rx−1

0 = R′y−1
0 .

As Lx−1
1 = Lx−1

0 ⊕mx−1, L′y−1
1 = L′y−1

0 ⊕m′
y−1, Lx−1

0 = Lx−2
5 , L′y−1

0 = L′y−2
5 ,

Rx−1
0 = Rx−2

4 , R′y−1
0 = R′y−2

4 , mx−1 = 0 and m′
y−1 = 0, therefore Lx−2

5 = L′y−2
5

and Rx−2
4 = R′y−2

4 .
Similarly, we use the same method in the second last rounds of Michael(Key1,

M1) and Michael(Key2, M2).

Lx−2
5 = L′y−2

5 and Rx−2
4 = R′y−2

4 =⇒ Lx−2
4 = L′y−2

4 ,
Lx−2

4 = L′y−2
4 and Rx−2

4 = R′y−2
4 =⇒ Rx−2

3 = R′y−2
3 ,

Lx−2
4 = L′y−2

4 and Rx−2
3 = R′y−2

3 =⇒ Lx−2
3 = L′y−2

3 ,
Lx−2

3 = L′y−2
3 and Rx−2

3 = R′y−2
3 =⇒ Rx−2

2 = R′y−2
2 ,

Lx−2
3 = L′y−2

3 and Rx−2
2 = R′y−2

2 =⇒ Lx−2
2 = L′y−2

2 ,
Lx−2

2 = L′y−2
2 and Rx−2

2 = R′y−2
2 =⇒ Rx−2

1 = R′y−2
1 ,

Lx−2
2 = L′y−2

2 and Rx−2
1 = R′y−2

1 =⇒ Lx−2
1 = L′y−2

1 ,
Lx−2

1 = L′y−2
1 and Rx−2

1 = R′y−2
1 =⇒ Rx−2

0 = R′y−2
0 .

As Lx−2
1 = Lx−2

0 ⊕ mx−2, L′y−2
1 = L′y−2

0 ⊕ m′
y−2, Lx−2

0 = Lx−3
5 and L′y−2

0 =
L′y−3

5 , therefore Lx−3
5 ⊕ L′y−3

5 = mx−2 ⊕ m′
y−2. As Rx−2

0 = Rx−3
4 and R′y−2

0 =
R′y−3

4 , therefore Rx−3
4 = R′y−3

4 .
Thus, Michael(Key1, M1) = Michael(Key2,M2) =⇒ Rx−3

4 = R′y−3
4 and Lx−3

5
⊕ L′y−3

5 = mx−2 ⊕ m′
y−2.

Sufficient condition: If Rx−3
4 = R′y−3

4 and Lx−3
5 ⊕ L′y−3

5 = mx−2 ⊕ m′
y−2

hold, we start from Step 1 and 2 in Algorithm 4.2 and B.2.

Lx−3
5 = Lx−2

0 , L′y−3
5 = L′y−2

0 and Lx−3
5 ⊕ L′y−3

5 = mx−2 ⊕ m′
y−2 =⇒

Lx−2
1 = L′y−2

1 ,
Rx−3

4 = R′y−3
4 , Rx−3

4 = Rx−2
0 and R′y−3

4 = R′y−2
0 =⇒ Rx−2

0 = R′y−2
0 ,

Lx−2
1 = L′y−2

1 and Rx−2
0 = R′y−2

0 =⇒ Rx−2
1 = R′y−2

1 ,
Lx−2

1 = L′y−2
1 and Rx−2

1 = R′y−2
1 =⇒ Lx−2

2 = L′y−2
2 ,

Lx−2
2 = L′y−2

2 and Rx−2
1 = R′y−2

1 =⇒ Rx−2
2 = R′x−2

2 ,
Lx−2

2 = L′y−2
2 and Rx−2

2 = R′x−2
2 =⇒ Lx−2

3 = L′y−2
3 ,

Lx−2
3 = L′y−2

3 and Rx−2
2 = R′x−2

2 =⇒ Rx−2
3 = R′y−2

3 ,
Lx−2

3 = L′y−2
3 and Rx−2

3 = R′y−2
3 =⇒ Lx−2

4 = L′y−2
4 ,

Lx−2
4 = L′y−2

4 and Rx−2
3 = R′y−2

3 =⇒ Rx−2
4 = R′y−2

4 ,
Lx−2

4 = L′y−2
4 and Rx−2

4 = R′y−2
4 =⇒ Lx−2

5 = L′y−2
5 .

Finally, we bring the above results from the second last rounds to the last rounds.
According to the padding method, we note that mx−1 = 0 and m′

y−1 = 0.

Lx−2
5 = L′y−2

5 , Lx−1
0 = Lx−2

5 and L′y−1
0 = L′y−2

5 =⇒ Lx−1
0 = L′y−1

0 ,
Rx−2

4 = R′y−2
4 , Rx−2

4 = Rx−1
0 and R′y−2

4 = R′y−1
0 =⇒ Rx−1

0 = R′y−1
0 ,

Lx−1
0 = L′y−1

0 and mx−1 = m′
y−1 =⇒ Lx−1

1 = L′y−1
1 ,

Lx−1
1 = L′y−1

1 and Rx−1
0 = R′y−1

0 =⇒ Rx−1
1 = R′y−1

1 ,
Lx−1

1 = L′y−1
1 and Rx−1

1 = R′y−1
1 =⇒ Lx−1

2 = L′y−1
2 ,
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Lx−1
2 = L′y−1

2 and Rx−1
1 = R′y−1

1 =⇒ Rx−1
2 = R′y−1

2 ,
Lx−1

2 = L′y−1
2 and Rx−1

2 = R′y−1
2 =⇒ Lx−1

3 = L′y−1
3 ,

Lx−1
3 = L′y−1

3 and Rx−1
2 = R′y−1

2 =⇒ Rx−1
3 = R′y−1

3 ,
Lx−1

3 = L′y−1
3 and Rx−1

3 = R′y−1
3 =⇒ Lx−1

4 = L′y−1
4 ,

Lx−1
4 = L′y−1

4 and Rx−1
3 = R′y−1

3 =⇒ Rx−1
4 = R′y−1

4 ,
Lx−1

4 = L′y−1
4 and Rx−1

4 = R′y−1
4 =⇒ Lx−1

5 = L′y−1
5 .

Therefore, Rx−3
4 = R′y−3

4 and Lx−3
5 ⊕ L′y−3

5 = mx−2 ⊕ m′
y−2 =⇒ Michael(Key1,

M1) = Michael(Key2, M2).
Therefore, Rx−3

4 = R′y−3
4 and Lx−3

5 ⊕ L′y−3
5 = mx−2 ⊕ m′

y−2 are a necessary
and sufficient condition of Michael(Key1, M1) = Michael(Key2, M2). ��

5 Michael Is Not Collision-Free

In this section, we show that Michael is not collision-free by providing a simple
method to find collisions of Michael. Intuitively, for a given arbitrarily length
message M and a key K, a 96-bit block message M ′ and a key K ′ can be
computed such that Michael(K, M) = Michael(K ′, M ′).

Theorem 2. Given an arbitrarily length message M and a specific key K, a
96-bit block message M ′ distinct from M and a key K ′ can always be computed
such that Michael(K, M) = Michael(K ′, M ′), where M has n 32-bit blocks and
n is any integer ≥ 3.

Proof. We write M as (m0, m1, ..., mn−1), and M ′ as (m′
0, m

′
1, m

′
2). We rep-

resent the outputs of the last, second last, third last and fourth last round
of Michael(K, M) as (Ln−1

5 , Rn−1
4 ), (Ln−2

5 , Rn−2
4 ), (Ln−3

5 , Rn−3
4 ) and (Ln−4

5 ,
Rn−4

4 ) respectively. The outputs of the last, second last and third last round
of Michael(K ′, M ′) are represented as (L′2

5 , R′2
4 ), (L′1

5 , R′1
4 ) and (L′0

5 , R′0
4 ) re-

spectively. K ′ is written as (k′
0, k′

1). K ′, m′
0, m′

1 and m′
2 are constructed as

follows.

1. Choose m′
2 = 0 (as mn−1 = 0 according to the padding method).

2. Choose m′
1 = mn−2.

3. Choose m′
0 arbitrarily, but m′

0 �= mn−3 if n = 3.
4. Choose k′

0 = Ln−4
5 ⊕mn−3 ⊕m′

0 and k′
1 = Rn−4

4 . K ′ is constructed as K ′ =
(k′

0, k′
1) = (Ln−4

5 ⊕ mn−3 ⊕ m′
0, Rn−4

4 ).

The construction is illustrated in Figure 2 in Appendix A. The soundness of this
construction is shown as follows.

k′
0 = Ln−4

5 ⊕ mn−3 ⊕ m′
0 =⇒ k′

0 ⊕ m′
0 = Ln−4

5 ⊕ mn−3,
k′
0 ⊕ m′

0 = Ln−4
5 ⊕ mn−3 and k′

1 = Rn−4
4 =⇒ Rn−3

4 = R′0
4 and Ln−3

5 = L′0
5 ,

Ln−3
5 = L′0

5 and mn−2 = m′
1 =⇒ Ln−3

5 ⊕ L′0
5 = mn−2 ⊕ m′

1.

Therefore, Michael(K, M) = Michael(K ′, M ′) holds because Rn−3
4 = R′0

4 satisfies
Condition 1 in Theorem 1 and Ln−3

5 ⊕L′0
5 = mn−2 ⊕m′

1 satisfies Condition 2 in
Theorem 1. ��
Theorem 3. Michael is not collision-free.

Proof. Can be deduced from Theorem 2. ��
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6 Finding Fixed Points of Michael

In this section, we present a method to find fixed points of Michael. A fixed
point of Michael is a triple (Li, Ri, mi) such that Michael((Li, Ri), mi) = (Li,
Ri). The procedure is described in Section 6.1. A packet forgery attack could be
mounted against Michael if the output of the Michael block function is equal to
any of the fixed points. The packet forgery attack is shown in Section 6.2.

6.1 The Fixed-Point Finding Procedure

To find fixed points of Michael, we only need to focus on one round of Michael.
Figure 3 in Appendix C illustrates one round of Michael. In Figure 3, we note
that Michael((Li, Ri), mi) = (Li+1, Ri+1). In the finding procedure, our goal is
to find a triple (Li, Ri, mi) such that Michael((Li, Ri), mi) = (Li+1, Ri+1) =
(Li, Ri). The procedure is described as follows.

1. Let Xi = Li ⊕ mi, and choose a value for Ri. Define a counter c and set it
to zero.

2. FOR (Xi = 0; Xi ≤ 232; Xi++)
(a) Call block function B(Xi, Ri)
(b) IF Ri = Ri+1 THEN

i. There exists an Xi such that Ri = Ri+1. For a found Xi, there exists
a corresponding Li+1 because the mapping from (Xi, Ri) to (Li+1,
Ri+1) is bijective. Choose Li = Li+1.

ii. Choose mi = Xi ⊕ Li.
iii. Increase counter c by one.

3. IF counter c = 0 THEN no fixed point found for this Ri.
4. ELSE There are c fixed points for this Ri.

The key point of this procedure is in Step 2 (b). Given an Xi, if Ri = Ri+1
holds, there exists a fixed point (mi, Li, Ri) such that Michael((Li, Ri), mi)
= (Li, Ri). For a specific value of Ri, the time complexity of deciding whether
there exists a fixed point of Michael is O(232). To search the complete space of
Ri for all fixed points, the time complexity is O(264) since Ri is 32-bit.

We have implemented the fixed-point finding procedure on a personal com-
puter whose processor is an Intel Pentium 4 2.8 GHz, and the program takes 2-3
minutes to decide whether there exists a fixed point for a given Ri. For example,
(Li, Ri, mi) = (0x3f651087,0x2, 0xbbac8b1a) is a fixed point. A more complete
fixed-point table is provided in the full paper.

6.2 A Packet Forgery Attack

A packet forgery attack (depicted in Figure 4 in Appendix C) could be mounted
against Michael if the output of the block function in any round is equal to any
of the fixed points.

Theorem 4. Given a message M1 and an arbitrary key K, an attacker can
always construct a message M2 distinct from M1 such that Michael(K, M1) =
Michael(K, M2) if the following condition holds.
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1. The output of the block function of Michael(K, M1) in any round is equal
to any of the fixed points.

Proof. Suppose M1 has n blocks, and is written as (m0, m1, ..., mn−1). Suppose
the output of block function in any round, say in the (i + 1)-th round (the
corresponding message is mi), is equal to any of the fixed points (assume this
point is (Li, Ri)). Given a fixed point (Li, Ri), we can find a corresponding
m′

i from the fixed-point table. A multiple of four blocks of message m′
i can be

appended to the (i+1)-th round without changing the Michael value. The reason
why the number of the inserted blocks of m′

i is a multiple of four is due to the
padding method of Michael. In other words, we need to guarantee length(M1)
mod 4 = length(M2) mod 4. Thus, M2 can be constructed as (m0, m1, ..., mi,
< m′

i, m′
i, ..., m′

i, >, mi+1, ..., mn−1), where the number of the inserted blocks
of m′

i is a multiple of four. According to the property of fixed points, we have
Michael(K, M1) = Michael(K, M2). ��

Remark: 1. If Condition 1 in Theorem 4 holds, an attacker can forge a message
M2 to replace the original message M1 without modifying the Michael value, and
this packet forgery attack can apply to any key K. 2.We note that the packet
forgery attack does not endanger the entire TKIP system as the message and
the hash value are encrypted by RC4. Hence an attacker needs to know the
decryption before mounting such a forgery attack against Michael.

7 Conclusions

Michael was designed as the message integrity code for the IEEE 802.11i. In this
paper, by providing a necessary and sufficient condition for finding collisions of
Michael, we showed that the collision status of Michael only depends on the
second last block message and the output of its third last round. Therefore, to
find collisions of Michael, we only need to focus on its two rounds: the third last
round and the second last round. In addition, we demonstrated that Michael is
not collision-free. Moreover, we proposed a simple method to find fixed points of
Michael and built a fixed-point table based on our results. If the output of the
block function in any round is in the fixed-point table, a packet forgery attack
could be mounted against Michael. The packet forgery attack does not endanger
security of the whole TKIP system as the Michael value is encrypted by RC4.
To make the proposed forgery attack practical to TKIP, the attacker needs to
consider the combination of Michael and RC4.
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B Algorithms in Section 4

Algorithm B.1: Last Round (Key2, M2)
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Algorithm B.2: 2rd Last (Key2, M2)
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Abstract. Thanks to the spread of mobile technologies, we will be able
to realize the ubiquitous computing environment, in which equipment
connected to the Internet assists users in their activities without special
care on their part. Then, a function to protect private information is
needed. This paper proposes a model for protecting private information.
The basic idea of our model is to make use of private information through
a program which a user trusts. A user offers a trusted program to a
partner and compels a partner to make use of his private information
through this program. In this way, a user prevents illegal use of his private
information.

1 Introduction

Thanks to the spread of mobile technologies, people can access the Internet
anytime through their cellular phones. In the near future, many equipments, for
example cellular phones, refrigerators, microwave ovens, etc, will be connected
to the Internet. This will enable the realization of the ubiquitous computing
environment, in which equipment connected to the Internet assists users in their
activities.

In the ubiquitous computing environment, there are a good many services
which assist users. Then, it is difficult to find services which a user wants to
use from among such a vast number of services. There are services which are
universally available, and also are provided only to specific users. There are
services which a user wants to use and also services which the user never use.
Therefore, it is necessary to show services which the user can use and wants
to use. Then, it is necessary to compare the substance of services with a user’s
private information. For example, the service in a liquor shop should be provided
only for adults, not provided for children. Also, users who do not drink liquor
will never use the service. Thus, the service should be offered only to users
who are adults and drink liquor. Therefore, the user must reveal his age to the

T. Enokido et al. (Eds.): EUC Workshops 2005, LNCS 3823, pp. 433–442, 2005.
c© IFIP International Federation for Information Processing 2005
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liquor shop for approval. Moreover it needs to judge whether he drinks liquor
or not. But since this is private information, he may not want to reveal it.
Also, some services may require users’ private information. For example, online
sales will require buyers’ credit card information for payments. But credit card
information is most important private information, and a user never wants it to
be used for purposes other than the payment of his purchases. Therefore users
must protect private information from illegal use by service providers.

As mentioned above, we need to provide private information to a service
provider for service use and for the selection of services, and then we must
protect private information. In this paper, we propose a model for protecting
private information. The basic idea of our model is to make available private
information through a program which a user trusts. A user offers his trusted
program to a service provider and compels the service provider to make use of
his private information through that program. In this way, a user will be able to
prevent illegal uses of his private information by a service provider.

2 Related Work

Cryptographic algorithms, such as symmetric algorithms and public-key algo-
rithms, and technologies based on them, such as digital signatures and Public
Key Infrastructure (PKI), have been proposed. These algorithms and technolo-
gies aim at the prevention of message interception or the identification of commu-
nication partners. Therefore we can ensure message confidentiality, integrity and
availability against malicious exploitation by third parties. But they are difficult
to prevent illegal uses of released information by a communication partner.

At the bottom of the homepages, we often find links concerning privacy, shown
as Privacy Policy at Yahoo!, Privacy at IBM and so on. These pages show how
the company treats users’ information that the company collects. Here, there
are two problems. One is that users must read the privacy page carefully. Most
people will not read the page, even when they provide their information. Another
one is that we cannot confirm whether the company actually keeps the promises
made on the privacy page or not. Consequently, we have no choice but to believe
that the company will keep the promises written on the privacy page.

The Platform for Private Preferences (P3P) [4] enables web sites to express
their privacy policies in a standard format that can be interpreted automati-
cally by user agents. Thus, a user agent can automate decision-making by the
comparison between a privacy policy and user-specified privacy preferences. So
that, users do not need to read the privacy policies at every site they visit. P3P,
however, does not provide technical assurance that sites act according to their
privacy policies.

The Enterprise Privacy Authorization Language (EPAL) [7] is a formal lan-
guage to specify fine-grained enterprise privacy policies. An EPAL policy defines
format privacy authorization rules that allow or deny actions on data-categories
by user-categories for certain purposes under certain conditions while mandat-
ing certain obligations. Employees within the organization are compelled to keep
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EPAL policies. Thus EPAL prevents the illegal use of information by employees
within the organization. But EPAL does not enable users to consent to how
the organization protects their private information. Consequently, users cannot
know whether the organization manages private information securely.

3 A Basic Model for Protecting Private Information

A service may need to check user’s private information. Therefore, a user has to
reveal some private information, such as a credit card number, his name and so
on, if he wishes to use the service. Then, we must protect private information
which we released.

3.1 Ways of Checking Private Information

The best way to protect private information is not to release private information
to others (Fig. 1.a). Then private information will be checked by the user self.
Therefore, a user does not need to worry about the risks of releasing private
information. But we can apply this method only in situations where service
providers do not need exact verification of users’ private information. In other
words, this method is not appropriate in situations that need a password check
or a check of a right to use the service.

The next method is to release private information only to a trusted third
party [3] (Fig. 1.b). The service provider commits the verification of private
information to a trusted third party. And the user releases his private information
to the trusted third party. Consequently, a service provider gets the result of the
verification from the trusted third party without actually getting the private
information. Then the user does not need to worry about the risks of releasing
private information. But we must provide a third party that both of them can
trust. It is difficult to provide a third party that any pair of users and service
providers can trust. Even if we prepares some third parties which both of them
can trust, we must worry that responsibility and the computational load are
centralized in their third parties.

The last method is to release private information to a service provider (Fig.
1.c). If a user can trust a service provider, he may not need to worry about the
risks of releasing private information. However, even if we assume a hierarchical
PKI model, it is difficult to construct a mechanism that enable any user to trust
any service provider. Therefore, we should also assume that a user cannot trust
a service provider. If private information is released once to the other, the user
cannot manage it. For this reason, it is risky to release private information to
such an untrusted service provider, even if a user wants to use the service. Hence,
we need a method that enables a service provider to verify private information
(e.g. passwords and a right to use the service) and enables a user to prevent
illegal use of private information.

To satisfy this dual requirement, we propose a method in which a user requires
a service provider to make use of his private information through programs which
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he can trust (Fig. 1.d). A user confirms that a program does not leak information,
furthermore, is not used for purposes other than his wishes. Then, he requires
the service provider to make use of his private information through the program.
In this way, a user will be able to prevent illegal use of private information by
the service provider.

3.2 The Public and Private Zone Model

We introduce the public zone and the private zone model [6] as a model for
protecting private information based on verification by a user-trusted program.
Our model is based on two agent systems, named KODAMA [8] and VPC [2].
In our model, users and service providers are represented as agents. An agent
has a public zone and a private zone. The public zone is a freely accessible
space and realizes flexible service use. The private zone manages and protects
private information. And a security barrier exists between the public zone and
the private zone. The security barrier has functions for restricting the access to
private information and for the control of communications of a program which
accesses private information. An overview of our model is illustrated in Fig. 2.

The Public Zone: In the ubiquitous computing environment, there are a good
many services, which have a different method for its use. So, it is difficult to
implement an agent which is able ab initio to use various services. Therefore, we
define the service program and the client program as a pair.

The service provider creates a service program and a client program pair, and
discloses a public policy in his public zone. A public policy consists of the client
program and service attributes. Service attributes consist of a description for
the explanation of the service, access info which is information necessary for the
service realization, usage for showing the purpose of access info information use
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and process which is the utilization process of access info. A user agent acquires
a client program from a service provider agent and invokes it in his public zone.
Then the service is actualized through communications, guided by the client
program, between the service provider agent and the user agent (Fig. 3). In this
way, a user agent can make use of various services without the implementation
of explicit methods for the use of the various services.

The Private Zone: The private zone manages private information. An agent
cannot directly access private information, but must access it through the pub-
lic zone. Private information has a privacy policy which consists of permission
for specifying access conditions, allowable partner for specifying communications
allowed to a program which accesses private information, allowable usage for
specifying permitted purposes of private information use, and trusted prg for
specifying trusted programs related with allowable usage. Privacy policies are
registered with the security barrier.

When a user wishes to use a service, the user agent acquires the public policy
from the service provider agent and invokes its client program. Then, if the
client program tries to access private information, the security barrier checks
the access by permission. If the access is allowed, the security barrier returns
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its value and registers the client program in the access-table; if it is refused, an
IllegalAccessException happens. After that, the security barrier monitors the
communication of the client program registered in the access-table. When the
client program communicates with other agents, the security barrier compares
usage of the client program with allowable partner and allowable usage of the
privacy policy. If it is refused, an IllegalCommunicationException happens; if
it is allowed, the security barrier creates a management program, as a trusted
program, from process of the public policy and trusted prg of the privacy policy.
And the user agent sends the management program to the service provider agent.
After that, the user agent sends the private information (which is encrypted,
not raw data) to the management program (Fig. 4). The service provider agent
invokes the management program with this private information. In this manner,
the user agent protects private information by restricting the access to private
information and by requiring the use of the management program for the control
of private information use.

3.3 A Simple Application Scenario

We show an example in which a user purchases a product. In the example,
the user agent has private credit card information, and the service provider
agent provides a product purchase service. The privacy policy of the credit card
information is

permission=read_only, allowable_partner=publisher_only
allowable_usage={payment:trusted_prg_only}
trusted_prg={payment:trusted_payment_prg}.

Service attributes in the public policy are

description="Product Sales", access_info=creditcard
usage={creditcard:payment}, process={payment:payment_process}.
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1: SalesProgram extends ClientProrgam{
2: List product-list; // the product list
3: Agent owner; // the publisher of this program
4: public void main(){
5: display(product-list);
6: product = a product the user selected
7: creditcard = accessToPrivateResource("creditcard");
8: send(owner, {creditcard, price(product)}, process("payment"));
9: }
10:}

Fig. 5. The Client Program of the Product Purchase Service

And the client program for the product purchase service is shown in Fig. 5.
Then a user purchases a product as follows.

1. A user agent acquires the public policy of a product purchase service from
the service provider agent.

2. The user agent confirms whether the user can use it or not by the description
and access info of the public policy. Here, since the agent has credit card
information to which access is allowed, the agent shows the product purchase
service to the user.

3. When the user wishes to use the product purchase service (e.g. the user clicks
”Product Sales” displayed on his terminal), the user agent invokes its client
program. Then, the product list is shown to the user at line 5 in Fig. 5.

4. If the user selects a product, the client program tries to access the credit
card information at line 7. Here, the access is allowed, since permission is
read only.

5. The client program tries to send the credit card information to the service
provider agent for a payment of the product at line 8. To communicate with
the publisher of the client program and to use the credit card information to
pay for products are allowed by the allowable partner and allowable usage.
But the credit card information is only allowed to be used by trusted pro-
grams. Therefore, the user agent creates a management program from the
payment process of process and the trusted payment prg of trusted prg and
sends it to the service provider agent.

6. The user agent sends the credit card information to the management pro-
gram which was sent at step 5. Then, the service provider agent receives the
payment by invoking the management program.

As shown above, the user agent confirms whether the service can be used
or not at step 2, and restricts the access to the private information at step
4. Moreover, the user agent monitors the communication of the client pro-
gram and allows the use of private information only by the trusted program
(the management program). In this manner, user agents prevent the service
provider agents from using private information for purposes which users do not
desire.
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4 Requirements for the Realization of Our Proposed Model

We have proposed a model for protecting private information, but we must
overcome some challenges to realize our model. In this section, we focus on
those challenges and discuss their resolvability.

4.1 A Method of Creating the Management Program

In our model, a user agent must creates a management program from process and
trusted prg. Here, an issure is how a management program can be created from
process and trusted prg. We suppose this can be realized by combining programs
prepared in advance. For example, a user agent analyzes process of the public
policy and extracts the part which uses private information. After that, the user
agent replaces this part with a program specified in trusted prg.

Consider a product purchase service. The product purchase service requires
a credit-card payment and we assume its process is shown in Fig. 6. Here, a user
agent may not be able to trust payment-prg at line 2. Therefore, the user agent
replaces line 2 by trusted-payment-prg specified in trusted prg. In this way, a
user agent creates a management program from process and trusted prg.

4.2 Protection of Management Programs

By compelling a service provider agent to use a management program, user
agents protect private information. But if the service provider agent can rewrite
the management program, the user agent cannot trust it any longer. Therefore,
it is necessary to prevent the rewriting of management programs.

The easiest way to achieve this is to assume the use of anti-tampering devices.
We implement public-key cryptography on anti-tampering devices, in which has
a public and a secret key pair certified by a certificate authority. A service
provider agent opens the public key to the public. A user agent encrypts the
management program and private information with the public key and sends
the encrypted them to the anti-tampering device of the service provider agent.
The anti-tampering device decrypts the encrypted data using the private key and
invokes their decrypted versions. In this manner, we can prevent the rewriting
of a management program. But this requires that anti-tampering devices be
installed in each service provider agent.

Another approach is to make the analysis of a management program difficult
for a service provider agent. Mobile cryptography [5] and software obfuscation [1]

1 : purchase-program(creditcard, price){
2 : payment-prg(creditcard, price); -------------------+
3 : send a product; | replace
4 : } |

trusted-payment-prg(creditcard, price); <--+

Fig. 6. An Example of the Conversion of a Non-trusted Program into a Trusted One
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are applicable technologies for this purpose. Mobile cryptography allows direct
computations without decryption on encrypted functions. However, it is appli-
cable only to polynomial functions and rational functions. Software obfuscation
is a technique which converts a program into another program with a similar
behaviour, but which is more difficult to analyze. However, its reliability and
evaluation methods are not established.

The purpose of our model is to protect private information, not programs.
In other words, a user agent must protect the management program only when
private information is exposed to danger. For example, suppose that a man-
agement program deletes private information after the process has completed.
Then private information can be protected, if it is possible to protect the man-
agement program until its process finishes. In this case, we will be able to use
software obfuscation to protect the management program, even if its reliability
and evaluation methods are not established.

Also, it may be allowed to interact with the user during management program
execution and/or to release pieces of a management program little by little as the
program progresses. Then it will be easier to protect the management program
from service provider agents.

4.3 Confirmation of Management Programs

A service provider agent makes use of private information through a management
program which is sent from the user agent. If the management program behaves
in ways that are undesirable to the service provider agent, the program has no
value for the service provider. Accordingly, a service provider agent has to be
able to confirm the substance of the management program.

It is difficult to analyze a management program with no information. But
a service provider agent knows the workflow of the management program by
process and asks replaced parts from the user agent. Then, it may be possible
to confirm whether the replaced parts work well or not. For example, a service
provider agent may be able to confirm that the replaced part in Fig. 6 is war-
ranted by the credit card company. Consequently, a service provider agent can
rely on the management program.

Also, as a mentioned at Sect. 4.2, a management program is converted to
a program (obfuscated program) which is difficult to analyze. So that, it is
difficult to analyze the obfuscated program. Here, remember that our purpose
is the protection of private information, not programs. Therefore, after finishing
the process which requires private information, it is permissible to make the
obfuscated program clear. Then the service provider agent will be able to confirm
the de-obfuscated program. So, we suppose it is possible to ensure both the
protection and confirmation of the management program.

4.4 Other Requirements

We must consider the possibility that a management program may be ’malware’.
Therefore, we need to protect a service provider agent from malicious manage-
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ment programs. Also, to create private policies will be burdensome for users.
Therefore, we have to consider who creates privacy policies. If information is
supplied from other agents, these agents may be able to offer the privacy policy
together with a private information.

5 Conclusions

This paper introduced a model for protecting private information and discussed
its realizability. In our model, users and service providers are represented as
agents who have a public zone and a private zone. The public zone is a freely
accessible space for the realization of flexible service use. The private zone is a
space for protecting private information by restricting access to private infor-
mation and by the control of the communications of the client program which
accesses private information. When a user needs to send private information to
a service provider agent, the user agent compels the service provider agent to
make use of private information through user’s trusted program. In this manner,
the user agent prevents the service provider agent from using private information
for purposes which are undesirable to the user.
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Abstract. The micro-mobility is an important aspect in ubiquitous
communications, where the applications are anywhere and used anytime.
In this paper, we analyze two solutions for IP micro-mobility. The first
one is based on the Stream Control Transmission Protocol, which allows
the dynamic address configuration of an association by means of the AS-
CONF messages. The second one is based on Session Iinitiation Protocol,
which is the most popular protocol for multimedia communication over
IP networks. Both in the single and simultaneous movements case, we
show that for the SCTP solution, there is space for the further optimiza-
tion of the handoff latency by using slight changes to the protocol. For
the SIP solution, we show that for a correct and fast handoff, the SIP
Server should be statefull.

1 Introduction

Traditionally, the Mobile IP protocol (MIP) has been proposed as network layer
(L3) protocol in order to mantain the IP address of mobile node (MN) anywhere
it is located [1]. At the application layer, the Session Initiation Protocol (SIP)
can also be used to handle MNs [2] [3]. If SIP is used as mobility management,
all other applications, like Web and FTP, should be modified in order to use the
SIP functionalities. Both in SIP and MIP, the network must employ dedicated
servers: MIP Home Agents (HA) and Foreign Agents (FA) and/or SIP Servers1.
In order to reduce delays and packet losses due to the handoff process, a lot
of variants have been proposed for MIP. An example is the hierarchical MIP,
H-MIP and its variants. In general, in all the proposals, the network should be
augmented with addtional components, like Mobility Anchor Point in MIP, or

1 SIP Server can be: Registrar Server, Proxy Server, and so on. We use the general
word SIP Server by assuming that a dedicated function is inserted in the SIP Server
whenever it is required.

T. Enokido et al. (Eds.): EUC Workshops 2005, LNCS 3823, pp. 443–451, 2005.
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MIP Location Registrar (MIP-LR). These proposals are far from the end-to-
end approach of the current Internet design. In this paper, we compare the SIP
based solution against the transport layer based solution to the micro-mobility.
As transport layer we use Stream Control Transmission Protocol (SCTP) [4]. To
the best knowledge of the authors, this is the first attempt to evaluate if SIP
and SCTP can be jointly used for single and simultaneous movement of MNs,
without introducing neither additional components in the network nor redundant
operations, as we discuss in the following. In Sect. 2, we show different types
of architecture of micro-mobility by means of a general taxonomy of mobility
functions. In Sect. 3, we analyze the latency caused by handoff process for the
case of reliable transmission along with possible optimizations.

2 Architectures

To better clarify the IP micro-mobility problems, we use a taxonomy based on
the following functions:

– The identitification function, f : x-Id → x-loc, which is used for example
when an originating entity (e.g. a correspondent node CN or another MN)
wants to communicate with the MN (data are transmitted to or received
from it). The originating entity knows the identity of the destination, x-Id
(e.g. x-Id=<giuseppe@sip.fit.ac.jp>), and needs its locator, x-loc.

– The localization and forwarding function, g : x-loc ↔ IP, which maps the
x’s locator to a visible IP address and viceversa. The g-function is invoked
in order to localize the destination IP address, which can vary over time, e.g.
whenever an L3 movement takes place in the case of MN travelling among
different subnetworks. In general, g(·) is not injective, that is g can have
multiple IP addresses associated to its locator.

– The updating function u : (x-loc, IPold) → (x-loc, IPnew) wich is usually
executed by MN when its IP address has to be changed. The function will
also update the MN’s IPold address at the locator agent, e.g. the SIP server.

For example, in MIP, f(x-Id) = IPHome, that is the caller knows the Home
IP address of the destination2 . Then, the HA performs g(IPHome) = MNCoA,
that is the HA will forward packets towards the current Care of Address (CoA),
MNCoA, of the MN. SCTP can be used for the u function without the support of
dedicated location servers as HA and FA in MIP. In fact, SCTP can dinamically
add multiple IP addresses during the communication, or association in SCTP
terminology, by means of control messages called Association Configuration (AS-
CONF) [6] [7].

2.1 MIP+SIP

In this case, for VoIP applications, the network is redundant, because both SIP
Server and MIP-HA perform the same localization function, f . This fact has
2 We use the words caller and originating entity as synonymous, although the former

word is suitable for multimedia communication. For other details see [5].
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Fig. 1. Mobility in the case of single movement

been observed also in [8], where the authors proposed to use SIP registration
whenever it is necessary. For non-VoIP applications, the function f , if required,
is executed by standard mechanisms like DNS. Generally to locate the MN, a
SIP Server should be employed. Let us note that if route optimization is not
available, MIP does also the function g (i.e. the packets forwarding), increasing
the overhead3, the delays and packet losses, both during the handoff and during
the communication. In MIPv6, we can avoids the triangulation problem by means
of the direct Return Routability Procedure (RRP) to the CN. Decapsulation is
not stricly needed because the CoA address is globally routable. We suppose
that the MN can acquire a new CoA by means of a DAD CacheServer, which
performs in advance the DAD procedure [9].

2.2 SCTP+IPv6+SIP

Single Movement. In this architecture, the SIP server is aware of the most
updated address of the MN. Whenever the MN enters a new subnetwork, an
L2/L3 blackout (BO) takes place, as shown in Fig. 1, and the MN acquires
a new CoA by means of IPv6 address auto-configuration. In Fig.1-a, the CN
initiates the communication (VoIP application) towards the MN by means of
the SIP INVITE message. The CN performs the function f by querying its SIP
Server (or the SIP server of the MN if both peers belong to the same domain).
Since the location stored in the MN’s SIP server could be not yet updated, the
SIP Server should immediately send a pending INVITE whenever it receives a
REGISTER message from the interested MN. In fact, usually the REGISTER
message is sent to the SIP Server when the SIP application is made aware of a
change of the IP address4. The alternative is to wait for timers expiration which
will delay the call setup. This could be a serious problem if the MN handoff rate

3 Due to packets decapsulation and triangular forwarding.
4 This require dedicated support from the kernel sockets.
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is high. Accordingly, the SIP Server should be statefull. In both cases, for pre-
session mobility the SCTP does not play a crucial role. On the other hand, if the
MN starts non-VoIP communication towards the CN, as in Fig. 1-b, the SCTP
transport will manage the movements of the MN by means of ASCONF-ADDIP
and ASCONF-ACK messages. That is, the SCTP performs the u function inside
the MN with x−loc = CNIP. No other components are needed.

In this architectures (SIP+SCTP+IPv6) redundant registrations are not
present. The additional components are: The SIP servers, and the AR support-
ing IPv6 which are always present in (wireless) subnetwork. One could observe
that a full SIP architecture could be enough. But for non-VoIP applications, the
function f, g could not be performed because the CN could not have neither a
SIP-based domain nor a SIP-compliant application.

Simultaneous Movements. We suppose that the MN’s locations are regis-
tered at the SIP Server. For example, suppose that at time t1 the MN enters a
BO phase, and after the L2/L3 handoff, the MN is able to forward and receive
packets from AR(t1)d1,i, as in Fig. 2-a-b, that is the i−th AR visited at time t1
and belonging to domain d1. At time t2 the MN in domain 2 moves towards the
subnetwork of AR(t2)d2,i, and at time t3 the MN in domain 1 moves towards
AR(t3)d1,j. In other words, the MNs can travel along different subnetworks,
i �= j, within the same domain, d1, d2.

Full SIP Solution
The first solution requires the use of a Re-INVITE message, as in Fig. 2-a,
because the ASCONF-ADDIP is not able to perform neither the f function nor
u function because the ASCONF uses an invalid destination address, that is the
IP address of the correspondent peer before its movement. In this case, the use
of statefull SIP server is mandatory in order to decrease handoff latency and
avoid possible signalling incorrectness, as also pointed out in [10].
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Fig. 3. Loss recovery for different management of ASCONF-ADDIP: case of standard
SCTP (a)-(b); in (c), the ”Version 2” of Algorithm 2 with timeouts, (d) without timeouts

In Fig. 2-b, we show the other solution which does not require the Re-INVITE
message and avoid possible breaking of the communication. We suppose that
in every domain the AR(·)dk,i, k = 1, 2, is smart, that is it can store for a
certain period of time the new location of the MN just departed. For example,
the AR can store an addresses cache for every MN, whose entries being the
available addresses for that MN along with their state. Whenever the MN leaves
the subnetwork AR(·)dk,i, the cache for that MN will change the state of the
old address, e.g. from a “Preferred” state to a “Deprecated” one5, and a new
“Preferred” address is being added into the cache, i.e. the MN’s address acquired
in the subnetwork AR(·)dk,j . By this way, the AR(·)dk,i can forward packets
whose destination is “Deprecated” to the proper “Preferred” address, e.g. from
AR(·)dk,i AR(·)dk,j . We do not enter in the detail of the protocol, but only note
that this mechanism could be coupled with the DADCache Server discussed
previously.

3 Performance Analysis

In this section, we analyze the handoff latency for the mobility schemes discussed
above. We define latency as the time interval between the last transmission time
on the old path and the transmission time of the first new packet on the new
path. Firstly, we note that in wired communication the SCTP protocol receives
the ASCONF-ADDIP message from the primary path (i.e. the old path in our
scenario) and the transmission can advance without interruption. In wireless
transmission, the ASCONF message cannot be sent on the primary path because
this path is unavailable unless the wireless NIC allows multiple communication
5 This mechanism is similar to the addressing scheme of IPv6.
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1 Algorithm at the sender
for each received ASCONF-ADDIP
# Pj=new j − th path, ()i=variables on the previous path
if (set primary) & (gap==null) stop all timers;
# Recovery phase in slow start

if version1: send(highest(TSNi)) on Pj;
if version2: send(OutstandingTSNi) on Pj;

with more than one AP. Accordingly, packet losses and timeouts can occur.
Moreover, the transmission over an unknown path should begin with the slow
start phase of the congestion control, even if there are enough packets to trigger
a Fast Recovery (FR) by sending all the remanining packets over the new path.
The solution in [11] respects this contraint, while the authors in [12], without
any analysis, suggest to use half of the congestion window on the previous path
as the first value of congestion window on the new path. We use slow start phase
constraint.

In the case of reliable transmission, the latency is made of two terms: The
first one is the delay the sender waits until the arrival of the ASCONF message;
the second one is the time of packet loss recovery, as shown in Fig. 3-a for
standard SCTP. If no timeout occur, we have re-transmission according with the
congestion control as in Fig. 3-b. We now analyze the latency. For the new path,
the transmission delays of the MN-CN and CN–MN path are Δf

new and Δr
new,

respectively. The BO phase lasts in TBOseconds. The number of timeouts during
the handover is a random variable, N ; similarly, the number of lost packets is L.
For standard SCTP, we note that if the ASCONF-ADDIP message arrives after
a timer is started, the protocol sends the next packet after a time R until the
expiration of the timer, as in Fig. 3-a. In this case, the mean value of latency for
n timeouts is:

E{THn} = E{TB0} + E{R} + E{L} + Δf
new + Δr

new, (1)

where we suppose Δf,r being deterministic values, and

E{R} =
nmax∑
n=1

2n−1T0P{N = n} (2)

E{L} =
lmax∑
l=1

RTT [	log2 l
 + 1]P{L = l}, (3)

where we took into account the slow start phase; RTT is the round-trip time
of the new path. In general, for values of the BO phase and the one-way delays
under 500ms and for T0 = 3s, we have P{N = 1} = 1 and P{N > 1} = 0, that
is E{R} = T0. However, if one accounts also the delays of DAD procedures, the
BO phase can be much longer and the probability of more than one timeout
increases. The distribution of L in the sum of (3) depends on the congestion
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Fig. 4. (a) Critical times in simultaneous movements and (b) probability pS

window size just before the BO phase and the duration of L3 handoff, i.e. until
the arrival of ASCONF message. We suppose that the distribution of L is known,
although it is difficult to derive a closed form formula. If we use the ”version1”
of Algorithm 1, we obtain:

E{L} =
lmax∑
l=1

RTT [	log2 l
+ 1] P{L = l},

which is the solution of [11]. In that work the packet with TSN= x + w + 1
is called probe packet, where w is the congestion window before the handoff.
However, in that work is not clear if the ASCONF-ACK is sent or not, what
is required by the draft document on ASCONF messages [6]. . In our further
optimization, we use the ”version2” of Algorithm 2, and then we have:

E{L} =
lmax∑

1

RTT [	log2 l
]P{L = l},

that is, we can reduce the loss recovery time by one RTT . This is possible because
the ”version2” of the algorithm says that if the ASCONF-ADDIP intends to
change the primary path immediatley and if the SACK, bundled in or following
the ASCONF, contains a null gap, then the old path is no longer avalaible
and the oustanding packets are surely lost. Then, the go-back-n procedure can
be promptly activated. This situation is depicted in Fig. 3-d,e. We note that
whatever version of the Algorithm 1 we adopt, E{R} = 0, both for THn and TH0 .
In the case of simultaneous movements, the BO phase perceived by each peer
can be longer. In the following, we suppose to use Algorithm 1. For simplicity, we
focus on the case of Fig. 2-b and we call MN1 and MN2 the MN in domain 1 and
2, respectively; more, we omit the subscript new by supposing that the reverse
and the forward path delays are equal for old and new path, respectively. We
assume the communication delay between the ARs are negligible and for both
MNs the delays of BO phase are identically distributed. Let’s name with Sim
the event of a deleterious simultaneous movement and with P (Sim) = pS its
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probability. This event happens when both MNs use an erroneous IP address for
the destination of packets. After little algebra, (1) writes as:

E{THn} = pSE{THn |Sim} + (1 − pS) E{THn |Sim} =
= pSE{L|Sim}+ (1 − pS)E{L|Sim} + Δf + Δr + (1 + pS)E{TBO} (4)

The probability of Sim depends on the interval the MNs spend to change the
IP address and the rate of the handoff, i.e. λ1 = 1

E{t1} and λ2 = 1
E{t2} . From Fig.

4-a, it is easy to recognize that the critical interval during which a simultaneous
movement can happen is Δr + Δf . In fact, the ADDIP of MN2 arrives at MN1
in after a time of Δr and similarly for the ADDIP of MN1. Thus, the probabiliy
of Sim is the probability of an handoff arrival in these intervals. If we suppose
that the handoff interarrival times are exponentially distributed with means λ1
and λ2 for MN1 and MN2, respectively, we have:

pS = e−λ1Δf
e−λ2Δr

λ1λ2Δ
fΔr.

In Fig. 4-b, we plot an example of this probability, for Δf,r = Δ and λ = λ1,2. As
shown, the probability of simultaneous movements is not negligible as the handoff
rate and the path delays increase [10]. In general, the handoff rate depends on
the size of the radio cell and the velocity of the MN and can be high especially in
ubiquitous applications like inter-vehicle communications. We observe that pS is
also the probability of communication drop if the smart ARs are not employed.
In the simultaneous movements case, E{L|Sim} is more complicated, because
the number of lost packets depends also on the direction of the communication.

For single movements and SIP scenario, as in Fig. 1-b, the latency is as in (1),
because the the SIP Re-INVITE and SIP 200OK messages are the equivalent of
ASCONF-ADDIP and its ACK. The slight difference would be that the socket
needs not to be re-opened. For simultaneous movements, the latency can be
longer. In fact, as shown in Fig. 2-a, the MN2 must wait the arrival of the SIP
Re-INVITE message in order to ”re-open” the connection with the new IP of
MN1. This message is sent by SIP Server of MN2, after the reception of the
REGISTER message: If the SIP proxy is far, the latency will be higher than
that of the SCTP case. In other words, the affected parameters are Δr and Δf .
Accordingly, the latency would be:

E{THn}SIP ≥ E{THn}SCTP,

with obvious meaning of the subscript.

4 Discussion

In this paper, we recognized that some combinations of mobility protocols, like
MIP+SIP, introduce redundancy in the network. With a kind of criticism, we
saw that if the standard applications, like Web and FTP, are not supported
by SIP based domains, the micro-mobility can not be realized with SIP. On
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the other hand, transport layer solutions to the micro-mobility problems are
possible whenever the protocol permits the dynamic change of the destination IP
address, like SCTP with ASCONF messages. This solution does not require SIP
domains. In Sect. 2, we analysed a possible optimization of the handoff latency
when ASCONF is used: If the ASCONF contains a ”set-primary” parameter,
the timers should be stopped, otherwise there is a mean term of T0 (usually set
to 3s) in the latency, at least when the congestion window is less than 2 packets.
In Sect. 3, we recognized the following results about simultaneous mobility.

– The optimization of ASCONF is much more important, because TB0 can be
much longer and then E{R} could be greater than T0.

– The use of SCTP requires changes into the ARs (smart AR).
– The use of SIP requires statefull SIP Server
– The more the SIP Servers are far from the subnetwork which the MN is

moving towards, the more the use of SIP increases the latency of the handoff.
We do not illustrate all possible cases because of page constraints.

As a matter for further investigation, we note that subnetworks equipped with
the smart AR could solve both problems of SCTP, for the updating function,
and SIP, for the decrease of the handoff latency.
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Abstract. Wireless sensor networks consist of small nodes with sensing, compu-
tation, and wireless communications capabilities. The energy efficiency is a key 
design issue that needs to be enhanced to improve the life span of the network. In 
this paper, we propose a Hierarchy-Based Multipath Routing Protocol (HMRP) 
for wireless sensor networks. In HMRP, the network will be constructed to lay-
ered-network at first. Based on the layered-network, sensor nodes will have mul-
tipath route to sink node through some candidate parent nodes. The simulation 
results show that our HMRP can improve the lifetime of sensor networks. 

1   Introduction 

Wireless sensor networks consist of hundreds to thousands of sensor nodes that have 
low-power, processor, and limited memory and radio equipments. Those multi-
function sensor nodes will be employed in a wide range of applications. Such like 
military, battlefield, environment monitoring, and civil all can be applied widely with 
sensor network. Recently, this technology is developed more quickly because of its 
amount of costs.  

The sensor nodes are responsible for collecting information and returning the data 
it sensed to the Base Station (or Sink node). An important challenge in the design of 
these networks is battery energy, which limit the lifetime and quality of the networks. 
Therefore, in order to prolong the lifetime of sensor networks, it is important to de-
sign good routing protocols for wireless sensor networks. In [4, 5], the placement of 
classical sensors will be predetermined and the topology of the network will be in 
advance. However, in the case of those methods, sensor nodes on the routing path will 
deplete their energy very fast because of these fixed paths to transfer the sensed data 
back to the base station (BS). In the past, sensor nodes forward the data packet to the 
BS directly. But those sensor nodes will consume their battery quickly, so there are 
many multihop routing protocols proposed in [1, 3, 6, 7, 8, 9] to forward the data 
packet back to the BS through other nodes. And hierarchical technologies are pro-
posed in [2, 7, 8, 9]. Because sensor nodes will spend a lot of energies when transmit 
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and receive messages in wireless sensor networks. Hence, the hierarchical routing is 
an efficient way to decrease energy consumption with data aggregation and fusion. 

In this paper, we present an energy-efficient hierarchical mechanism, termed Hier-
archy-Based Multipath Routing Protocol (HMRP). We have designed HMRP with the 
following goals in mind: 

Scalability. Since unconstrained scale is an inherent feature of sensor network, the 
solution has to scale to small or large network size. 

Simplicity. The sensors have limited computing capability and memory resources; we 
seek to minimize the number of operation performed and the states maintained at each 
node. 

System Lifetime. These networks could function for as long as possible. It may be 
inconvenient or impossible to recharge node batteries. Therefore, all aspects of the node, 
from the hardware to the protocols, must be designed to be extremely energy efficient. 

This paper is organized as follows. Section 2 explains some related technicalities. 
Section 3 we propose a hierarchy-Based multipath routing protocol for wireless sen-
sor networks. Next, section 4 we present the simulation results. Finally, We give the 
conclusions in section 5. 

2   Related Works 

In this section we will introduce several hierarchical protocols. A clustering scheme 
called Low-Energy Adaptive Clustering Hierarchy (LEACH) is proposed in [2] that 
employs the technique of randomly rotating the role of a cluster head among all the 
nodes in the network. The operation of LEACH is organized in rounds where each 
round consists of a setup phase and a transmission phase. During the setup phase, the 
network will be separated some clusters and will select a cluster head in each cluster 
randomly. During the transmission phase, the cluster heads collect data from nodes 
within their respective clusters and apply data fusion before forwarding them directly 
to the BS. LEACH provides sensor networks with many good features, such as clus-
tering-based, two roles of sensor nodes. However, it expenses much energy in cluster 
heads when forward data packets to the BS directly. 

Another clustering-based routing protocol is Power Efficient Gathering in Sensor 
Information Systems (PEGASIS) [1], which is constructed from chain-based by using 
a greedy algorithm. Each node transmits to and receives from only one of its 
neighbors. In each round, it will be chosen one node on the chain path to transmit the 
aggregated data to the BS. To locate the closest neighbor node in PEGASIS, each 
node uses the signal strength to measure the distance of all neighbor nodes. Further-
more, it requires global information of the network known by each sensor node and 
this does not scale well where such global knowledge is not easy to obtain. 

Since data generated in a sensor network is too much for end-user to process,  
so data aggregated is required. Power Efficient Data Gathering and Aggregation in  
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Wireless Sensor Networks [9] is proposed. The framework of this proposal is a mini-
mum spanning tree based network. It assumes the locations of all nodes are known by 
base station and the routing information is computed using Prim’s minimum spanning 
tree algorithm where BS is the root. In this proposal, each round selects the minimum 
weighted edge from a vertex in the tree to a vertex not in the tree, and adds that edge 
to the tree. Sensor nodes will transmit the sensed data to BS via the routing path that 
is constructed before and it achieves a minimum energy consuming system. Neverthe-
less, the intermediate nodes will consume their energy quickly. And Hierarchy-Based 
Anycast Routing (HAR) Protocol for Wireless Sensor Networks [6] is proposed. In 
this scheme, BS constructs hierarchical tree by finding its child nodes by sending 
packets (such like CREQ, CREP, CACP, PREQ) and discover their own child nodes 
in turn and so on. The drawback is sending and receiving too many packets will ex-
pense much energy of the network. 

In this paper, we propose a hierarchy-based multipath routing protocol (HMRP). In 
the HMRP scheme, the sensor network is constructed as a layered network at first. 
Based on the layered, sensor nodes will find their candidate parents and transmit the 
aggregated data to the BS. By way of those candidate parents, the sensor node will 
has multipath to reply the data. In HMRP, sensor node can switch the routing path to 
their candidate parents by turns. Our design can distribute the energy cost in the net-
work more efficiently and prolong the network lifetime. 

3   HMRP: Hierarchy-Based Multipath Routing Protocol 

HMRP forms hierarchical relations by using a Layer Packet, where nodes can make 
autonomous relationship without any centralized control. Our goal is to design a 
hierarchy-based multipath routing algorithm such that when a node may belong to a 
certain number of parents, it can choose different parent to forward packet every 
time. 

3.1   Layer Packet Format 

The format of the layer packet used in HMRP is shown in Fig. 1. It consists of the 
HopCount, SourceID and SinkID fields. The HopCount field is the number of nodes 
between sink node and destination node. The nodes that can receive the radio signal 
of sink are defined as one-hop nodes. SourceID, the ID of the node that layer packet 
come from, and due to the HMRP support multiple sink, so the SinkID will indicate 
which one broadcast the layer packet. The number of bytes for each field is best to 
determine by the application designer. In this paper, we assume that the identifier of 
sensor nodes is determined a priori. 

HopCount SourceID SinkID 

Fig. 1. Layer packet format in HMRP 
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3.2   Network Construction Procedures 

The main activities in this phase are hierarchy setup, candidate parents’ selection, 
routing path formation, and information table creation for each node. During each 
setup phase, we define the hop value of sink is zero, and other sensor nodes are . 
The base station first increase the HopCount field by one and broadcasts the layer 
packet to construct the whole network hop level. During the Tlayertime, if sensor node 
receives many layer packets will compare the HopCount field to choose a less one.  
And it stores the HopCount, SourceID and SinkID fields of layer packet into Hop-
Value, CandidateParents and SinkID fields of its Node Information Table (NIT). 

In Fig. 2, when sensor node 1 receives the layer packets (may come from different 
sink nodes or other nodes) will choose a node with the less value of HopCount to be 
its parent. And it will record all this information into NIT. After that, node 1 increase 
the HopCount field of layer packet by one and broadcast again. At the same time, 
node 4 will do the similar motion like node 1. Node 6 received two layer packets from 
node 1 and 4. Hence, its candidate parents are node 1 and 4, the layer packet come 
from sink A and node 6 is at 2 hop distance from sink A. Every node keeps flooding 
the layer packet until the network is constructed. 

 

Fig. 2. Network construction flooding 

3.3   Data Transmission Phase (DTP) 

After finish the first phase, the network will be constructed like Fig. 3. Sensor 
nodes start disseminating the sensed data to the BS via the parent nodes. By using 
Round Robin method in the CandidateParents field of NIT, when sensor node x 
wants to disseminate data packet to sink, it will choose a parent p from Candidate-
Partents field by turns. And transfer data packet to p, after p received this data 
packet will reply an Acknowledge (ACK) packet to ensure the transmission is suc-
cessful. If there is no ACK reply from p after a Tconfirm time (this time is very 
short), node x will remove p from its NIT and transfer the data packet to next can-
didate parent. 
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Fig. 3. Network construction result 

For example: in Fig. 4, node 56 has five candidate parents, 20, 38, 39, 37 and 49. It 
will choose a parent from CandidateParents field sequent. At first time, node 56 dis-
seminates data packet to parent node 20. If node 20 replies an ACK packet, the NIT 
of node 56 will move the node 20 to last position of CandidateParents field. Other-
wise, node 20 will be deleted from the NIT, because its energy may run out or it is 
broken. Each node does the same motion like node 56 until the data packet reach the 
sink node. 

 

Fig. 4. Data dissemination 

Relying on this manner, there are many paths can forward data packet to sink. And 
sensor node uses different path every time can extend the lifetime of network system. 
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3.4   HMRP Advantages 

HMRP employs hierarchical concept to construct whole sensor network. Each sensor 
node (involve sink node) only broadcast the layer packet once and maintain its own 
NIT. When sensor node disseminates data packet, it only need to know which parent 
node to transfer, don’t need to maintain the whole path information. This can reduce 
the overhead of sensor node. Although HMRP has to computing some information to 
record in the NIT of sensor node, but the energy expense is less than transmit and 
receive. Furthermore, HMRP support multipath data forwarding, not use the fixed 
path. So the energy consume will be distributed and the lifetime of network will be 
prolonged. Finally, HMRP can allow multiple sink nodes. 

4   Simulation Results 

In our analysis, we use the first order radio model discussed in [2, 8]. The transmit 
and receive energy costs for the transfer of a k-bit data message between two nodes 
separated by a distance of r meters are given by Eqs. 1 and 2, respectively. 

ET(k, r) = ETx k + Eamp(r) k (1) 

ER(k) = ERx k (2) 

Where ET(k, r) in Eqs. 1 denotes the total energy dissipated in the transmitter of the 
source node while in Eqs. 2, ER(k) represents the energy cost incurred in the receiver 
of the destination node. The parameters ETx and ERx are per bit energy dissipation for 
transmission and reception. Eamp(r) is the energy required by the transmit amplifier to 
maintain an acceptable radio in order to transfer data message reliably. We use the 
free-space propagation model and the transmit amplifier Eamp(r) is given by Eqs. 3. 

Eamp(r) = εFSr
2 (3) 

Where εFS denote transmit amplifier parameter. We assumed the same set of pa-
rameters in [2, 8] for all experiments throughout this paper: ETx= ERx = 50 nJ/bit, εFS 
=10 pJ/b/m2 and the energy cost for the data aggregation is set as EDA = 5 
nJ/b/message. 

To evaluate the performance of HMRP, we use the C++ language to run a number 
of simulations described in the section. We compare the performance with other clus-
ter-based routing protocols such as LEACH, PEGASIS, HAR and PEDAP. The aim is 
to measure system lifetime and average energy dissipation. We generate networks of 
100 m × 100 m that having 500 nodes and we simulate with different topologies. Fur-
thermore, the initial battery of each node is 2J and the number of data frames transmit-
ted for each round is set at 40. In addition, we fix the message size at 500 bytes in all 
simulations and assume each sensor node has ability to transmit to BS directly. 

Fig. 5 shows the system lifetime of those protocols. HMRP has a good lifetime  
improvement to others. In addition, we assume the system lifetime is defined as the 
number of rounds for which 75 percent of the nodes still alive. HMRP has improved 
the lifetime of other protocols: 200% of LEACH, 8% of PEGASIS, 5% of HAR and 
14% of PEDAP. The improvement gained through HMRP is further exemplified  
by  the  average  energy dissipation graph in Fig 6. HMRP performs energy consumed  
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Fig. 5. A comparison of HMRP’s system lifetime with other protocols 
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Fig. 6. A comparison of HMRP's average energy dissipation with other protocols 

more efficiently in this plot. On average, HMRP displays a reduction in energy con-
sumption of 35% over LEACH. This is because all cluster heads in LEACH transmit 
data to the BS directly. However, others alleviate this problem by having only one 
cluster head node forward the data to the BS. Nevertheless, HMRP still outperform 
PEGASIS 8% since the distance of neighbors, and HMRP outperforms HAR and 
PEDAP by 4% and 7%, respectively. Because HMRP spent less cost of energy to 
construct the hierarchy-structure. 

5   Conclusions 

Energy recourse is limit and is the most important issue to sensor networks. Distribut-
ing the load to the nodes has a great impact on system lifetime. In this paper, we pro-
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pose a hierarchy-based multipath routing protocol and our main idea is minimizing 
the path loading of the system by distributing the energy consumption among the 
nodes. In HMRP, sensor nodes do not to maintain the information of the whole path 
and they just keep their NITs. We show through the simulation results, HMRP has a 
better performance then LEACH, PEGASIS, HAR and PEDAP. In addition, it is 
worth to note that HMRP also supports to multiple base stations (or Sink nodes). 
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Abstract. This paper proposes an energy-efficient nonlinear program-
ming based dynamic clustering protocol (NLP-DC) unique to sensor net-
works to reduce the consumption of energy of cluster heads and to pro-
long the sensor network lifetime. NLP-DC must cover the entire network,
which is another basic functionality of topology control. To achieve these
goals, NLP-DC dynamically regulates the radius of each cluster for the
purpose of minimizing energy consumption of cluster heads while the en-
tire sensor network field is still being covered by each cluster. We verify
both energy-efficiency and guarantee of perfect coverage. Through simu-
lation results, we show that NLP-DC achieves the desired properties.

1 Introduction

Recently many research efforts on wireless sensor networks have become one
of the most active research activities in wireless communications and networks
technologies [1] [2]. Sensors, the main components of wireless sensor network,
are deployed over the sensing network fields, and perform the specific tasks
with the processing, sensing, and communicating capacities [2]. Due to their
limited power source, energy consumption has been concerned as the most crit-
ical factor when designing sensor network protocols. Facing this challenge and
research issues, several approaches to prolong lifetime of the sensor networks, in-
cluding clustering schemes and structured schemes with a two-tiered hierarchy,
have been investigated. The clustering technology facilitates the distribution of
control over the network and enables locality of communications [3]. The two-
tiered hierarchical structuring method is an energy-efficient scheme for wireless
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sensor networks [4]. It consists of the upper tier for communicating among clus-
ter heads (CHs) and the lower tier for sensing events and transmitting them
to CHs. However, in traditional clustering scheme and two-tiered hierarchical
structuring scheme, CHs cannot adjust their radius, which leads to inefficiency
in terms of energy conservation and network management. If the cluster range
is larger than optimal one, a CH consumes more energy than required. On the
other hand, a smaller range than necessary results in the entire sensing field
not being covered. To fulfill these requirements, we propose a novel clustering
algorithm which aims to minimize energy consumption of CHs under the hier-
archical structure presented in [4]. Our proposed clustering scheme, NLP-Based
Dynamic Clustering (NLP-DC), is able to regulate the cluster radius for en-
ergy savings while the entire sensor network field is still being covered by each
cluster. Considering the inherent features of NLP-DC, more powerful capability
can be given to CHs than other sensor nodes. The NLP-DC could be applied
to IEEE 802.15.4/ZigBee-based protocol in the aspect of energy conservation
because the features of IEEE 802.15.4/ZigBee-based protocol have the different
type of sensor nodes and the various type of topology (i.e., star/mesh/cluster-
tree topology) based on clustering [5]. The remainder of this paper is organized
as follows. In Section 2, we investigate previous work with focuses on clustering
scheme and hierarchical structure scheme in wireless sensor networks. Section 3
describes NLP-Based Dynamic Clustering, proposed scheme in this paper. We
prove the guarantee of perfect coverage of NLP-DC via theoretical analysis in
Section 4. We evaluate the performance of NLP-DC via simulation in Section 5.
Section 6 concludes the paper and presents the direction of our future work.

2 Related Work

Several clustering and hierarchical structure schemes aiming to improve energy-
efficiency in wireless sensor networks have been proposed. LEACH [6], a proto-
col architecture for sensor networks that combines the ideas of energy-efficient
cluster-based routing with application-specific data aggregation to achieve good
performance in terms of system lifetime, latency, and application-perceived qual-
ity. As one of the most notable clustering schemes in wireless sensor networks, it
preserves limited amount of energy by selecting a CH at random among sensor
nodes. In [7], Gupta et al. proposed a two-tiered hierarchical clustering scheme in
which a CH with less energy constraint is selected among sensor nodes. Based on
this method, it pursues an energy-efficient network management. However, a CH
is selected among the sensor nodes as assumed in [6]. FLOC (Fast Local Clus-
tering) [8], provides an adjustable method of cluster radius, but it is limited to
one-hop or two-hop distances. The clustering-based topology control scheme [4]
consists of two tiers; (1) upper tier for communicating between CHs and (2)
lower tier for sensing, processing, and transmitting by sensors. It has similarity
on load-balancing concept with NLP-DC. However, its performance depends on
each radius of the cluster; as a cluster is increased covering the whole sensor
network area, the energy consumption can be increased. In the previous schemes
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suggested so far, they have common features that the radius of each cluster head
is fixed and mainly concentrated on sensor nodes. On the other hand, our pro-
posed NLP-DC considers a CH to be a device which has more computing power
and less energy-constraint. Also, it doesn’t need any specific routing protocols
for sensor networks since the radius of cluster radius does not concern with the
distance estimated by hop count. From the next sections, we give detailed ex-
planations on our proposed NLP-DC, which improves performance in terms of
load-balanced efficient energy consumption on CHs.

3 NLP-Based Dynamic Clustering

The NLP-DC aims at covering the entire network with the minimum power
consumptions of cluster heads by regulating the cluster range. The basic concept
of NLP-DC was proposed in [9]. If the cluster range is larger than optimal one,
a CH consumes more energy than required. On the other hand, a smaller cluster
range than optimal one results in the entire sensing field not being covered.

In NLP-DC, the whole sensor network field is being covered by CHs and the
CHs consider their weights assigned by penalty functions (e.g., residual energy)
and reward functions (e.g., priority). For achieving energy efficiency, a sink com-
putes objective functions. Energy-efficient radii for each cluster are calculated
based on the objective functions. Followings are what we assume in NLP-DC.

– The architecture of wireless sensor network has two-tiered hierarchical struc-
ture. The upper tier consists of CHs and the lower tier consists of sensors.

– A sink knows the position of each CH.

3.1 Initial Phase

In initial phase, the CHs deployed at random construct a triangle to determine
a Dynamic Clustering Controller (DCC) that is able to minimize energy con-
sumptions of CHs while covering the entire network field as shown in Fig. 1.

Fig. 1. System model for NLP-based dynamic clustering (NLP-DC)
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The distance between DCC and each CH can be estimated as the radius of each
cluster. Delaunay triangulation [10] [11], which guarantees the construction of
an approximate equilateral triangle, is used for constructing a triangle. The con-
struction of equilateral triangles leads to load-balanced energy consumption of
each CH. The load-balanced energy consumption can prolong network lifetime.

3.2 NLP-Based Iterative Phase

The cluster radii of three CHs can be dynamically controlled by using a DCC as a
pivot. The goal is to determine the positions of DCCs which minimize the energy
consumption of each CH by finding energy-efficient cluster radii. As shown in
Fig. 2., the triangle which is composed by three CHs. If a cluster becomes large,
the CH of the cluster will consume more energy because the number of sensor
nodes to be controlled will be increased. Therefore, if the overlapping areas of
each sector are larger than optimal one, CHs consume more energy than required.
Therefore it is important to find the minimized overlapping areas while covering
the entire network. The size of overlapping area can be obtained by extracting
the size of triangle from the summation of three sectors. By this concept, we can
derive the objective function to find the DCC for minimizing the overlapping
areas. The areas of sectors can be obtained by

S =
1
2
θ · r2. (1)

Therefore a DCC is determined by an objective function as the Eq. (2).

minimize: f(r1, r2, r3, θ1, θ2, θ3) =
1
2

3∑
k=1

θk · r2
k − Striangle (2)

s.t. r2
i = (xDCC − xi)2 + (yDCC − yi)2

In Eq. (1) and Eq. (2), θk denotes the angle value of CHk, rk means the distance
between DCC and CHk. Also Striangle is the area of triangle which is comprised
by Delaunay triangulation. As for an nonlinear programming method to solve
the objective functions presented in this paper, we use an L−BFGS method [12],
one of the most efficient nonlinear programming methods to solve unconstraint

Fig. 2. Conceptual model to minimize overlapping areas
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optimization problem. As shown in the Eq. (2), the priorities in each CH do
not considered in the objective function. However in certain cases, we need to
assign a different weight to each CH. If the CH in certain area is more important
than the other CHs, we need to assign higher priority to the CH. Also if events
occur in some endemic specific area, the CH in that area must be assigned with
a higher priority. By these necessaries, the consideration of weight functions is
necessary. We can consider penalty functions and reward functions for the weight
functions. If the penalty function of a CH has a large value, the CH must reduce
its cluster radius. If the reward function of a CH has a large value, the CH must
enlarge its cluster radius. By applying this concept, we can derive the Eq. (3).

minimize: f(r1, r2, r3, θ1, θ2, θ3, φ1,1(−→x ), . . . , φm,3(−→x ), ψ1,1(−→x ), . . . , ψn,3(−→x ))

=
1
2

3∑
k=1

θk · r2
k ·

m∏
l=1

φl,k(−→x )
1
3

∑3
l=1 φl,i(−→x )

·
n∏

g=1

1
ψg,k(−→x )

1
3

∑3
i=1

1
ψg,i(−→x )

− Striangle (3)

s.t. r2
i = (xDCC − xi)2 + (yDCC − yi)2

The notations of Eq. (3) are the same as the notations of Fig. 1, Fig. 2, Eq. (1),
and Eq. (2). In Eq. (3), NLP-DC assigns a weight function to each CH where
φi,j(−→x ) and ψi,j(−→x ) represents a penalty function and a reward function, respec-
tively. This objective function, Eq. (3), has m penalty functions and n reward
functions.

4 Guarantee of Perfect Coverage

The guarantee of perfect coverage, the second main contribution, will be shown
in this section in the aspect of theorem-based theoretical analysis.

Fig. 3. Notations for corollary 1

Theorem 1:

NLP-DC can guarantee the perfect coverage. That is, the entire sensor
network considered lower layer is covered by clusters in the upper layer.
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Proof:

By Corollary 1, Corollary 2, and Corollary 3, Theorem 1 can be proven.

Corollary 1:

In sector OAA
′
in Fig. 3, OQ′ , which is constructed by central point

O and any point, the Q
′
, on the arc AA

′
, meets QA or QA′ , necessarily.

Proof:

The sector OAA
′
is divided into two parts as sector OAQ and sector

OA
′
Q with Q (DCC in NLP-DC) considering as a reference point.

Part 1: Q
′
lies on arc QA

When Q
′
lies on the arc QA as shown in Fig. 4, by the property

of sector (OA = OQ = OQ′), �OAQ
′
is an isosceles triangle.

If we consider that � AOQ
′
= ϕ and � AOQ = α, then AQ′ =

2 · OA · sin ϕ
2 . By ′the law of sines′,

AQ′

sin � ARQ′ = Q′ R
sin � RAQ′

Then, Q′R

= 2·OA·sin ϕ
2 ·sin( � OAQ

′
+ � OAQ)

sin( � RAO+� AOR)

= 2·OA·sin ϕ
2 ·sin( π−ϕ

2 −π−α
2 )

sin( π−α
2 +ϕ)

= 2·OA·sin ϕ
2 ·sin α−ϕ

2
sin( π−α

2 +ϕ)
.

Base on the condition of 0 < ϕ < α < π, then, sin ϕ
2 > 0, sin α−ϕ

2

> 0, and sin(π−α
2 +ϕ) > 0. Therefore Q′R > 0. Then OR < OQ′ .

Therefore the R is within the sector. R lies on QA while it lies
on OQ′ , too. Therefore there exist a point that OQ′ meets QA.

End of Proof: Part 1

Part 2: Q
′′

lies on arc QA
′

Part 2 can be proved as a same way with Part 1. Because they
are dual.

End of Proof: Part 2

End of Proof: Corollary 1

Fig. 4. Detailed description of the notations for corollary 1
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Corollary 2:

Sector OAA
′

in Fig. 3 covers rectangle OAQA
′
, perfectly.

Proof:

If we choose any Q (DCC in NLP-DC) in the arc AA
′
,

(1) an isosceles triangle AOQ is covered by a sector AOQ (by
Corollary 1), (2) an isosceles triangle A

′
OQ is covered by a sector

A
′
OQ (by Corollary 1), (3) a sectorOAA

′
= a sectorAOQ + a sector

A
′
OQ, and (4) a rectangle OAQA

′
= an isosceles triangle AOQ

+ an isosceles triangle A
′
OQ. By (1), (2), (3), and (4), a sector

OAA
′
covers a rectangle OAQA

′
, perfectly.

End of Proof: Corollary 2

Corollary 3:

The triangle constructed by Delaunay triangulation in an initial phase,
is covered by three rectangles, perfectly.

Proof:

As shown in Fig. 5, when the three rectangles are united, the overlapped
areas are generated while the triangle is covered, perfectly. Overlapped
areas are triangle OA1B3, triangle OA2B1, and triangle OA3B2.
Therefore we prove that the triangle generated in an initial phase is
covered by three rectangles.

End of Proof: Corollary 3

As proved in Corollary 1, Corollary 2, and Corollary 3, rectangle OA1N1B1
is covered by sector A1N1B1. And rectangle OA2N2B2 is covered by sector
A2N2B2. And rectangle OA3N3B3 is covered by sector A3N3B3. Also,
triangle N1N2N3 = rectangle OA1N1B1 + rectangle OA2N2B2 +
rectangle OA3N3B3. Then, by the triangle N1N2N3, Delaunay triangle
which is constructed in an initial phase, is covered by three rectangles, the
triangle N1N2N3 is covered by the three sectors, perfectly. That is,

triangle N1N2N3 ⊂ three rectangles ⊂ three sectors

Therefore, based on these three corollaries, theorem 1 is proved.

Fig. 5. Notations for corollary 3
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5 Simulation Results

A simulation study is conducted to evaluate the performance of NLP-DC. CHs
and sensor nodes were randomly deployed. As a simulation setup, we place five
CHs randomly in the upper layer. Also, performance evaluation is executed ten
times. Our simulations were designed to evaluate the effect of energy-efficiency,
one of the main contribution of NLP-DC. We compare NLP-DC against the
method that has a fixed cluster radius, named FCR in this paper. In FCR, the
CHs in a Delaunay triangle has cluster radii which can cover each other and be
fixed. In other words, the cluster radius is fixed but it has to be extended to
the distance to allow communication among neighbor CHs in FCR. To show the
energy-efficiency, we show (1) overlapping areas and (2) residual energy.

5.1 Overlapping Areas

The performance of NLP-DC and FCR are compared by measuring the percent-
age of overlapping areas. We compared FCR and NLP-DC in hierarchical sensor
network architecture. As mentioned in the head of this section, we deployed five
CHs in upper layer and measured the percentage of overlapping areas.

Fig. 6. The percentage of overlapping areas

When S and OA represents the size of network field and overlapping areas,
respectively, the the percentage of overlapping areas is measured by OA

S . Fig. 6
plots the percentage of overlapping areas. As shown in Fig. 6, the percentage
of overlapping areas of FCR is between 0.25 and 0.35. On the other hands, the
percentage of overlapping areas of NLP-DC is 0.08, approximately. Therefore
NLP-DC is more efficient than FCR almost from 3.125 times to 4.375 times in
the aspect of the percentage of overlapping areas.

5.2 Consumed Energy of All Cluster Heads

The performance of NLP-DC and FCR are compared by measuring the percent-
age of consumed energy of CHs in this subsection.

We also compared FCR and NLP-DC in clustering-based hierarchical sensor
network architecture. Fig. 7 presents the percentage of consumed energy of all
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Fig. 7. The percentage of consumed energy of all cluster heads

CHs in upper layer. As shown in Fig. 7, the energy of all CHs of FCR is totally
vanished between eight and nine minutes. On the other hands, the energy of all
CHs of NLP-DC is vanished completely between twelve and thirteen minutes.
Therefore NLP-DC is more energy-efficient than FCR almost from 1.333 times
to 1.625 times in the aspect of the percentage of consumed energy of all CHs.

6 Conclusions and Future Work

Our proposed scheme, NLP-DC, is able to regulate the cluster radius for energy
savings while the entire sensor network field is still being covered totally by each
cluster in hierarchical sensor network architecture. To accomplish these objec-
tives, NLP-DC dynamically regulates the radius of each cluster for the purpose
of minimizing energy consumption of cluster heads. Therefore there exists two
kinds of main contributions in this paper. We show both the ’energy-efficiency’
through the design rationale of NLP-DC shown in section 3 and the ’guarantee
of perfect coverage’ through theorem-based theoretical analysis shown in section
4. Through simulation-based performance evaluation, the novelty on NLP-DC is
shown in the aspect of energy-efficiency. More complicated situations in which
sensor nodes have mobility must be considered by the emergence of wireless em-
bedded sensors as one of dominant networking technology trends. Our future
work includes the development of sensor network protocols suitable for such en-
vironments. Based on the proposed algorithm in this paper, we are developing a
novel RFID reader anti-collision protocol that minimizes the overlapping areas
among clusters by dynamically regulating the cluster radius among RFID read-
ers to optimize the reader collisions. The preliminary results of the research on
RFID reader anti-collision using NLP-DC is presented in [13].
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Abstract. Clustering algorithm is an essential element to implement a 
hierarchical routing protocol, especially for a large-scale wireless sensor 
network. In this paper, we propose a new type of energy-efficient clustering 
algorithm, which maximizes the physical distance between cluster head and 
gateway by a neighbor node discovery mechanism. Furthermore, a slave/master 
patching scheme is introduced as a useful means of further improving the 
energy-efficiency. It has been shown that the number of cluster heads can be 
reduced by as many as 21% as compared with the existing clustering algorithms. 

1   Introduction 

Numerous routing protocols have been developed for discovering and maintaining 
routes in the large-scale wireless sensor networks (WSNs). A cluster-based 
hierarchical routing protocol is one of those, especially useful for prolonging the 
lifetime of WSNs. In a flat routing protocol, multi-hop connectivity is provided to 
communicate with a base station (BS). In a cluster-based hierarchical routing 
protocol, however, a sensor field region is divided into several clusters. Each cluster 
has its own cluster head, while all nodes in a cluster are within a direct radio range of 
the cluster head. Nodes located within the radio range of more than one cluster heads 
are designated as gateways, which is used for inter-cluster communication. The data 
gathered by a sensor node is transmitted to a cluster head, which subsequently relays 
it to a BS through a hierarchy of cluster heads and gateways. As only cluster heads 
and gateways participate in the routing process, hierarchical routing tends to be more 
energy-efficient than a flat routing structure. 

Data aggregation is another energy-aware element in WSNs. Once a particular 
event is detected in a region, it is transmitted to the corresponding cluster head, which 
usually aggregates the received data before transmitted to the BS. Data aggregation is 
to combine the data coming from nearby region so as to eliminate the data 
redundancy for reducing the overall communication load [4]. Several clustering 
algorithms [1-3, 6-8] are essential elements to realize hierarchical routing and data 
aggregation.  
                                                           
*  Member IEEE. 
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If more than two sensor nodes in the same cluster transmit at the same time, intra-
cluster collision is incurred. Two broad categories of wireless channel access scheme 
are used for multiple access communication: contention-based and reservation-based. 
A contention-based scheme such as CSMA-CA protocol with RTS/CTS handshaking 
signals can be used for intra-cluster communication, i.e., communication between a 
cluster head and sensor nodes. However, the number of retransmissions is increased 
with a large number of sensor nodes, incurring unnecessary power consumption. 
Meanwhile, a reservation-based scheme such as TDMA protocol, allocates unique 
time slots to each sensor node, can significantly reduce the power consumption in 
multiple access communication. Furthermore, it allows sensor nodes to turn off their 
receiver and/or transmitter when they are not scheduled to communicate. 

Although TDMA protocol can be more energy-efficient than CSMA-CA protocol, 
it is hard to coordinate the time slots for inter-cluster communication, especially when 
a single wireless channel (code) is employed. In other words, intra-cluster 
communication may be interfered with another inter-cluster communication unless 
there is some centralized means of coordinating two different levels of 
communication. Due to the distributed nature of WSN, the centralized TDMA 
protocol may be too expensive for handling multi-cluster-based communication in the 
course of hierarchical routing. The different approach is to combine TDMA and 
CSMA-CA protocols as in HiPERMAC [Grant No. KOR-2005-0046460(2005)], in 
which TDMA is used for intra-cluster communication while CSMA-CA is used for 
inter-cluster communication. 

As mentioned earlier, cluster heads and gateways must be always turned on since 
they involve with data aggregation and/or hierarchical routing process while a 
gateway cannot use the energy-efficient TDMA protocol due to inter-cluster collision. 
Therefore, one of the most important design objectives is to reduce the number of 
cluster heads and gateways in the course of clustering process, which can increase the 
overall lifetime of WSNs. In this paper, we propose a new type of energy-efficient 
clustering algorithm, in which a simple protocol is designed for counting the number 
of neighbor nodes.  

The remainder of this paper is organized as follows. In Section 2, we summarize 
operational characteristics of the previous related works. In Section 3, we present 
details of the proposed clustering algorithm. Simulation results are given to evaluate 
its performance in Section 4. Finally, Section 5 concludes the paper. 

2   Related Works 

Many clustering algorithms over a single wireless channel (code) have been proposed 
to choose cluster heads for operation of energy-efficient wireless media access control 
and hierarchical routing in WSNs. Among those, Lowest ID clustering algorithm [1], 
also known as identifier-based clustering, proceeds as follows. Each node is assigned 
a unique ID and it periodically broadcasts a list of its neighbors (including itself). A 
node which only hears nodes with ID higher than itself becomes a “cluster head.” A 
node which can hear only one cluster head becomes an “ordinary node.” A node 
which can hear two or more cluster heads becomes a “gateway” and it lies within the 
radio range of two or more cluster heads. The gateway nodes are generally used for 
routing between clusters. Although Lowest ID is one of the most simple and popular 
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clustering schemes, its drawback is that too many cluster heads and gateways may be 
generated. Topology Discovery algorithm [3] attempts to reduce the number of cluster 
heads and gateways by maximizing a physical distance between a cluster head and a 
gateway. It assumes that propagation delay is proportional to their physical distance 
between sending and receiving nodes. A cluster head broadcasts a topology discovery 
request packet and the node which has received it sends back a response to the cluster 
head. The cluster head measures this propagation delay from each node and elects one 
which has a longest propagation delay as a gateway. Meanwhile, the gateway elects a 
cluster head of neighbor cluster in the same way. This same election procedure is 
repeated until each node is assigned to at least one cluster. The assumption that 
“propagation delay is proportional to their physical distance between sending and 
receiving nodes” cannot be guaranteed when multi-path fading is considered in the 
general wireless channel environment. Furthermore, it may be difficult to distinguish 
a slight difference of each propagation delay since radio range of WSNs is generally 
within ten meters. 

3   Neighbor Node Discovery (NND) Algorithm 

We first present the underlying concept of our clustering algorithm and then, illustrate 
its detailed operation. 

3.1   Design Objective and Constraint 

We aim at forming the multiple clusters to cover all communicating nodes, while 
facilitating an energy-efficient operation for the large-scale WSNs. As opposed to the 
existing protocols with multiple frequency channels, e.g., in terms of orthogonal codes 
or frequency bands, we consider a system with a single frequency band, which allows 
for the cost-effective transceiver implementation and flexible network deployment. In 
general, it is a challenging objective to design the access schemes for both intra-cluster 
and inter-cluster communication only by using a single frequency band. In our design, 
a dynamic reservation TDMA scheme is considered for intra-cluster communication as 
a means of sharing the wireless link in an energy-efficient manner. Meanwhile, a 
contention-based CSMA-CA scheme is considered for inter-cluster communications as 
a means of avoiding inter-cluster collision. A superframe is divided into two different 
periods, one for TDMA and the other for CSMA-CA protocol. Fig. 1 shows the 
organization of sensor nodes in a hierarchical routing structure, illustrating four 
different types of nodes found in the course of clustering: cluster head (CH), initial 
node (IN), ordinary node (ON), and gateway (GW). A cluster is a set of nodes within 
one-hop range from a CH, which coordinates the TDMA time slots sharing among 
those nodes within the cluster while providing a link with the gateway nodes for inter-
cluster communication. The INs are defined as a set of nodes that have not been 
covered by any cluster. INs are turned into either CHs, ONs, or GWs in the course of 
performing the clustering algorithm. CH and GW should be always turned on since 
they participate in data aggregation and/or routing process. Therefore, they consume 
more energy than an ON, depleting their battery faster. The overall network lifetime 
can be prolonged by reducing the number of CHs and GWs. Meanwhile, note that ON 
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is more energy-efficient than GW since it can turn off its receiver and/or transmitter 
when it is not scheduled for TDMA time slots. In this case, the network lifetime can be 
further prolonged by increasing the number of ONs. Our design objective for the multi-
cluster routing architecture operating with a single frequency band is to control the 
numbers of the different types of nodes for increasing the overall energy efficiency, 
i.e., minimizing the number of CHs and GWs. 

 

Fig. 1. Types of sensor nodes in a hierarchical routing architecture 

3.2   Basic Operation 

The essence of our approach is to discover neighbor nodes. One of the nodes at the 
cluster edge is designated as a GW, while a node which is farthest from GW is 
designated as a CH of neighbor cluster. Basic operation of the NND algorithm 
consists of 4 different procedures: initial cluster set-up, gateway election, cluster head 
election, and gateway re-election procedures. All these procedures are combined and 
repeated until all INs are turned into either CH, GW, or ON. A sequence of these 
procedures is shown with a flow chart in Fig. 2. The detailed operation is described in 
the following subsections. 

 

Fig. 2. Flow Chart of Neighbor Node Discovery Algorithm 
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3.2.1   Initial Cluster Set-Up Procedure 
One of the CHs is designed as an originating CH, from which other clusters are 
progressively formed. It broadcasts an advertisement message within its radio range 
and an IN which has received it sends a joining request message to the CH (refer to 
Fig. 3). The CH stores the identity of the IN which has sent a joining request message 
and registers it as a cluster member. The originating CH broadcasts a beacon signal 
within its radio range and the IN which has heard the beacon becomes an ON. 

 

Fig. 3.  Initial cluster set-up procedure 

3.2.2   Gateway Election Procedure 
In this procedure, the farthest ON from a CH is elected as a GW among one-hop 
neighbors of a CH, which allows for maximizing the physical distance between a CH 
and a GW. To realize this particular procedure, we assume that INs are uniformly 
distributed, which leads to an acceptable observation that “The farthest ON from a CH 
will discover the largest number of INs.” Each ON among one-hop neighbors of a CH 
counts the number of INs within its radio range and then, reports it to the CH. The ON 
which discovers the largest number of INs is elected as a GW by the CH. Fig. 4 
illustrates a simple example, in which Node A includes three INs while node B includes 
two INs within its radio range. According to the above conclusion, it is desirable that 
node A is elected as a GW. A contention-based channel access scheme will be used 
during the gateway election procedure to avoid the collisions between nodes. 

 

Fig. 4.  Gateway election procedure 

A CH broadcasts a GW_ELECTION_START message within its radio range. An 
ON which has received this message counts the number of INs within its radio range 
by the following steps: The ON broadcasts an IN_COUNT_REQ message to INs. The 
IN which has received this message transmits an IN_COUNT_ACK message to ON, 
limiting the transmitted number of this ACK messages to only once even if it has 
received the multiple IN_COUNT_REQ messages from a large number of ONs. The 
ON reports the received number of ACKs from INs through an IN_COUNT_REPORT 
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message to the CH. The received number of ACKs is equal to the number of INs 
within the radio range of ON. Analyzing all the received IN_COUNT_REPORT 
messages, CH elects the ON which includes the largest number of INs as a GW. In 
case of a tie, one with the lowest ID becomes GW. If the values of the received 
IN_COUNT_REPORT messages are all equal to zero, i.e., there is no IN around ONs, 
the CH does not elect a GW and the clustering algorithm is finished. In case that there 
is at least one IN_COUNT_REPORT message with its value higher than zero, the CH 
elects a GW and then, proceeds to the cluster head election procedure. 

3.2.3   Cluster Head Election Procedure 
In this procedure, the farthest IN from GW is elected as a CH of the neighbor cluster 
among one-hop neighbors of GW, which allows for maximizing the physical distance 
between GW and CH of a neighbor cluster. To realize this particular procedure, we 
resort to an acceptable observation that “the farthest IN from a GW will discover the 
least number of ONs.” Each IN among one-hop neighbors of the GW counts the 
number of ONs within its radio range and reports it to the GW. The IN which 
discovers the least number of ONs is elected as a CH of neighbor cluster by the GW. 
Fig. 5 illustrates a simple example, in which Node A includes three ONs while node B 
includes one ON within its radio range. Following our procedure, the node B is 
elected as a CH of the neighbor cluster. A contention-based channel access scheme 
will be used in the course the cluster head election. 

 

Fig. 5.  Cluster head election procedure 

A GW broadcasts a CH_ELECTION_START message within its radio range. An IN 
which has received this message counts the number of ONs within its radio range by the 
following steps: The IN broadcasts an ON_COUNT_REQ message to ONs and the ON 
which has received this message transmits an ON_COUNT_ACK message to the IN, 
limiting the transmitted number of this ACK messages to only once even if it has 
received the multiple ON_COUNT_REQ messages from a large number of INs. The IN 
reports the received number of ACKs from ONs through the ON_COUNT_REPORT 
message to the GW. The received number of ACKs is equal to the number of ONs 
within the radio range of IN. Analyzing all the ON_COUNT_REPORT messages, GW 
elects the IN which includes the least number of ONs as a CH of neighbor cluster. In 
case of a tie, one with the lowest ID becomes CH. If the number of IN which sends the 
ON_COUNT_REPORT message is zero, i.e., there is no IN around GW, the GW does 
not elect a CH of neighbor cluster and immediately, the clustering algorithm is finished. 
At least one IN transmits an ON_COUNT_REPORT message, the GW elects a CH of 
neighbor cluster and proceeds to the next gateway election procedure. A newly-elected 
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CH (Node C) broadcasts an advertisement message within its radio range and the IN 
which has received it sends a joining request message to a CH. The CH stores the 
identity of IN which has sent the joining request message and registers it as a cluster 
member. The CH broadcasts a beacon and an IN (node D) which has heard it becomes 
an ON. The ON (Node E) which has heard more than two beacons from the different 
CH becomes a GW. 

3.2.4   Gateway Re-election Procedure 
In order to reduce the overall clustering time throughout the network, it will be useful 
to perform the clustering process towards every direction in a parallel manner, as 
illustrated in Fig. 6. A GW which finishes the election of a CH for neighbor cluster 
(Node B) transmits a GW_ReELECTION_START message to a CH (Node A), 
previously elected itself as a GW. The CH (node A) which has received 
GW_ReELECTION_START message elects another GW out of ONs within its own 
cluster, following the previous gateway election procedure. 

 

Fig. 6. Gateway re-election procedure 

3.3   Slave/Master Patching (SMP) Scheme 

Most of the clustering algorithms, including the proposed NND algorithm, inherit the 
problem that the number of GWs is rapidly increasing as a CH is elected although it 
includes no or a few ONs within its radio range. It is illustrated in Fig. 7. To solve this 
problem, we consider another feature based on a simple control scheme, named as  
a Slave/Master Patching (SMP) Scheme. A basic idea behind this scheme is that a CH  

                    

Fig. 7. Undesirable situation of too many GW 
formed: Illustrative Example  

Fig. 8. Example of Slave/Master 
Patching Scheme 
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is not elected by GW if the number of INs within a radio range of GW (i.e., the 
number of received ON_COUNT_REPORT message) is lower than a predefined 
bound, termed as an election threshold N in the course of our cluster head election 
procedure (N = 0,1,2,…). To this end, the remaining INs become slave nodes (SNs) of 
a GW and then, the GW becomes a master node (MN) of the remaining INs, as shown 
in Fig. 8. The resource and traffic load of the SN can be controlled by MN. 

4   Performance Analysis 

Computer simulation has been performed to evaluate the performance improvement 
of the proposed NND algorithm over two existing clustering algorithms, Lowest ID 
algorithm [1] and Topology Discovery algorithm (TopDisc) [3]. 

The performance measures in our analysis include the numbers of CHs and GWs 
that have been reduced and the number of ONs that have been increased by the NND 
algorithm. We assume that sensor nodes are randomly deployed in a field of 50m x 
50m as varying the number of sensor nodes from 500 to 1,500. A radio range of each 
node is fixed to 5m. All results are obtained by taking an average of 500 different 
runs. Unless stated otherwise, we have chosen the predefined election threshold in the 
SMP scheme as N = 2, i.e., GW does not elect CH if the number of INs within its 
radio range is lower than two.  

Fig. 9 through Fig. 11 show the average number of CHs, GWs and ONs formed by 
each clustering algorithm as the total number of nodes is varied. In Fig. 9, our NND 
algorithm shows about 6% improvement in the average number of CHs over Lowest 
ID algorithm. Not much difference from TopDisc algorithm can be found, even if 
multi-path fading is not taken into account in our simulation. Furthermore, we find the 
SMP scheme, as a part of our NND algorithm, achieving a significant improvement, 
as much as 21% over Lowest ID algorithm. Fig. 10 shows that the NND algorithm 
achieves as much as 13% and 8% decreases in the average number of GWs 
respectively, as compared with Lowest ID and TopDisc algorithms. Furthermore, the 
NND algorithm with the SMP scheme achieves the average 40 % decrease as 
compared with Lowest ID algorithm. Meanwhile, Fig. 11 shows that it achieves as 
much as 29% increase in the average number of ONs as compared with Lowest  
ID  algorithm  while  achieving  the average 11 % increase as compared with TopDisc  
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algorithm. Finally, the NND algorithm with SMP scheme can achieve as much as 
66% increase in the average number of formed ONs as compared with Lowest ID 
algorithm. In Fig. 12 through Fig. 14, we investigate an effect of the election 
threshold N on the performance of our SMP scheme. As N increases, it shows that the 
numbers of CHs and GWs are decreasing while the numbers of ONs and SNs are 
increasing. Important implication is that a mix ratio of all different types of nodes can 
be controlled by varying the election threshold N in our approach. 
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Fig. 11.  Average number of ONs 

400 600 800 1000 1200 1400 1600

44

46

48

50

52

54

56

58

60

62

64

A
ve

ra
g

e 
n

u
m

b
er

 o
f 

C
H

s

Number of nodes

 N = 1
 N = 2
 N = 3

   
400 600 800 1000 1200 1400 1600

100

200

300

400

500

600

700

800

900

A
ve

ra
g

e 
n

u
m

b
er

 o
f 

G
W

s

Number of nodes

 N = 1
 N = 2
 N = 3

 

 Fig. 12.  Average number of CHs              Fig. 13.  Average number of GWs 

 
400 600 800 1000 1200 1400 1600

200

250

300

350

400

450

500

550

600

650

700

750

A
ve

ra
g

e 
nu

m
b

er
 o

f O
N

s

Number of nodes

 N = 1
 N = 2
 N = 3

     
400 600 800 1000 1200 1400 1600

5

10

15

20

25

A
ve

ra
g

e 
n

u
m

b
er

 o
f S

N
s

Number of nodes

 N = 1
 N = 2
 N = 3

 

 Fig. 14.  Average number of ONs                   Fig. 15.  Average number of SNs 



 Neighbor Node Discovery Algorithm for Energy-Efficient Clustering 479 

5   Conclusion 

In this paper, we have proposed a new type of clustering algorithm for a coverage 
extension, facilitating the energy-efficient medium access and routing controls in 
the large-scale wireless sensor networks (WSNs). It has been found that the 
proposed NND algorithm in conjunction with the slave/mater patching scheme is 
effective for implementing the various routing architectures with a single frequency 
band channel operation. As a mix ratio of all different types of nodes can be 
controlled by the SMP scheme, it will be a useful and flexible means of deploying 
the WSNs subject to a limited network lifetime. In particular, the NND algorithm 
has been successfully employed in our recent development of MAC protocol for 
WSNs, HiPERMAC (Hierarchically-Paired Evolutionary Radio MAC Protocol) [9], 
which is designed for implement the hierarchical routing protocol subject to a single 
frequency channel. 
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Abstract. We present a cryptanalysis on the short proxy signature
scheme recently proposed in [11] and propose a novel short proxy sig-
nature scheme from bilinear pairings. Compared with the existing proxy
signature schemes, the signature length of our scheme is the shortest.
Our short proxy signature scheme satisfies all the properties required
for proxy signatures. We prove that our scheme is secure in the random
oracle model.

Keywords: Proxy Signature, Short Signature, Authentication.

1 Introduction

Ubiquitous computing plays an important role in many aspects such as human
factors, computer science, engineering, and social sciences. However, Placing
computers in human life would face an essential problem, namely, how to im-
plement security and trust among the users that connected to a network. As an
example, in a wireless network, the users can connect to a network in anywhere
within the broadcast power range. How can they know that they are talking with
a real person? Therefore, a necessary authentication scheme must be deployed.
In a distributed computing environment, usually, a network is heavily loaded
with thousands of users and the bandwidth consumption is a major concern. To
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achieve security without consuming substantial bandwidth is a major challenge
to security researchers. In this paper, we will describe an authentication scheme
that presents a promise to the minimal use of bandwidth and to providing strong
authentication in a “proxy” environment.

The concept of proxy signature can be very useful in cases when a user (say,
Alice) wants to delegate her signing right to the other user or proxy (say, Bob).
Once the delegation is performed, the proxy can then sign on behalf of the origi-
nal signer. The notion of proxy signature was introduced by Mambo, Usuda and
Okamoto [10]. Based on the delegation type, they classified proxy signatures as
full delegation, partial delegation, and delegation by warrant. In the full delega-
tion system, Alice’s private key is given to Bob directly so that Bob can have
the same signing capability as Alice. In practice, such schemes are obviously
impractical and insecure. In a partial proxy signature scheme, a proxy signer
possesses a key, called private proxy key, which is different from Alice’s private
key. So, proxy signatures generated by using the proxy key are different from
Alice’s signatures. However, in such schemes, the messages a proxy signer can
sign is not limited. This weakness is eliminated in delegation by a warrant that
specifies what kinds of messages are delegated. Some related works about proxy
signatures can be found from [4, 9, 8, 6, 12].

According to whether the original signer knows the proxy private key, proxy
signatures can be classified into proxy-unprotected and proxy-protected. In a
proxy-protected scheme only the proxy signer can generate proxy signatures,
while in a proxy-unprotected scheme either the proxy signer or the original
signer can generate proxy signatures since both of them has a knowledge on the
proxy private key. In many applications, proxy-protected schemes are required
to avoid the potential disputes between the original signer and the proxy signer.

Short signature has attracted a lot of attention since the exploring positive
use of bilinear pairing [2]. With bilinear pairings, a digital signature can be as
short as 160 bits [3,1,5]. Short signatures have a great advantage while the band-
width of a communication channel is limited. Recently, Okamoto, Inomata and
Okamoto [11] proposed a short proxy signature scheme, which allows a much
shorter size than other existing schemes. We refer it to as OIO scheme. Unfor-
tunately, we found that the scheme is flawed.

In this paper, we show that their scheme is not secure against a dishonest orig-
inal signer; namely, given a valid proxy signature, the original signer can forge
a valid proxy signature of any new message. We then propose a novel proxy
signature, which, we believe, is the shortest proxy signature scheme amongst all
existing proxy signature schemes. We also provide a security proof to our novel
scheme and show that our scheme is secure against dishonest Alice and Bob and
any other polynomial-time adversaries.

The rest of this paper is arranged as follows. In Section 2, we provide the
preliminaries of our scheme including bilinear pairings and security assumptions.
In Section 3, we give a cryptanalysis on the OIO scheme and show that their
scheme is flawed. In Section 4, we describe the model of our proxy signature
scheme. In Section 5, we present a novel construction of the shortest proxy
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signature. In Section 6, we provide a security proof to our scheme. We show that
our scheme is secure against any polynomial adversaries. In the last section, we
conclude our paper.

2 Preliminaries

2.1 Basic Concepts on Bilinear Pairings

Let G1 be cyclic additive groups of prime order q and is generated by P . Let G2
be a cyclic multiplicative group with the same order q. Let ê : G1 ×G2 → G2 be
a bilinear mapping with the following properties:

1. Bilinearity: ê(aP, bQ) = ê(P, Q)ab for (P, Q) ∈ G1 × G1 and a, b,∈ ZZq. Here
ZZq denotes the definite field of the order q.

2. Non-Degeneracy: There exists (P, Q) ∈ G1 × G1 such that ê(P, Q) �= 1G2 .
3. Computability: There exists an efficient algorithm to compute ê(P, Q) for

(P, Q) ∈ G1 × G1.

2.2 Security Assumption

Definition 1. Computational Diffie-Hellman (CDH) Problem.
Given two randomly chosen aP, bP ∈ (G1, +) of prime order q, for unknown
a, b ∈ ZZq, compute Z = abP .

The CDH assumption states that for every probabilistic polynomial-time algo-
rithm A, SuccCDH

A,G1
is negligible.

2.3 ZSS Signature Scheme [5]

The ZSS signature scheme proposed in [5] consists of the following algorithms: a
parameter generation algorithm ParamGen, a key generation algorithm KeyGen,
a signature generation algorithm Sign and a signature verification algorithm Ver.

1. ParamGen: The system parameters are {G1, G2, ê, q, P, H}. Here H : {0, 1}∗
→ ZZq is a cryptographic hash function

2. KeyGen: Randomly selects x ∈ ZZ∗
q , and computes Ppub = xP . The public

key of the signer is Ppub. The secret key is x.
3. Sign: Given a secret key x, and a message m, computes S = 1

H(m)+xP . The
signature is S.

4. Ver: Given a public key Ppub, a message m, and a signature S, verify whether
ê(H(m)P + Ppub, S) = ê(P, P ).

The security of ZSS signature scheme is based on the security of the k-CAA
problem. For more details, we refer the readers to [5].

Definition 2. k-Collusion Attack Algorithm(k-CAA)
For an integer k, and x ∈ ZZq, P ∈ G1, given (P, Q = xP, h1, · · · , hk ∈
ZZq,

1
h1+xP, · · · , 1

hk+xP ), to compute 1
h+xP for some h /∈ {h1, h2, · · · , hk}.
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The k-CAA assumption states that for every probabilistic polynomial-time algo-
rithm A, Succk−CCA

A,G1
is negligible. The following theorem has been proved in [5].

Theorem 1. If there exists a (t, qH , qS , ε)-forger F using adaptive chosen mes-
sage attack for the proposed signature scheme, then there exists a (t′, ε′)-
algorithm A solving qS-CAA, where t′ = t, ε′ ≥ ( qS

qH
)qS .

3 An Analysis of the OIO Short Proxy Signature Scheme

Recently, a short proxy signature scheme (OIO for short) was presented in [11].
In this section, we will firstly describe the OIO short proxy signature scheme,
then we give an attack to show that the original signer can successfully forge a
valid proxy signature of OIO’s scheme.

3.1 Description of OIO Short Proxy Signature Scheme

1. Notations Used in OIO Scheme
– O: an original signer; P : a proxy signer; V : a verifier.
– IDp: the ID for a user p, mp; a message to be signed by P .
– H(·): a hash function H : {0, 1}∗ → ZZq.

2. Key Generation:
(a) O picks up two elements P ∈ G1 and s ∈ Zq at random and computes

V = sP , g = ê(P, P ). O sends g to P .
(b) P picks up a random number r ∈ ZZq, computes vp = gr and sends vp to

O. O then computes ep = H(IDp, vp) and Sp = 1
s+ep

P .
(c) O publishes g, V, IDp and sends Sp to P using a secure channel.
(d) P checks whether ê(epP + V, Sp) = g holds or not.
As a result, O′s key tuple is {Public-key: g, V ; Secret-key: s}. P ′s key tuple
is {Public-key: IDp, vp; Secret-key: r, Sp}.

3. Proxy Signature Generation: P computes em = H(mp, vp) and Sigp = (r +
em)Sp. The proxy signature for a message mp is Sigp.

4. Proxy Verification: V first computes ep = H(IDp, vp) and em = H(mp, vp).
Then he checks whether ê(epP + V, Sigp) = vpg

em holds or not.

3.2 An Attack Model of OIO Short Proxy Signature Scheme

Suppose there is a valid message-signature pair (m, Sigm). Since Sigm is a valid
proxy signature on the message m, we have Sigm = (r + em)Sp. Then O can
compute rP = (s + ep)Sigm −H(m, vp)P.

With the knowledge of rP , the original signer is able to forge a valid signature
on any new message. For a new message m∗, O computes Sigm∗ = rP+em∗ P

s+ep

where rP = (s + ep)Sigm −H(m, vp)P , em∗ = H(m∗, vp) and ep = H(IDp, vp)
are all known to O. We can find it is a valid proxy signature on the message
m∗ because Sigm∗ = rP+em∗ P

s+ep
= (r + em∗) 1

s+ep
P = (r + em∗)Sp which is

indistinguishable to the third party which party (P or O) is the signer.
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4 Outline of Our Short Proxy Signature (SPS) Scheme

Let Alice denote the origin signer and Bob the proxy signer. Our short proxy
signature scheme consists of the following algorithms: ParamGen, KeyGen, Prox-
yKeyGen, ProxySign and ProxyVer.

1. ParamGen: Taking as input the system security parameter k, this algorithm
outputs system’s parameters: Para.

2. KeyGen: Taking as input the system security parameter k, the algorithm
generates the secret/public key pair (xi, Pi) where i ∈ {A, B}. That is
(xi, Pi) ← KeyGen(Para).

3. ProxKeyGen: The original signer Alice and the proxy signer Bob utilize this
algorithm to obtain the proxy key which will be used in the ProxySign. That is
proxykey ← ProxyKeyGen(Para, xA, PA, xB , PB, IDB, mw). mw is the warrant
which specifies what kinds of messages are delegated and IDB is the identity
of the proxy signer Bob.

4. ProxySign: The proxy signer utilizes this algorithm to generate the proxy
signature. That is σ ← ProxySign(m, proxy key, Para).

5. ProxyVer: Given the public keys of the origin signer and proxy signer, anyone
can use this algorithm to check whether a signature is a valid proxy signature.
That is {True,⊥} ← ProxyVer(m, σ, PA, PB , IDB, mw, Para)

4.1 Attack Model

To discuss the Non-Forgeability of our short proxy signature scheme, we divide
the adversaries into the following three types:

1. Type I: The adversary only has the public keys of Alice and Bob.
2. Type II: The adversary has the public keys of Alice and Bob and also has

the secret key of Bob.
3. Type III: The adversary has the public keys of Alice and Bob and also has

the secret key of Alice.

One can find that if our short proxy signature scheme is unforgeable against
Type II (or Type III) adversary, our scheme is also unforgeable against Type I
adversary.

Formal Security Notion
Type II Adversary
We provide a formal definition of existential unforgeability of a short proxy
signature scheme under a Type II chosen message attack (EF -SPS-adversary).
This type of adversaries only has the secret key of the proxy signer and does not
obtain the proxy key from the original signer. It is defined using the following
game between an adversary AII and a challenger C.

– Setup: C runs the algorithm to obtain the secret key and public key pair
(xA, PA), (xB , PB) representing the keys of the original signer A and the
proxy signer B, respectively. C then sends (PA, PB , xB) to the adversary
AII .
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– PublicKey Queries: AII can set the ith user in the system as the proxy signer.
He asks the public key Pi of the ith user with the identity IDi. In response,
C generates Pi and returns Pi to the adversary AII .

– PSign Queries: AII can request a signature on a message m with the original
signer A and the proxy signer with the identity IDi. In response, C outputs
a signature σ for a message m.

– Output: Finally, AII outputs a target message m∗ ∈ {0, 1}∗ and σ∗ such
that σ∗ is a valid proxy signature with the original signer A and the proxy
signer B.

Type III Adversary
We provide a formal definition of existential unforgeability of a short proxy signa-
ture scheme under a Type III chosen message attack (EF -SPS-adversary). It is
defined using the following game between an adversary AIII and a challenger C.

– Setup: C runs the algorithm to obtain the secret key and public key pair
(xA, PA), (xB , PB) representing the keys of the original signer A and the
proxy signer B, respectively. C then sends (PA, PB , xA) to the adversary
AIII .

– PSign Queries: AIII can request a signature on a message m. In response, C
outputs a signature σ for a message m.

– Output: Finally, AIII outputs a target message m∗ ∈ {0, 1}∗ where m∗ has
never been queried during the PSign Queries and σ∗ is a valid proxy signature
with the original signer A and the proxy signer B.

Definition 3. A short proxy signature scheme is existential unforgeable against
chosen-message attacks iff it is secure against both type II and type III adver-
saries.

5 Our Scheme

1. ParamGen: Taking as input the system security parameter k, this algorithm
outputs {G1, G2, q, ê, P}, including a cyclic additive group G1 of order q,
a multiplicative group G2 of order q, a bilinear map ê : G1 × G1 → G2 and
a generator P of G1. This algorithm also outputs two cryptographic hash
functions H0 and H1 where H0 : {0, 1}∗ → G1 and H1 : {0, 1}∗ → ZZ∗

q . We
denote the set ZZ∗

q = ZZq \ {0} where 0 is the zero element of the field ZZq.
2. KeyGen: The algorithm generates the original signer Alice’s secret/public

key pair (xA, PA = xAP ) and the proxy signer Bob’s secret/public key pair
(xB , PB = xBP ).

3. ProxyKeyGen:
(a) Alice computes DAB = xAQB. Here, QB = H0(IDB, PB , mw). IDB is

the identity of the proxy signer Bob, PB is the public key of Bob, and
mw is the warrant. Alice then sends DAB to Bob.

(b) Bob verifies whether ê(DAB, P ) = ê(QB, PA).
As a result, Bob obtains his proxy key (xB , DAB).
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4. ProxySign: For a message m, Bob computes σ = 1
H1(m)+xB

DAB. The proxy
signature on the message m is σ.

5. ProxyVer: To check whether σ is a valid proxy signature, any one can check:
ê(σ, H1(m)P + PB) ?= ê(QB, PA). If the equation holds, the receiver accepts
it as a valid proxy signature; otherwise, rejects it.

The correctness of the scheme can be verified:

ê(σ, H1(m)P + PB) = ê(
1

H1(m) + xB
DAB, H1(m)P + PB)

= ê(
1

H1(m) + xB
DAB, (H1(m) + xB)P )

= ê(DAB, P ) = ê(QB, PA)

6 Security Analysis

6.1 Unforgeable Against Type II Adversary

Theorem 2. Let AII be a type II adversary who can get a valid signature of
our scheme with success probability SuccEF−CMA

AII ,SPS . In some polynomial time t,
he can ask qH hash queries to the hash function H1 and qS sign queries and qV

verify queries, then there exits B who can use AII to solve an instance of CDH
problem with the success probability

SuccCDH
B,G1

= SuccEF−CMA
AII ,SPS

in the same polynomial time t.

Proof. Given P1 = aP, P2 = bP for some unknown a, b ∈ ZZ∗
q , we will show how B

can use the type II adversary AII to get the value abP . Let’s recall the definition
of the type II adversary AII . This type of adversary AII only has the secret key
of the proxy signer Bob.

B chooses c ∈R ZZ∗
q and sets the original signer’s public key PA = P1 =

aP , the proxy signer’s public key PB = cP and QB = P2 = bP . B returns
(P, PA, PB, QB, c) to the Type II adversary AII . AII can ask most qH PHash
Queries and qS PSign Queries to the PHash Oracle and PSign Oracle respectively.
AII can additionally request the PublicKey Oracle of the other proxy signer’s
public key he is interested in. B will act all these oracles in our proof. Af-
ter all the queries, AII will output a valid proxy signature (m∗, σ∗) such that
ê(σ∗, H1(m∗)P+PB) = ê(QB, PA). Here, we assume that m∗ has been queried by
AII to the PHash Oracles before he outputs the signature σ∗ of the message m∗.

In the proof B maintains a list, H-List, to record all the PHash Queries and
the corresponding answers. B also maintains another list PK-List to record the
public key queries and the corresponding answers. We assume that before AII

asks the PSign Queries with the ith user is proxy signer, AII has obtained the
public key Pi and Qi of the ith proxy signer from the PublicKey Oracle.
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1. Public Key Queries: In this process, AII can ask the Pi and Qi of the ith

proxy signer with the identity IDi. For each request, B chooses xi, yi ∈ ZZ∗
q ,

and sets Pi = xiP, Qi = yiP . B then adds (IDi, xi, yi) to the PK-List and
returns (Pi, Qi) to AII .

2. PHash Queries: In this process, AII can ask at most qH PHash Queries. For
each request mi, B first checks the H-List:
(a) If there is an item (mj , hj) in the H-List such that mj = mi, B sets

H1(mi) = hj and returns hj as the hash value of mi to AII .
(b) Otherwise, mi has not been requested to the hash oracle. B chooses

hi ∈ ZZ∗
q such that there is no item (·, hi) in the H-List. B then adds

(mi, hi) into the H-List and returns hi to AII .
3. PSign Queries: In this process, AII can ask at most qS PSign Queries. For

each request (mi, IDk) chosen by AII , B first checks the H-List:
(a) If there is an item (mj , hj) in the H-List such that mj = mi, B obtains

H1(mi) = hj .
(b) Otherwise, mi has not been requested to the hash oracle. B chooses

hi ∈ ZZ∗
q such that there is no item (·, hi) in the H-List. B then adds

(mi, hi) into the H-List and sets H1(mi) = hi.
After the check of H-List, B returns σi = 1

hi+xk
ykPA to AII as the signature

of mi under the original signer A and the kth proxy signer.

After all the queries, AII outputs (m∗, σ∗) such that ê(σ∗, H1(m∗)P + P ∗
B) =

ê(QB, PA). That is σ∗ = 1
H1(m∗)+cabP . Therefore, B computes (H1(m∗)+c)σ∗ =

(H1(m∗)+c) 1
H1(m∗)+cabP = abP . Therefore B can also solve an instance of CDH

problem with the probability SuccCDH
B,G1

= SuccEF−CMA
AII ,SPS .

6.2 Unforgeable Against Type III Adversary

Theorem 3. Let AIII be a type III adversary who can get a valid signature
of our short proxy signature (SPS) scheme with probability SuccEF−CMA

AIII ,SPS . In
polynomial time t he can aske qH hash queries to the hash function H1 and qS

sign queries and qV verify queries, then there exists another adversary B also
uses AIII to obtain a valid signature of ZSS signature scheme [5] with the success
probability

SuccEF−CMA
B, ZSS = SuccEF−CMA

AIII , SPS

in the same polynomial time t.

Proof. There two adversaries, AIII and B in our proof. AIII is the Type III
attacker of our proposed short proxy signature(SPS) scheme and B is the adver-
sary of ZSS signature scheme [5]. We will show that given Bob’s public key PB ,
how B can use AIII to obtain Bob’s valid signature of ZSS scheme in [5]. As
presented in [5], B can ask Hash Query and Sign Query to his own Hash Oracle
and Sign Oracle.

In the proof, AIII can ask the PHash Query and PSign Query. B will act as
these three oracles. B chooses a, c ∈ ZZ∗

q and sets Alice’s public key PA = aP and
QB = cP . Then, B returns PA, PB , QB, a to the adversary AIII . AIII can ask
the following queries:
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1. PHash Queries: In this process, AIII can ask at most qH PHash Queries. For
each request mi, B submits mi to his own Hash Oracle and obtains the result
hi. B also returns hi to A as the answer.

2. PSign Queries: In this process, AIII can ask at most qS PSign Queries. For
each request mi, B submits mi to the Sign Oracle and obtains the result
σ̂i. Then B returns σi = acσ̂i to AIII as the answer. Note that σi is a
valid proxy signature, this is true because σ̂i is Bob’s valid signature of ZSS,
that is ê(σ̂i, H1(mi)P + PB) = ê(P, P ). Therefore ê(σi, H1(mi)P + PB) =
ê(acσ̂i, H1(mi)P + PB) = ê(σ̂i, H1(mi)P + PB)ac = ê(cP, aP ) = ê(QB, PA)

After all the queries, AIII outputs (m∗, σ∗) such that m∗ is not requested in
the PSign Queries and ê(σ∗, H1(m∗)P + PB) = ê(QB, PA). Then B computes
σ̂∗ = (ac)−1σ∗ and (m∗, σ̂∗) is Bob’s valid signature in the scheme presented
in [5]. This is true because: ê(σ̂∗, H1(m∗)P +PB) = ê(σ∗, H1(m∗)P +PB)(ac)−1

=
ê(QB, PA)(ac)−1

= ê(cP, aP )(ac)−1
= ê(P, P ). That is to say B also find a valid

signature of ZSS signature scheme [5] with the probability SuccEF−CMA
B, ZSS =

SuccEF−CMA
AIII , SPS in the same polynomial time t.

7 Conclusion

In this paper, firstly we pointed out that the construction of short proxy sig-
nature (OIO scheme) in [4] is insecure. We proceed with a formal definition of
short proxy signature scheme, together with three types of adversarial model.
Finally, we presented an efficient and short proxy signature, which outperforms
any existing proxy signature in terms of signature length, and proved that the
scheme is secure in the random oracle model.
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Abstract. In the ubiquitous computing environment new service components 
should be able to connect to networks at any time, and clients also should be 
able to use them immediately even without extra settings. Jini is one of the 
widely used middlewares today. Although event management is an essential 
component of ubiquitous middlewares, Jini is distributed without event man-
agement service. Accordingly, we design and implement the event manager 
based on Jini and suggest three methods in which only right event consumer can 
listen to the event using Access-Control Lists and SPKI/SDSI certificates. In 
the proposed method, our event manager controls the access of events by put-
ting trust checking engine on Jini. 

1   Introduction 

We only assume a dim prospect of what the ubiquitous computing enabled future 
might perhaps bring and do not clearly know what is coming. For this reason, we do 
not know in what ways the ubiquitous computing scenario can be abused by ingenious 
attackers and do not know who the attackers are going to be. 

The important thing is to identify which objects exactly we want to protect. The ur-
gent object to be protected is the event, among many of those objects. There are various 
events ranged from low level signals generated by sensors to deduced valuable informa-
tion in high level. Users in the ubiquitous computing environment should be able to 
adapt themselves to their current context information and high level information gener-
ated by these events. If user’s event information is illegally achieved, someone can 
illegally generate a dossier that all the event information issued in the supermarkets, 
airports, bookstores, or banks are merged and also use it without user’s acknowledge-
ment. Above all, the event management is important because the illegal modification of 
generated events results in a wrong adaptation of users who use the event.  

                                                           
*  This research was supported by the MIC (Ministry of Information and Communication), 

Korea, under the ITRC (Information Technology Research Center) support program super-
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Jini, the Home Network middleware helps new service components connect to 
Home Networks at any time and helps clients promptly use them without extra set-
tings, and even in the case of service component upgrade, the existing client service 
can operate with no problems. However, there is no event service implemented in 
Jini. Instead, it provides JavaSpace, storage system based on object and attributes in 
order to use various service objects.  

By modifying the JavaSpace, we develop the event manager to manage events and 
control the access of events in order that only right users with the authority granted by 
the event generator can take event.  

This paper consists of as follows; 
Chapter 2 shows related researches, and chapter 3 explains the design and imple-

mentation of event management system based on JavaSpace.  Chapter 4 suggests 
three methods to control the access of events by event manager, using SPKI/SDSI 
certificates and ACLs(access control lists). Chapter 5, among those three methods, 
describes the prototype of the second method which is adaptable in actual life and 
compares other event manager services. Finally, chapter 6 makes a conclusion and 
further research works. 

2   Related Researches 

Among middlewares of ubiquitous computing environment are Gaia, M3-RTE, 
Aura[1,2,3], etc.  Each has the similar structure in its event system, however, does not 
include the security. 

One of middlewares is the Gaia of the University Illinois under active research. 
The event manager of Gaia[4] satisfies many of general needs in event management.  
The event manager distributes load among multiple machines. It creates event channel 
factories remotely on pre-configured machines whenever it decides that the existing 
event channel factories are already overloaded. The event manager is also responsible 
for recreating those channels if any supplier of events complains that the particular 
event channel no longer exists. In essence, the event manager keeps state for the chan-
nels it creates and recreates them if they crash, transparent to the event consumers. 
Event manager service implementation of Gaia makes use of CORBA event service 
as the basic event storage. Nonetheless, Gaia depends on the basic security policy in 
the event manager as well. 

Another is the Context Observer of Carnegie Mellon University. It provides infor-
mation about the physical context and report events in the physical context back to 
Prism and the Environment Manager. Prism and the Environment Manager are com-
ponents of the Aura[3]. Context Observers in each environment may have different 
degrees of sophistication, depending on the sensors deployed in that environment.  

3   Event Management System Based on JavaSpace 

Jini[5] is a middleware in composing the home networking. The purpose of Jini is to 
accomplish “Network plug and Work”. Although new printer components are con-
nected to network, Jini should be what clients immediately use it without extra setup. 
Also despite the upgrade of service components, it has no problem in running the 
existing client with no extra setting.  
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Although event management is a necessary component of ubiquitous middleware, 
Jini is now being distributed with no event management service. This section de-
scribes how we design and implement the event manager which manages events, 
using JavaSpace[5].  

3.1   Process Procedure of Event Service 

Our event manager (JS-EM : Event Manager based on JavaSpace) is made by modify-
ing JavaSpace[5]. The procedure that the event consumer takes events generated by 
the event producer is as follows:   

1. As JS-EM itself is registered as service in the Jini LookUp service, the event 
consumers or the event producers can search the JS-EM and use it. An event 
consumer registers herself to JS-EM as a listener of the event he or she is inter-
ested in.   

2. JS-EM takes the stub of event listener for the communication with the event con-
sumer through web server and by doing this, there accomplishes the channel be-
tween event listener and JS-EM. 

3. The event producers write its events to the JS-EM. 
4. Events written to the channel in JS-EM are transmitted to the event consumer via 

previously registered event listener. 

Our event manager provides a model for decoupled communication among event 
consumers and event producers. It allows creating and deleting channels. And through 
our event manager service, the context management service is able to generate the 
high level context information.  

3.2   Modified JavaSpace 

JavaSpace is found through lookup service as similar to other services of Jini and 
used through Proxy. JavaSpace is in charge of saving objects.  In order to use JavaS-
pace as event manager, some of problems should be solved in advance. If the event 
producer writes the event to JavaSpace through write( ) operation, one of APIs of 
JavaSpace, the event consumer takes the event through read( )  operation. 

Because, however, this JavaSapce of the general structure does not fully play a role 
as event manager, we add necessary interfaces into JavaSpace and modify some 
Classes of JavaSpace. Our event manager made by using the modified JavaSpace will 
be reused with the enlarged function when we implement Prototype of our Event 
Manager in Chapter 5. 

4   Methods of Secure Event Management Using SPKI/SDSI 

Ubiquitous services must appropriately adapt to the context information of the user. In 
need of privacy protection and proper adaptation, context information should be gen-
erated from the accurate event information and only right possessor of the authority of 
the event should utilize it.  

The ad hoc network environment introduces fundamental new problems. One is the 
absence of an online server, and another is secure transient association. Authentica-
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tion is one of the most interesting security problems in ad hoc networking, because 
much of the conventional wisdom from distributed systems does not quite carry over. 
For solving these problems, we use SPKI/SDSI(Simple Public Key Infrastruc-
ture/Simple Distributed Security Infrastructure) certificates.  

This chapter, after summarizing the name certificate and authorization certificate 
structure and certificate chain discovery algorithm, describes three methods suggested 
by us in order to control the access to the event.  

4.1   SPKI/SDSI Name Certificate and Authorization Certificate 

4.1.1   Name Certificate 
SPKI/SDSI Name certificate is binding between subject and local name. Local name 
is defined at any rate based on public key of issuer. Name certificate consists of 4-
tuple[6]. 

<Issuer, Local Name, Subject, Validity> 

The principals are public-key in SDSI. Issuers sign certificate with his or her pri-
vate key. Local name, the one that issuer hopes to bind with the subject, consists of 
public key of issuer and more than one principal. Name in SDSI is defined only lo-
cally. The issuer controls the name space.  

 Subject is a principal or a name, which is the target bound to the Local Name and 
simultaneously receiving the certificate. If subject has a name, then that name has no 
global meaning but is defined only by the principal whose name space it is in. The 
name can only be bound to a key by a name certificate issued by the principal control-
ling the name space. What is assigned to subject is public key or local name com-
posed of more than one public key or more than one local name. Validity is the period 
during which this certificate is valid. 

4.1.2   Authorization Certificate 
Authorization certificate is the one that certificate issuer gives some other subject the 
right to access a resource, such as reading a file. Authorization certificate is the same 
with the name certificate excluding the authorization-tag which grants authority to the 
subject and it has delegation bit.   Authorization certificate consists of 5-tuple as fol-
lows[7]. This certificate can be combined with other certificates to create a chain of 
authorization, and it can be verified when accompanied by a valid signature. 

<Issuer, Subject, Delegation bit, Authorization-tag, Validity> 

4.1.3   Certificate Chain Discovery in SPKI/SDSI 
Certificate Chain Discovery Algorithm”[8] is the one that searches, in his certificate 
cash, the name certificates and authorization certificates related to the subject in ACL 
transmitted from the server. Generally, clients run this algorithm. 

The inputs of this algorithm are ACL(access-control list) for a protected resource 
and a collection of SPKI/SDSI certificates that client store in her or his certificate 
cash. This algorithm determines whether a given principal or set of principals, repre-
sented by their public keys, is authorized to access the protected resource. 
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4.2   Secure Methods to Manage Events 

This section suggests three methods to manage events and implement the prototype of 
the second method, by judging that it is appropriate to the current ubiquitous envi-
ronment among three methods  

4.2.1   ACL and Encoded Event 
When the owner of the event producer first installs a sensor, it provides the sensor 
with ACLs in secure satisfactory solution – physical contact. The ACL is the same 
with security policy that an owner of the sensor provides authority to use her event to 
a principal. As the event producer issues events, it sends encoded events and ACLs to 
an event manager, and the events are saved in the channel matching event type. Since 
then, the event producer sends only the encoded event objects generated into the re-
lated channel, managed by event manager.  

After the event consumer registers herself to the event channel, the event manager 
sends all listeners of the event the encoded event and the ACLs related to the event. 
Accordingly, the event consumer able to decode the ACLs can also decode the en-
coded event and takes an action for adaptation.  

4.2.2   SPKI/SDSI Certificate Manager in Middleware 
Clients in ubiquitous computing environment are gadgets of micro-sized and low 
battery and most of them with no computing power. Consequently, gadgets have limit 
on computing to check trust relations.  

Our second method to securely manage events is that only the event consumer who 
has proper right for any specific event can have the right to register herself as the 
listener of that event to event manager. Accordingly, in order to register oneself as the 
event listener, the event consumer requests JS-EM to check whether itself has the 
right registration authority, or not by sending its possessing SPKI/SDSI name certifi-
cates, authorization certificates, and event listener objects. After the checking process 
is complete, if the event consumer is estimated as the authorized one, JS-EM registers 
it as the listener of the event, if not, JS-EM destroys the registration.  

More details of this method are explained in chapter 5.  

4.2.3   Event Consumer Verifying Trust Relationship 
This method is most suitable for the event consumer in case of having computing 
ability. This method is similar to 4.2.2, but it is differ that the event consumer checks 
the trust relationship between subject of ACL and herself. The event consumer regis-
ters herself as an event listener on event channel in JS-EM related to the event. At 
first, the event producer sends ACLs to the channel that JS-EM manages. And after 
then, the event producer sends only plain event objects to the channel. If the event 
producer writes the event to the JS-EM, the JS-EM requests to verify the authority by 
returning the ACL related event channel to the event consumer. The event consumer 
inputs both of name certificate and authorization in his or her cash and just received 
ACL in “Certificate Chain Discovery” algorithm so as to verify that it owns the au-
thority to bring out the event. If he finds a certificate chain, he sends the chain to the 
JS-EM then the JS-EM sends the related event to the event consumer.  
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5   Prototype Implementation and Analysis  

5.1   System Implementation  

Our prototype is implemented in Linux/Windows OS, JDK 1.3 and Jini 1.2 develop-
ment environment. We implemented our event manager by modifying JavaSpace as 
described at chapter 3. In this chapter, we explain prototype in order for only right 
users to take the event. Our prototype checks whether the event consumer is author-
ized to access the event or not by communicating between event manager and certifi-
cate manager. We define and use ACLs and SPKI/SDSI certificates for this trust 
checking, and extend the event manager we already implemented. We make and add 
the LRM(listener registration manager) and SSCM(SPKI/SDSI certificate manager) 
into Jini. 

ACL involves security policy, which the event producer delegates authority to the 
event consumers for receiving the event. When an event sensor is installed, owner of 
the sensor provides her sensor with ACLs describing event authorization policy. Since 
then, the owner of sensor can modify or add another ACLs if necessary. A JS-EM is 
registered as services in the Jini LookUp service, and the event consumers or the 
event producers search the JS-EM. Now they are able to use it. 

The procedure that only the right event consumer takes the event generated by the 
event producer is as figure 1. 
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Fig. 1. Secure event management scenario in extended Jini 
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1. When installing, the event producer, sensor1, sends both ACLs and event type 
that she owns to the SSCM. Speaking in more detail, when sensor1 boots, sen-
sor1 sends the trust verification information, a type of class objects containing 
ACLs and event types, to JS-EM. As SSCM was already registered as a listener 
to receive the trust verification information, JS-EM just notifies this information 
to the SSCM. Since JS-EM and SSCM are in TCB(trusted computing base) rela-
tionship, SSCM securely stores pair of the event type and ACLs into its cash. On 
the other hand if an event consumer, gadget1, wants to listen to event type E1, it 
will sends a chain of its certificate list, an event type E1, and own listener for that 
event to JS-EM. 

2. LRC of JS-EM takes a role of registering listener of event type for the interim 
period and locks event objects of the event type not to be taken away for that 
time. JS-EM takes the stub of the event listener for the communication with the 
event consumer through web server and by doing this, they accomplish the chan-
nel between event listener and JS-EM. And then, LRC relays the event type and 
certificates to SSCM within TCB and requests to check whether it has the proper 
authority.  

3. SSCM checks the authority of the event consumer by using the certificate chain 
discovery algorithm. 

4. SSCM returns a boolean value as the result to the event consumer 
5. If the returned Boolean value from the SSCM is true, LRC remains the listener 

as it is and sends a message of registration permission to the event consumer. If 
false, it sends a message saying “denied” and annul the registered listener. 

6. Now sensor 1 issues an event object and writes it on JS-EM. 
7. JS-EM notifies the events to the listeners of the event objects written by 6. 

5.2   Structure of the Components in Our Prototype  

When installing sensor, the owner of the sensor or the domain administrator saves 
ACLs by using secure ways, such as physical contact. When a sensor is activated, it 
takes procedures to send own ACLs and event type to SSCM via the event manager. 
The simple explanation of the components consisting of our prototype is as follows. 

5.2.1   ACLs 
The structure of ACLs also is composed of 5-tuple like authorization certificates.  The 
example specified below is our ACL’s structure.  

< Kdomain_admin, Kgadget1, 0, “permit”, ((05-06-01, 05-08-20)∧(13:50:10, 16:20:35)) > 

This ACL means that gadget1 can take the sensor’s events during the valid expira-
tion date. To send this ACL to SSCM, the event producers use the API function write( 
) of  JS-EM.  

JS-EM.write( eventType, ACL-List, LeaseTime) 

5.2.2   SPKI/SDSI Certificate Manager. 
SSCM(SPKI/SDSI Certificate Manager) scrutinizes whether legitimate authorization 
link ranged from a principal of SPKI/SDSI certificates presented by the event con-
sumer to the subject in ACLs, connecting to the event type stored in own cache is 
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existed. This test is achieved by using the certificate chain discovery algorithm. Then, 
SSCM returns a boolean value to the LRC. 

5.2.3   Listener Registration Controller 
LRC(listener registration controller) is needed to register only the listeners who have 
the authorized rights, so that only registered event consumers can listen to the events 
for given specific event types. Once LRC receives the event type, SPKI/SDSI certifi-
cates, and listener from a event consumer, it registers the event listener and requests the 
SSCM to check whether the event listener can take event objects of the event type or 
not. If LRC receives a true value, it keeps the listener registered. If not, it returns denial 
message to them and destroys the listener. The algorithm LRC performs is as Figure 2. 

Algorithm: Listener Registration( ET, NCL, ARCL, LS ) 
 
Inpu t :   ET,   /*   Event Type   */ 

 NCL,   /*   Name Certificate List   */ 
 ARCL,  /*   Authorization Certificate List   */ 
 LS  /*   Listener of one event type   */ 
Method: 

begin  
Boolean result;                        /* permit or deny */ 
result = SSCM.checkTrust(ET, NCL, ARCL);   /*request SSCM to check*/ 

     registerListener(LS);                           /*   Listener registration   */ 
eventLock(ET);                     /*   Locking object of the EventType   */ 

   if( result == TRUE )    /*   if she has right authority   */ 
           sendMessage( “Permitted Listener” );  /*  send Permit Message  */ 
   else           /* if she has not authority   */ 
           begin   
                sendMessage( “Denied Listener” );      /*send Deny Message */ 
                unregisterListener(LS);         /* revoke the Listener registered */ 
           end 

eventUnlock(ET);     /* Unlocking object of the EventType   */ 
end  

Fig. 2. Listener Registration Algorithm 

5.3   System Analysis  

While Gaia event manager service uses basic event storage of CORBA, our JS-EM 
uses the modified JavaSpace. Gaia has not controlled the access to events. However, 
our service can do it by using ACLs and SPKI/SDSI certificates. Event Type is fixed 
in Gaia, but it is not fixed in our event manager. Both Gaia and ours allow multi event 
channels and the fact that those event channels are able to be distributed where multi-
computing machines are common.  

The table 1 is  the comparison of our event manager service  and other event service.  
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Table 1. The comparison of our event service and Gaia 

 Gaia’s event service Our JS-EM 

Basic event storage CORBA modified JavaSpace 
Event access control Not yet Yes 
Multi event channel Supported Supported 
Event Type Fixed Unfixed 
Loading channel On multi machine On multi machine 

6   Conclusions and Further Work 

By using JavaSpace, we implement event management system among middleware 
components suitable for ubiquitous computing. We also suggest three methods in 
order to manage events safely, and design and implement the second one among those 
three, because now there is a computing power limitation to gadgets or sensors. 

For the purpose of controlling events, we expanded JINI by adding event manager 
and certificate manager, which are not existed in JINI. This is to provide events only 
to the event consumer with right authority by interactions between event manager and 
certificate manager. This paper focuses on where the streamline of event should be 
controlled rather than the performance of event manager  

The common language for expressing security policy such as ACLs is important 
because it can be moved through networks. In order to solve this problem, policy-
decision-point(PDP) module can be implemented by using XML. We also will im-
plement PDP in SSCM who understands XACML(extensible access control markup 
language) rule context for event producers.  
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Abstract. This paper introduces a novel approach to enhancing safety through
RFID technology, location tracking, and monitoring person-object interaction.
We design and develop RFID-based wearable devices for (1)tracking people’s
locations, (2)monitoring person-object interactions, and (3)tracking objects’ lo-
cations. An intelligent object reminder and safety alert system is proposed to
relief the common safety-related worries many of us face in our everyday lives
- “Where did I leave my keys?”, “Did I turn off the stove?”, or “Did I close all
the windows in my house?” etc. Experimental results on the precision of object
identification and location tracking are also presented.

1 Introduction

This research aims to design an intelligent alert system by tracking the behavior of
users living within the space. By attaching cheap, readily available, passive RFID tags
on everyday objects, such as wallets, key chains, briefcases, shoes, spoons, trash cans,
refrigerators, paintings, floors and doors, etc. and embedding tiny, mobile RFID read-
ers on wearable personal items such as rings or a watches, the smart environment can
unobtrusively monitor human interactions with these RFID-tagged objects in the phys-
ical space. By monitoring such person-object interactions and tracking people’s indoor
locations, we can infer high-level safety-related activity context, such as a person who
turns on a stove in the kitchen (touching the stove knob) and then walks away for a long
time (he/she may forget to turn off the stove), a person who opens a window and then
leaves home (he or she may be in a risk of burglary), a left-along toddler who holds
small items (such as coins, buttons, marbles, beads) and is in high risk of choking on
them, etc.

In Section 2, we start by describing the hardware devices and infrastructure. Sec-
tion 3 presents the proposed multiagent system architecture. Experimental results are
given in Section 4, followed by related work and conclusion in Sections 5 and 6.

2 Hardware Devices

In the proposed system, we attach short-range RFID tags to everyday objects for iden-
tification. Meanwhile, RFID readers are embedded in wearable personal items, such as
finger rings or wrist watches, to identify tagged objects that are being handled by the
user.

T. Enokido et al. (Eds.): EUC Workshops 2005, LNCS 3823, pp. 499–508, 2005.
c© IFIP International Federation for Information Processing 2005
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For location tracking, a user carries a PDA equipped with the Ekahau Positioning
Engine 2.1 (EPE). It utilizes existing Wi-Fi network infrastructure to to facilitate user
mobility and asset visibility.

3 System Architecture

Two kinds of sensed data are used in our system. As Figure 1 depicts, one sort is RFID-
tagged object and the other one is Wi-Fi signal via WLAN network. Our system is
a multi-agent based system equipped with wearable RFID reader and Ekahau Wi-Fi
software positioning engine. Besides, three agents are built to manage sensed data and
cooperate in our system.

The first is Object Tracker Agent. From our wearable RFID-Tag reader, it can read
the tag id embedded on the surface of objects. Furthermore, it can identify the object
from its tag id, and other properties such as category, owner and RFID information that
the object has from its object domain mapping.

RFID ReaderPositioning Engine

Object Tracker AgentLocation Tracker Agent

Service Agent

Object
mapping

Location
mapping

Object TaggedWi-Fi Signal

coordinate tagid

location object

Service2 Service…Service1 Service n

Fig. 1. System architecture based on multi-agents system

The Location Tracker Agent can receive the data transmitted from Ekahau Wi-Fi
positioning engine. The Ekahau positioning system returns the coordinates of people’s
location. The Location Tracker Agent translates the coordinates into places that people
can understand.

The last agent is Service Agent. It can supply services to people. The Service Agent
can communicate with Object Tracker Agent and Location Tracker Agent, while people
want certain service. The details are presented in section 3.3.

Finally, we will describe how the agents communicate, pass message, and parse mes-
sage to handle the request.
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3.1 Object Tracker Agent

Our Object Tracker Agent is a reactive agent. Based on the RFID system, it can percept
the object when human touched.

Object Recognition. The Object Tracker Agent can recognize the object that the per-
son held. And it is able to process the data in logic, because it can use rules to make
inference, choose courses of action and answer questions. What is the knowledge base
in the Object Tracker Agent? We built an object domain with an explicit description of
an object. Besides, Object Tracker Agent not only maintains the data of objects, it can
also communicate with other agents through a interaction protocol.

3.2 Location Tracker Agent

In EPE 2.1, the location means a coordinate in a plat map with a layer of certain build-
ing. But for our Location Tracker Agent, it can recognize the physical location of the
person, instead of just a coordinate.

Location Tracking with Mobile Device. Location Tracker Agent is built in our note-
book which has installed EPE 2.1. And Ekahau Client is installed in the notebook and
PDA. EPE 2.1 will monitor the location of Ekahau Clients. If the location changing,
Location Tracker Agent captures the current time and stores the location information
in its repository. It translates the location information into Area instead of the coordi-
nate return from EPE 2.1. Area means a block like lab room, toilet, hallway, and so on.
Figure 2 shows the Area we defined in our experimental environment.

3.3 Service Agent

The Service Agent can supply various services while people request. First , we imple-
mented the simple combination of Location Tracker Agent and Object Tracker Agent
to find the location of an object. Last, we set rules to detect if any dangerous object ever
touched by human, and monitor the interaction between human and objects.

Object Locating. Figure 3 describes a simple scenario for our Object Locating Service.
The situation occurs to everyone in our daily life. Searching a certain thing is really
tedious for people, especially when we need the item in emergency. So how to find
the item as soon as possible is a really practical problem. We solved the problem with
combination of object and location information.

Safety Alarm. In the same scenario, we describe another scenario in Figure 4 to pro-
vide our Safety Alarm Service. The service can remind John to avoid an accident due
to his carelessness.

Service Features. Our services focus on some practical problems and have many
features.

First, our smart device is a wearable item that embedded a RFID reader, and a per-
sonal server in his pocket. Second, our system is no range limit. Second, our smart
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Fig. 2. The 3rd floor plan of Computer Science and Information Engineering building at National
Taiwan University

When John came off work, he may put his key chains
on the hallway, then go to the living room.

In the living room, he may put his bag on the sofa, and 
go to his bedroom. 

He wants to take a shower. So he takes off his clothes 
and move his wallet from the pocket to his bed. After 
taking a shower, he goes to the kitchen for cooking.

After having a dinner, he wants to take a walk outside. 
So he needs to find out his key chains. At that time, 
Object Locating Service could help him find out his key 
chains in a short time. John doesn’t need to waste his 
time and energy searching for each room or place at 
home.

Fig. 3. Object Locating Scenario
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When John is cooking in the kitchen. A “phone ring”
event may occur, so he would like to answer the phone 
in the living room.

John may talk to his friend for a long time and forget to 
turn off the gas burner in the kitchen. A fire accident 
may occur from his carelessness.

Safety Alarm Service can remind him to turn off the gas 
burner because the service agent keeps track the 
object interaction with him and locates his position at 
home continuously.

Fig. 4. Safety Alarm Scenario

device is easy to use, because our smart device is an agent-based system. We design
and implement a multiagent system, so our system can update automatically. In other
words, our system is less demand for user intervention because of the autonomous of
agents, the person will have a clear user interface, and needn’t to set any preference in
advance.

3.4 Agent Communication

The communication of our agents is a FIPA like contract interaction protocol specifi-
cation. Our communication message format contains the identification of which agent
sends a request, and which action that the agent requests another agent to do, and the
time when an agent makes a request, and other information needed to pass to another
agent. When the agent received a request, it can understand the meaning of the request,

Table 1. Communication Messages

Messages for Object Locating
Sender Receiver Request Time Stamp Content

Service Agent Object Tracker Agent request object system time object name
Object Tracker Agent Service Agent — system time time or location
Service Agent Object Tracker Agent get location system time object name
Location Tracker Agent Service Agent — system time object location

Messages for Safety Alarm
Sender Receiver Request Time Stamp Content

Service Agent Object Tracker Agent dangerous object system time —
Object Tracker Agent Search Agent — system time Yes or No
Service Agent Location Tracker Agent location changed system time —
Location Tracker Agent Service Agent — system time Yes or No
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and response to the request, therefore the agents can negotiate with each other. Table 1
is the message format that we defined for agents.

Agents in Object Locating Service. People always forgot the location where they put
their object, the service of Object Locating will remind him his missing object. Figure
5(a) shows the detail of interaction among agents in Object Locating Service.

Object Locate

Invoke
Service Agent

Invoke
Object Tracker Agent

Return Location

Hidden Location 
Property

Invoke Location
Tracker Agent

Request for 
Positioning System

Return Location

Yes

No

(a) Object Locating

No

No

Safety Alarm

Invoke
Service Agent

Request to Location
Tracker Agent

Alarm

Location

Changed

Long Time

Passed

Request to Object
Tracker Agent

Dangerous

Object

No
Yes

YesYes

(b) Safety Alarm

Fig. 5. Activity Diagram for Object Locating and Safety Alarm Services

Agents in Safety Alarm Service. People may ask the service of Safety Alarm to guard
their safety in home or other places. The Service Agent will invoke Object Tracker
Agent to monitor whether the object user touched has any potential danger, such as
steam iron or gas burner. Figure 5(b) shows detail of agents’ activities for this service.

4 Experiments

We conducted our experiments in the 3rd floor of the Computer Science and Information
Engineering at National Taiwan University. And we put everyday objects with RFID
tag in our laboratory. Besides, we are equipped with wearable item with RFID reader,
and use RS232 transmission line to connect our personal server. Figure 6 shows the
equipments and objects we touched in the experiment.
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Fig. 6. Equipments and objects we touched in the experiment.

4.1 Object Recognition

We tested several objects when we touched the object in a certain condition. First, we
attached lots of tags to our everyday objects. Objects include camera, microwave switch,
book, wallet, PDA, mobile phone, mouse, pitcher, bowl, and spoon. These objects are
placed in our laboratory. We used our wearable item with RFID reader and PDA as our
sensing devices. We tested 20 times for each object.

Table 2 shows the experimental results for object identification. If the object is small
enough to hold in hand, the precision will be higher, such as PDA, mobile phone and
spoon. In order to have better performance, we suggest that the tag must be attached

Table 2. Precision for tagged object reads

Object Name Test Condition Tag Position Success Reads Precision (%)

Digital camera Taking pictures Left hand side 18 90
Microwave switch Turning on Switch 8 40
Book Reading Cover 16 80
Wallet Retrieving money Back 14 70
PDA Holding Back 18 90
Mobile phone Talking Back 19 90
Mouse Web browsing Middle 14 70
Pitcher Holding Side 11 55
Bowl Drinking Side 10 50
Spoon Spooning up Handle 19 95
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to the objects according to human’s behavior. The performance of object recognition is
decided by the human’s behavior and the interference of radio frequency.

4.2 The Problem in Location Tracking

We tested our Location Tracker Agent in the 3rd floor of the Computer Science Infor-
mation Engineering building at National Taiwan University. We find several factors that
will influence our results.

EPE 2.1 uses Wi-Fi networking technology, and the signal strength is not stable.
Numbers of people, objects changed in the environment and the geography of access
points will influence the signal strength that the client received. So the estimation of lo-
cation position may have inaccuracy. If the rectangle of an area is too small, and the EPE
2.1 is unstable, then the location of device will change easier in different area. There-
fore the size of our rectangle area is also an important issue in our research domain.
Too big would lead user into a confusion about the location, and too small, the change
would give user error information. Sometimes, the device doesn’t change its location,
but the result shows that it changed. Some areas like hallway (shown in Fig 2) have this
problem seriously, because hallway is a narrow area, the system may misunderstand it
as a room easily.

5 Related Work

People already use many kind of assistant tools for managing their daily routines and
schedule. Reminder tools like to-do list or post-it note are very common used in our
daily life to assist people to remember what they need to do next or bring something
they forget. While tasks and plans are getting more and more complex, technology like
personal information manager (PIM) or electronic calendar, can help us easily handle
complicated and numerous personal objects. When we are now in pervasive computing
environment, taking advantages of rich contexts provides such reminder system more
features and intelligence. CybreMinder [1] is an early research of using context infor-
mation for delivering messages via different ways in right situation. Messages can be
voice message, e-mail or displaying on nearby displays. The user context here can be a
person, location, time, activity, etc. In the similar way, Gate Reminder [2] also tries dif-
ferent reminding ways through different kind of interfaces deployed in a future smart
home, as its name, this project sets up a home appliance located in the front door to
achieve transparent interaction using RFID technology. The RFID reader will real time
capture people and objects identification by passive tags, match home member’s item
list with their predefined schedule, then provide the effective reminders according to the
right contexts. In their work, a series of design principle and user studies were given.

Another kind of application aims to use reminder as the assisted cognition tool for
caring the elders and people with memory impairment. Autominder [3] is a project to
support activity reminder and help clients remain their daily living activities, such as
eating, performing hygiene, taking medicine and toileting. It keeps the client’s activity
model for further planning and has scalability for addition or modification of an activity.
This system can be further implemented on a nurse robot for home care.
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While wearable computer and sensor technology are easily deployed and embed-
ded into system, collecting contexts is thus no more a complicated mission. One of the
most potential topic of context inference is to infer human activity. A possible approach
is to detect person-object interaction with a wearable device [4]. Recently, many re-
searchers interest on exploiting RFID technology for person and object identification,
furthermore, they can track what they have identified. The main concept is to perceive
interaction between human and physical world [5]. Schmidt et al [6] suggest a wearable
RFID-tag reader to handle tagged objects among explicit human-computer interaction.
Pederson [7] has a similar device worn on his finger to track knowledge work actions
in the office environment. The difference from his work and former systems is that he
considers the location context, but sensing range is restricted in the local office.

The Guide project develops the iGlove [8, 9], a glove-based RFID reader with wire-
less communication, to infer activities of daily living. They successfully infer different
types of activity from object-touch sequence. However, they do not combine location
information to enhance the inference accuracy. The closest to our approach in the appli-
cation level is the work developed by Borriello et al [10]. They try to remind people of
misplace objects by monitoring them with two long range RFID readers housing in the
door way. The personal server will receive item contexts from two readers and check
through the personal data stored on it when user crossing through the door. In addition,
the location module predicts the possible location destination from many inputs, e.g.
calendar, user’s schedule and objects sensed. Then, the reminder application generates
reminders depending on rules.

6 Conclusion and Future Work

An intelligent alert system has been proposed to provide object reminder and safety
alarm services. In our sample scenarios, potentially dangerous objects, such as gas
burner and iron, are tagged. We have implemented the capability to track when and
where any tagged object was touched. For example, a user may go to the kitchen to
cook or go to the laundry room to iron his clothes. He may be interrupted by unrelated
events like an “incoming telephone call” or a “door bell”. The user may be distracted
from what he was doing before and forget to turn off the gas burner or to unplug the
iron in time. Our system is designed to reduce such safety risks.

We plan to add landmarks in our experimental environment by attaching RFID tags
to object that are not easily movable, e.g. heavy furniture or fixtures. When the user
touches any landmark, its pre-defined position will substitute for the coarse position
obtained from Ekahau. For example, givenn a drinking fountain as a landmark in our
lab r335, the Location Tracker Agent will obtain the precise location from the landmark
when a user touches the drinking fountain. As a result, we know the user is in r335 for
sure. Furthermore, we plan to infer additional activities by tracking interactions among
users based on their locations detected by Ekahau.
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Abstract. Transactions within an embedded database management
system face many restrictions. These can not afford unlimited delays or
participate in multiple retry attempts for execution. The proposed em-
bedded concurrency control (ECC) techniques provide support on three
counts, namely - to enhance concurrency, to overcome problems due to
heterogeneity, and to allocate priority to transactions that originate from
critical host.

1 Introduction

An embedded system is most often dedicated to a single application or small
set of tasks. The software to manage them is small and simple. The operating
conditions of the system are typically more restrictive than those of general pur-
pose computing environments. An embedded system must continue to function
without interruption and without administrator intervention.

In this paper, we focus on the Asilomar report ”gizmo”databases [3]. These
databases reside in devices such as smart cards, toasters, or telephones. The key
characteristics of such databases are the following,

– the database functionality is completely transparent to users,
– explicit database operations or database maintenance is not performed,
– the database may crash at any time. It must recover instantly,
– the device may undergo a hard reset at any time. It requires that the database

must return to its initial state, and
– the semantic integrity of the database must be maintained at all times.

As embedded systems define a specific environment and set of tasks, requir-
ing expertise during the initial system configuration process is unacceptable.
Many research efforts focus their attention on the maintenance of the system.
For example, Microsoft’s Auto Admin project [6], and the ”no-knobs” adminis-
tration. These have been identified as an area of important future research by
the Asilomar authors [3].

2 Motivation - Embedded Database Systems

There are a few tasks that are typically performed by database administrators
(DBAs) in a conventional database system. These tasks must be automated in
an embedded system.

T. Enokido et al. (Eds.): EUC Workshops 2005, LNCS 3823, pp. 509–518, 2005.
c© IFIP International Federation for Information Processing 2005
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2.1 Outline of Requirements

Embedded systems typically perform simple queries. The relevant criteria are
ease of maintenance, robustness, and small footprint. Of these three require-
ments, robustness and ease of maintenance are the more important criteria.
Users must trust the data stored in their devices and must not need to manually
perform anything resembling system administration in order to get their unit to
work properly.

Application Level Database System. In an embedded database, the nor-
mal maintenance tasks must be automated. These are not necessarily based on
the initial system configuration prepared by a user. There are five tasks that
are traditionally performed by DBAs, but must be performed automatically
in embedded database systems. These tasks are log archival and reclamation,
backup, data compaction / reorganization, automatic and rapid recovery, and
re-initialization from scratch.

Log archival and backup are tightly coupled. Database backups are part of
any large database installation, and log archival is analogous to incremental
backup [13]. There are a few implications of backup and archiving data in an
embedded system. Consumers do not back up their VCRs or refrigerators, yet
they back up their personal computers or personal digital assistants. We assume
that backups, in some form, are required for gizmo databases (imagine having to
reprogram, manually, the television viewing access pattern learned by some set-
top television systems today) [13]. Furthermore, we require that those backups
are nearly instantaneous or completely transparent,as users should not be aware
that their gizmos are being backed up and should not have to explicitly initiate
such backups.

Data compaction or reorganization has traditionally required periodic dump-
ing and restoration of database tables and the recreation of indices. In an em-
bedded system, such reorganization must happen automatically.

Recovery issues are similar in embedded and traditional environments with
a few exceptions. While a few seconds or even a minute recovery is acceptable
for a large server installation, no one is willing to wait for their telephone or
television to reboot. As with archival, recovery must be nearly instantaneous
in an embedded product. Secondly, it is often the case that a system will be
completely reinitialized, rather than simply rebooted. In this case, the embedded
database must be restored to its initial state, freeing all its resources. This is not
typically a requirement of large server systems.

System Level Architecture. In addition to the maintenance-free operation
required of the embedded systems,there are a number of requirements that fall
out of the constrained resources found in the systems using gizmo databases.
These requirements are: small footprint, short code-path, programmatic interface
for tight application coupling and to avoid the overhead (in both time and size)
of interfaces such as SQL and ODBC, application configurability and flexibility,
support for complete memory-resident operation (e.g., these systems must run
on gizmos without file systems), and support for multi-threading.
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A small footprint and short code-path are common requirements for embedded
database (EDB). However, traditional interfaces such as ODBC and SQL add
significant size overhead and frequently add multiple context/thread switches
per operation. These also add several IPC calls.

The rest of the manuscript is organized as follows. The next section describes
database transactions. Section 4 presents a model of the system. It also describes
the data sharing problems and a solution based on embedded concurrency con-
trol. Section 5 considers a proof of correctness. Section 6 presents related research
activities. Finally, section 7 presents summary and conclusions.

3 Database Transactions

We consider, an environment based on transaction classification. The transac-
tions at the server end are considered to be short and these can be easily restarted
on account of few failures. The critical client’s transactions on the other hand are
considered instant execution requests of highest (real-time) priority. The server
is assumed to have a high capacity and receives a few cases of critical client
update requests. In many cases, the transaction processing system can execute
a critical client (cc) update, with little or no overheads. In the study, conflicts
among two critical client transactions are separately discussed at the end for
sake of simplicity. We demonstrate the ease of processing a long read (backup)
transaction using the proposed model.

In order to preserve serializability, the conventional systems depend on 2 phase
locking (2PL) protocol [2]. Whereas the 2PL protocol enforces a two phase disci-
ple, the criteria of serializability does not dictate the order in which a collection of
conflicting transactions need to execute [2]. This option provides an opportunity
to make a modified system that follows 2 PL protocol at the TM’s level, but can
be flexible at the data manager’s (DM’s) level. It can permit a interference free
and ’non-blocked’ execution for critical host (CH) transactions. This change ne-
cessitates maintaining ’lock table’ in the form of site level graphs. Although this
is the first effort (to the best of our knowledge) to use the technique for embedded
databases, many graph based techniques have been studied earlier by [7], [11], [12].

precedence 
available

Validation

Commit

Update

?

Normal 
Transaction Execute if valid

Priority
Transaction

 and two  Phase Execution

HighCritical TerminateTransaction Execute  and 

Commit 

Fig. 1. Execution of CH update transactions in isolation through embedded 2 phase
locking based concurrency control
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It is proposed to execute a critical host update (CHU) transaction in a special
priority fashion. It may need to wait for another low-priority transaction, only
if, that transaction has completed and local DM is participating in the second
phase of a 2 phase commit.

The introduction of these possibilities integrates well with the existing trans-
action execution models. Earlier efforts at separating read-only transactions and
update transactions exist [2]. The present study is an effort that proposes an
implementation strategy for isolation of Serializable CHU transactions, for such
an execution, that is free from interference by other transactions (Figure 1).

3.1 Transaction Execution

It is common for designers to extend the available approaches for concurrency
control for use within the new system environments. However, we propose to
study an analytical model and consider introduction of parallelism.

There have been some efforts at introducing parallelism within the concur-
rency control function. Earlier proposals attempt to eliminate interference be-
tween two classes of transactions. For example, processing Read-only transac-
tions separately by using older versions of data, eliminate interference. Within
the new classes, transactions are processed with no interference from each other’s
transactions. These can be considered to be executing in parallel. We propose
to study the process of data allocation to executing transactions by using a
stochastic process model. The model helps us in examining the parallel activity
introduced by the use of classification of transactions. It also provides new in-
sights that can lead to efficient processing of time-critical transactions. In the
new environment, the time-critical transactions aim to execute with no interfer-
ence from the ordinary transactions (Figure 1). In this light, the characteristics
of the 2 Phase Locking based Concurrency Control scheme have been examined,
within framework of a Real-Time (time-critical) database system.

4 The System Model

Based on the models of 2 phase locking and real-time computational environ-
ment with no slack time [9], a set of assumptions for executing transactions are
organized. It is assumed that a 2 phase locking discipline is followed and the
transaction execution is based on the criteria of serializability. Ideally, the CHU
transactions should be able to do the following :

– a critical transaction may proceed without interference from other transac-
tions.

– over ride conventional delays during execution
– integrate with existing modes of transaction executions. The two phases

within the two phase locking ( 2PL ) protocol must execute with no blocking;
– execute and commit, i.e., if phase 1 is completed, then phase 2 needs to

complete.

In the following section, a scheme to execute transactions as per a precedence
order is described.
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4.1 Definitions : Embedded Database System

Embedded database system (EDS) consists of a set of data items ( say set ’D’ ).
The EDS is assumed to be based on a server that are occasionally accessed by
critical hosts. The site supports a transaction manager (TM) and a data manager
(DM). The TM supervises the execution of the transactions. The DMs manage
individual databases. Each critical host supports a TM, that interacts with an
EDB server. That performs other TM functions of interaction with other DMs.
The network is assumed to detect failures, as and when these occur. When a site
fails, it simply stops running and other sites detect this fact.

4.2 The Transaction Model

We define a transaction as a set of atomic operations on data items. The system
contains a mixture of instant priority real-time transactions (CHU, or CH reads)
and ordinary transactions. We assume that the ordinary transactions can be
aborted, in case of a data conflict with the real-time transactions.

The use of real-time database systems is growing in many application areas such
as, industrial process control systems, and other time-critical applications. Many
approaches for implementation of Real-Time systems are being studied [10]. In
the real-time system environment, a critical transaction (computational task) is
characterized by its computation time and a completion deadline. These systems
are characterized by stringent deadlines, and high reliability requirements.

4.3 Embedded Concurrency Control for Critical Data Operations

It is proposed to execute a CHT in isolation. It permits the CHT to proceed by
locking data items. This step reduces the value of ’n’ as the domain of locked
items is confined to CHTs only. The norm for processing other transactions is
based on an additional validation check, as per the criteria of serializability. For
this purpose, each transaction is validated before commit.

The validation test for other transactions(OTs) uses the following criteria :
1. ( normal ) No data item, read by the transaction (OT), has been updated

by a transaction after the read, that is -
Read-set ( OT ) ∩ Write-set (more recently committed transactions ) ; and

2. ( additional ) No data item read by the transaction (OT), is in the locked
item list of executing CHTs, that is -
Read-set ( OT ) ∩ Locked-items ( CHTs ) .

The transactions that fail to meet the first criteria are aborted, and restarted.
The transactions that fail to meet the second criteria can be made to delay
commit, so as to let the executing CHT complete its execution. The algorithm
for performing, the validation check is given below (Figure 2.). The possibility
of repeated rollback of an ordinary transaction can be eliminated (It can be
submitted as a low priority CHT). It can be observed that, such an execution
introduces a non-interference environment for a CHT.

The above test is strictly conflict based and OTs need not perform any locking
and can be made completely dependent upon a validation test [4].
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Procedure Validate (OT);
Valid := true;
For each X ∈ Read-set (OT) do

if X ∈ write-set (Transactions committed after read by OT)
then Valid := false, exit loop; end ;
if X ∈ (Locked items list of CHTs )
then wait for release and Valid := false, exit loop;

end;
If valid
then for each X ∈ write-set (T) do
< Allot a commit sequence number to T >
< Commit write-set (T) to database >

else restart (T);
end.

Fig. 2. Validation procedure for Embedded Concurrency Control ( ECC )

Correctness Criteria. The critical host update transactions execute as per
the criteria of serializability by virtue of the 2PL protocol [2]. As the CHTs
completely ignore the presence of OTs, these transactions are executed as per
the notion of optimistic concurrency control, with an enhanced validation check.
The validation check ensures that an OT is Serializable with respect to,

1. the previously committed transactions, and
2. the executing critical host transactions.

Performance Considerations. A drawback associated with adoption of val-
idation based approaches is the possibility of repeated rollbacks. However the
proposed scheme can prevent these rollbacks by resubmitting a rejected trans-

 Ordinary   transactions

Critical transaction,

CC − 2

locking

validation

two−phase

CC − 1

Fig. 3. Performance gain for Critical Transactions
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action as a low priority CHT. This will make the OT execute as per the 2PL
protocol and prevent the repeated rollbacks.

Although, in this approach the OTs face an enhanced level of validation,
there are three positive aspects that are associated with our proposal. Firstly,
the OTs avoid the problem of repeated rollbacks. Also, such a mixed mode of
execution enhances the overall level of concurrency, because unlike locking based
approaches the validation check is based on testing conflicts using the read-set of
the committing transaction. Finally, the main item under focus concerning the is
performance is the execution of CHT. Although the overall level of concurrency is
expected to be improved, the performance of CHTs is enhanced as these execute
with no interference with the other transactions within the system (Figure 3).
A performance evaluation study has been presented in [5].

4.4 Incremental Corrections to Global Read Contents

We propose an algorithm based on asynchronous computing ([4]). This algorithm
has two stages. In the first stage, the log of the transactions is recorded during
global-read. In the next stage, the backup copy is corrected by using the log of the
transactions in off-line mode. The entity conditions and the normal transactions
work the same as the original incremental global-read algorithm [1]. In this
proposal, there are no rejected transactions.

In the proposed algorithm, a global read transaction is started. It locks a
small part of the database as it proceeds. The database items that are read by
the global read are colored as black. Other transactions that update data in the
database are colored based on the items accessed by them. Transactions that read
black data items are colored as black. Other transactions are colored as white or
grey (mixed read-set). These transaction update database. The database items
updated by the colored transactions are colored as grey. At the time of commit,
if an entity’s color is black and is updated by a black or gray transaction, then
its contents are noted by using the log of the transactions. Later, the copied
version of database (inconsistent version read by global read copy) is corrected
by using the log (in off-line mode) (Figure 4.). This proposal creates a complete
backup of the database which is consistent with the time, when the global-read
is completed. This proposal does not need more storage, as a small log can
be maintained in the main memory. Also, if a separate system recovery log is
prepared for recovery by the system. By combining the backup log with system
recovery log, no additional storage is needed.

The Algorithm - Transformation of Database States. As shown in Figure
4, phase 1, generates a modified log during the execution of a global-read trans-
action. This log (called the color log) contains a color marking for each update
transaction. On completion of the global-read, the data read by the global-read
contains an inconsistent version of the database. In phase 2, modifications are ap-
plied to make the data consistent, as shown in figure 4. An algorithm to generate
the color log and for later generation of a consistent database version is described
in this section. The various aspects of the proposed scheme are discussed below.
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Fig. 4. State transition diagram for data entities

Global-Read Processing. The global-read transaction ( Tgr ) divides the
database entities into black and white colors. At the beginning, all database
entities are white. Gradually, entities read by a Tgr are colored black. In addition,
all entities that are written by black or mixed transactions are colored as gray.
White data entitity that are read by black or mixed transaction are also colored
as gray. Thus all data entities are colored as white, or black or gray. Normal
update transactions are colored white or black depending on the color of data
entities being updated by them. A transaction is termed as mixed (gray color),
based on the following conditions,

– a transaction that updates a mixture of black and white data entities;
– a transaction that reads a data entity that is colored as gray; and
– a transaction that writes on a data entity that is colored gray.

The color of a transaction can be determined at the time of its commit by
examining the color of data items in its, read-set and write-set. Normal read-only
transactions are not colored and proceed normally subject to the constraints of
the two-phase locking protocol.

5 Proof of Correctness

While the earlier proposals avoid inconsistency by not allowing certain transac-
tions to commit, our proposals permit a normal execution activity during the exe-
cution of the global-read transaction.All such updates that could have been missed
partially or fully, are rewritten on the database copy, during phase 2.These updates
by gray or black transactions, can generate inconsistency. Concurrent updates by
white transactions are read by the global-read transaction, during global-read.

6 Related Work

Occasionally, leading researchers in the database community convene to iden-
tify future directions in database research. The most recent of discussion is the
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1998 Asilomar report. It identifies the embedded database as one of the im-
portant research areas in database research [3]. Also, market analysts identify
the embedded database market as a high-growth area in the commercial sector
as well [8].

The Asilomar report identifies a new class of database applications, which they
term ”gizmo” databases, small databases embedded in tiny mobile appliances,
e.g., smart-cards, telephones, personal digital assistants. Such databases must
be self-managing, secure and reliable. Thus, the idea is that gizmo databases
require plug and play data management with no database administrator (DBA),
no human settable parameters, and the ability to adapt to changing conditions.
More specifically, the Asilomar authors claim that the goal is self-tuning, in-
cluding defining the physical DB design, the logical DB design, and automatic
reports and utilities [3]. To date, few researchers have accepted this challenge,
and there few research studies on the subject [13].

7 Summary and Conclusions

In a embedded database system, transactions need to backup data and perform
updates. A possibility is demonstrated by considering the critical client, as a host
issuing update (or read) transactions. This class of transactions can be executed
as an instant priority real-time transaction with no slack time available. By
adopting transaction classification, many changes can be accommodated within
the conventional locking at a low cost that enable the database updates by
critical clients.
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Abstract. The plasticity-stability dilemma is a key problem for learn-
ing with data streams. On the one hand, the learner must be plastic
enough to adapt to the new data. On the other hand, it must be stable
enough to integrate information. In this paper, we try to resolve this
problem using neural network trees (NNTrees). An NNTree is a decision
tree (DT) with each non-terminal node containing an expert neural net-
work (ENN). The NNTrees are plastic because they can adapt to the
new data through retraining of the ENNs and/or through generation of
new nodes. The NNTrees are also stable because retraining is performed
partially and locally. In this paper, we propose an algorithm that can
grow NNTrees effectively and efficiently. Experiments with several pub-
lic databases show that the NNTrees obtained by the proposed methods
are comparable with the NNTrees or DTs obtained with all data pro-
vided all-at-once.

Keywords: Machine learning, neural networks, decision trees, on-line
learning, neural network trees, plasticity-stability dilemma.

1 Introduction

The plasticity-stability dilemma is a key problem for learning with data streams.
On the one hand, the learner must be plastic enough to adapt to the new data.
On the other hand, it must be stable enough to integrate information. Usually,
fully connected neural networks are plastic but not stable. To make the system
stable, some kind of localization is necessary. In this paper, we try to resolve
this problem using neural network trees (NNTrees). An NNTree is a decision
tree (DT) with each non-terminal node containing an expert neural network
(ENN). The basic structure of an NNTree is shown in Fig. 1. The NNTrees are
plastic because they can adapt to the new data through retraining of the ENNs
and/or through generation of new nodes. The NNTrees are also stable because
retraining of the ENNs is performed partially and locally. Partial retraining
means that the weights of the ENNs are updated only for a limited number of
epochs. Local retraining means that, for each new datum, only the ENNs on the
“search path” are modified.

Note that traditional DTs can also be induced using a data stream through
restructuring of the tree [1]. The problem in this approach is that all information

T. Enokido et al. (Eds.): EUC Workshops 2005, LNCS 3823, pp. 519–528, 2005.
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Fig. 1. Structure of an neural network tree

for restructuring the tree must be preserved. This is not possible if the duration
of the data stream is very long. Using the NNTrees, however, we do not have to
keep all information. As shown in this paper, a sliding window might be good
enough to keep information for retraining the ENNs or for generating new nodes.

The main contribution of this paper is to propose an NNTree based algorithm
for learning with data streams. The basic idea of this algorithm is to retrain the
ENNs to adapt to new data. Retraining is performed partially in two senses.
First, only a limited number of epochs are used in retraining. Second, only a
smaller number of data kept in a sliding window are used in retraining. New
nodes can be generated when retraining alone is not enough. This paper is orga-
nized as follows. In Section 2, we provide a brief review of some basic concepts
related to DT. Section 3 proposes the new learning algorithm in detail. The ef-
ficiency and efficacy of the new algorithm is verified through experiments with
several public databases in Section 4. Section 5 is the conclusion.

2 Review of Decision Trees

2.1 The Definition

A decision tree (DT) is a directed graph with no cycles. There is one special
node called root. We usually draw a DT with the root at the top (see Fig. 1).
Each node (except the root) has exactly one node above it, which is called its
parent. The nodes directly below a node are called its children. A node is called
a terminal node if it dose not have any child. A node is non-terminal if it has at
least one child. The node of a DT can be defined as a 5-tuple as follows:

node = {I, F, Y, N, L} (1)

where I is a unique number assigned to each node, F is a test function that
assigns a given input pattern to one of the children, Y is a set of pointers to the
children, N = |Y | is the number of children or the size of Y , and L is the class
label of the node if it is a terminal node. For terminal nodes, F is not defined
and Y is empty (N=0). Usually, L is not defined for non-terminal nodes.
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The process for recognizing an unknown pattern x is as follows:

– Step 1: Set the root as the current node.
– Step 2: If the current node is a terminal node, assign x with the class label

of this node, and return; otherwise, find i = F (x).
– Step 3: Set the i-th child as the current node, and return to Step 2.

2.2 Induction of the DTs

To induce a DT, it is assumed that a training set is available. Usually, the DT
is induced by partitioning the training set recursively. This procedure involves
three steps: 1) splitting nodes, 2) determining which nodes are terminal nodes,
and 3) assigning class labels to terminal nodes.

To see a node is a terminal node or not, the simplest way is to check if all
or most examples assigned to this node belong to the same class. If all or most
examples are from the same class, the node is terminal, and its label is usually
defined as the class label of the majority examples.

The purpose of splitting a node is to find a good test function F for that
node, so that the training examples assigned to this node can be partitioned
into N groups according to the test results. Here we need a measure to quantify
the “goodness” of the test function. Many criteria have been proposed in the
literature [2]-[6]. For example, the criterion used in the well known induction
algorithm C4.5 is the information gain ratio [6]. It is known that the performance
of a DT dose not appear to vary significantly over a wide range of criteria [2].

2.3 Definition of the NNTrees

An NNTree is a DT with each non-terminal node containing an ENN (see Fig.
1). To use an NNTree for learning with data streams, we define a node of an
NNTree as follows:

node = {I, F, Y, N, L, W} (2)

where W is a sliding window to keep examples for retraining. The sliding window
is nothing but a queue (or a first-in-first-out memory). The test function F is
now defined by an ENN. As the ENNs, we use three layer multilayer perceptrons
(MLPs). There are M inputs, K hidden neurons and N output neurons.

Using an NNTree, an example x can be recognized as follows:

– Step 1: Set the root as the current node.
– Step 2: If the current node is a terminal node, assign x with the class label

of this node, and return; otherwise, find

F (x) = i = arg max
1≤k≤N

ok (3)

where ok is the k-th output of the ENN.
– Step 3: Set the i-th child as the current node, and return to Step 2.
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3 Learning with Data Streams Using the NNTrees

A direct method for learning with data streams is to fix the structure of the
NNTree, and retrain the ENNs only. This method, however, cannot get good
results because retraining the ENNs alone is not powerful enough to integrate
new information effectively [10]. To improve the learnability of an NNTree, we
proposed a new algorithm in this paper. Fig. 2 shows the flow-chart of this
algorithm. The learning process is described as follows:

– Step 0: Initialize the tree by putting the first training example into the sliding
window W of the root node, and define the class label of the root node s
that of the first example. The tree now contains only one terminal node.

– Step 1: Set the current node as the root node and receive a training example
x with the class label label(x) from the data stream.

Initialize the root node:
  Sliding window W = {First example}
  L <- Label of first example

CurrentNode.L=Label(x) ?

Splitting condition satisfied ?

Create two child nodes and design a new 
ENN for CurrentNode with data in W
Initialize slinding window for each child

CurrentNode=Terminal ?

CurrentNode <- rood node
x<- GetExampleFromStream

Define the group lable for x
Retrain ENN with data in W
CurrentNode <-  j-th child of CurrentNode

Start

Yes

No

Yes

No

No

Yes

Insert x to W of CurrentNode

Fig. 2. Flow chart of the algorithm for learning with a data stream
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– Step 2: Insert x into the sliding window W of the current node.
– Step 3: If the current node is terminal, goto Step 5; otherwise, continue.
– Step 4: Define the group label of x (see the definition given below), retrain

the ENN using the back propagation (BP) algorithm for a limited number
of epochs with data in W . After retraining, if the j-th output of the ENN
is the maximum for x, set the current node as the j-th child of the current
node, and return to Step 2.

– Step 5: If the L value of the current node is label(x), return to Step 1;
otherwise, continue (do nothing if x can be recognized correctly).

– Step 6: If the splitting condition (see the definition given below) is not sat-
isfied, return to Step 1; otherwise, continue.

– Step 7: Create N child nodes and one ENN for the current node, and return
to Step 1. The ENN is designed using BP algorithm with data in W . Based
on the outputs of the ENN so designed, data in W are split into N parts.
Data of the i-th part are put into the sliding window of the i-th child.

The group label of a example x, denoted by g(x), is i (i = 1, 2, · · · , N) if this
example is assigned to the i-th child node of the current node. Note that g(x) is
different from the class label of x. The class label label(x) is given before learning
(for supervised learning), while g(x) must be determined during learning. In the
proposed algorithm, the g(x) is found as follows

1. Find k = F (x), where F (x) is the function realized by the ENN of the
current node.

2. If ∃y ∈ Wk, where Wk is the sliding window of the k-th child, such that
label(y) = lable(x), then g(x) = k.

3. Else, if ∃y ∈ Wj (j �= k), such that label(y) = lable(x), then g(x) = j.
4. Else, g(x) = k.

Once the group label of x is defined, we can retrain the ENN in the current node
for a limited number of epochs. Note that the number of epochs is one when the
ENN can assign x to the correct child (in the sense defined by g(x)). Note also
that if x is a completely new example, i.e., we have not observed any example of
the class label(x) before, it will be assigned to the k-th child, where k = F (x).

To prevent the tree from growing too fast, we use a splitting condition to
determine when to split the node (in Step 6 of the learning algorithm). The
condition used in our study is defined as follows:

|S| > T and nwrong > |S| × s (4)

where S is the set of examples assigned to the current node so far, |S| is the size
of S, nwrong is the number of mis-classified examples, T is a threshold and s is
the splitting-rate. Generally speaking, T and s depend on the training set size
and the number of classes. In this study, we just set T to 30 and s to 0.1. With
these values, the above condition can be read as “the current node will not be
split if |S| is less than 30, or if the mis-classified examples are less than 10% of
S”. Note that S is not preserved during learning. Only |S| is used.
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Table 1. Parameters of the Databases

Number of examples Number of features Number of classes
cancer 683 9 2

crx 690 15 2
dermatology 358 34 6

ionoshpere 351 34 2
iris 150 4 3

vehicle 846 18 4
optdigits 5620 64 10

pen-based 10992 16 10

When a terminal node is going to be split, we must design a new ENN for
this node, and partition the data in the sliding window into N groups based on
this ENN. In this paper, the data are grouped as follows. Suppose that we want
to partition the data in W into N sub-sets S1, S2, · · · , SN , which are initially
empty sets. For any given example x,

1. If there is a y ∈ Si, such that label(y) = label(x), assign x to Si;
2. Else, if there is a Si, such that Si = Φ, assign x to Si, where Φ is the empty set;
3. Else, find y, which is the nearest neighbor of x in ∪Si, and assign x to the

same sub-set as y, where ∪ represents the union of sets.

With the group labels so defined, we can design an ENN using the BP algorithm.

4 Experimental Results

To verify the efficiency of the proposed algorithm, we conducted several experi-
ments using eight databases taken from the machine learning repository of the
University of California at Irvine. The databases used include: cancer, crx, der-
matology, ionosphere, iris, vehicle, optdigits and pen-based. These databases are
actually real-life applications related to medical diagnosis, character recognition
and so on. Parameters related to the databases are given in Table 1. 10-fold
cross validation was used in the experiments. For learning with data streams,
we select the training examples one-by-one without replacement, and provide it
to the NNTree for retraining. The learning process will stop when all training
examples are used.

The results of C4.5 [6] and ITI [1] are used for comparison. In the experiments,
all parameters for C4.5 and ITI were default values. The main parameters related
to the proposed method include: 1) the number of inputs M for each ENN is
the number of features; 2) the number of hidden neurons K is 4; 3) the number
of outputs N is 2/ 4) the maximum number of epochs for retraining the ENNs
is 100; 5) the number of epochs for creating a new ENN is 1,000; and 6) the
learning rate is 0.5.

The computer used in the experiments is a Unix workstation with the follow-
ing specifications: 1) the system model is Sun Java Workstation W1100z; 2) the
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main memory is 1 GB; 3) the CPU is 1.8GHz AMD Opteron 144 (1MB cache);
and 4) the OS is Solaris 9. All algorithms were run on the same computer.

Note that C4.5 is an off-line learning algorithm. It assumes that all data
are available before learning, and thus the results should be better in terms
of accuracy when compared with the results obtained by ITI or the proposed
algorithm. However, if we consider the computational cost for learning with data
streams, C4.5 will be the worst if the duration of the data stream is long. This
is because a new tree must be induced for each new example. Compare ITI with
the algorithm proposed here, ITI must preserve all information for restructuring
the tree during learning. Thus, for long data streams, the computational cost of
ITI will be higher than that of the proposed algorithm.

Tables 2-5 are the results obtained by C4.5, ITI and the proposed method
with different sliding window sizes. In the tables, “Tree size” is the number of
all nodes, “Error rate (%)” is the rate for the test set, and “Computing time”
is the time in seconds used for one run. For C4.5, only the results after pruning
are provided here. For each result, there are two values. One is the average value
over 10 runs, and another is the 95% confident interval.

4.1 Discussion About the Accuracy

As expected, the accuracy of the DTs (decision trees) induced by C4.5 are the
best for 4 cases out of 8. This is because that all data are available before learning.
Although the authors of [1] claimed that ITI can obtain the same results as
C4.5, the results given here do not support their claim. People may expect that
NNTrees should outperform the DTs because they are more complex. This may
be true for off-line learning. In this paper, however, we are talking about learning
with data streams. That is, data are available only one by one. Results given
here actually show that the NNTree based approach can resolve the plasticity-
stability dilemma to some extent because the NNTrees are comparable with the
DTs induced by C4.5 or ITI. In 3 of the cases they are the best.

4.2 Discussion About the Size

In all cases, the number of nodes required by the NNTrees are smaller or much
smaller than that of the DTs obtained by C4.5 or ITI. This is because an ENN
is much more powerful than an axis-parallel hyperplane. Usually, one ENN can
replace many hyperplanes for making the same decision. However, the tree size
alone cannot be used to measure the complexity of the system. If we count
the number of free parameters, the NNTrees are actually more complex. This
increase in complexity is the main reason why NNTrees are able to learning with
data streams.

4.3 Discussion About the Computational Cost

The main computational costs of the proposed algorithm include: 1) cost for
computing the output of the network for each example, 2) cost for updating the
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Table 2. Results of C4.5

Database Tree size Error rate (%) Computing Time
cancer 23.2±10.8 4.8±4.3 0.021±0.002

crx 30.3±24.3 14.6±7.2 0.035±0.003
dermatology 32.6±6.9 6.4±6.8 0.020±0.003

ionoshpere 27.2±6.5 10.8±8.7 0.090±0.011
iris 8.2±2.0 4.0±6.8 0.016±0.002

vehicle 136.0±45.5 28.5±8.5 0.078±0.010
optdigits 410.0±29.4 9.4±2.1 0.966±0.061

pen-based 380.4±23.8 3.5±1.0 0.687±0.011

Table 3. Results of ITI

Database Tree size Error rate (%) Computing Time
cancer 18.4±2.2 4.6±2.5 0.115±0.017

crx 28.6±4.4 13.5±3.46 0.618±0.039
dermatology 37.0±3.0 6.7±3.75 0.582±0.092

ionoshpere 19.2±2.6 12.8±6.17 1.194±0.096
iris 5.8±0.6 3.8±4.4 0.012±0.004

vehicle 118.8±12.2 28.59±5.14 4.933±0.445
optdigits 919.2±53.8 22.3±1.6 510.639±65.885

pen-based 648.2±28.6 5.8±0.9 480.042±11.180

Table 4. Results of proposed method, window size=50

Database Tree size Error rate (%) Computing Time
cancer 3.20±0.63 4.1±1.8 0.383±0.273

crx 17.40±3.86 17.4±4.1 5.604±2.190
dermatology 11.80±1.03 3.6±3.2 0.321±0.108

ionoshpere 9.00±2.31 13.6±4.9 1.789±1.040
iris 6.00±1.05 5.0±5.7 0.352±0.237

vehicle 59.40±9.18 31.3±4.6 16.699±3.113
optdigits 41.00±5.25 7.8±1.9 24.052±5.316

pen-based 68.00±11.78 7.1±1.9 29.361±3.532

Table 5. Results of proposed method, window size=100

Database Tree size Error rate (%) Computing Time
cancer 3.20±0.63 4.5±3.1 2.385±1.485

crx 14.20±2.53 16.7±3.6 14.614±2.474
dermatology 11.60±0.97 2.2±2.9 0.564±0.257

ionoshpere 8.40±2.32 11.9±6.7 6.415±2.763
iris 5.60±0.97 4.4±5.2 0.803±0.477

vehicle 59.20±9.11 30.0±3.5 41.468±8.224
optdigits 39.80±7.07 6.9±1.6 82.543±22.161

pen-based 54.00±9.30 5.9±1.3 88.233±15.901
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weights, 3) cost for all epochs, 4) cost for all nodes on the search path, and 5)
cost for all training examples. Put all these costs together, we have the total
cost:

Cost(Proposed) = O(M × K × Nw × Ne × log T × Nt)

where M is the dimensionality of the feature space, K is the number of hidden
neurons, Nw is the number of examples in the sliding window, T is the size of
the current tree, and Nt is the length of the data stream.

On the other hand, the computational cost of C4.5 is

Cost(C4.5) = O[M × m × log T × (1 + 2 + . . . + Nt)] (5)
= O(M × m × log T × N2

t )

where m is the possible number of values of a feature and T is the size of the
current tree. Note that the computational costs in all levels (not node) should be
almost the same. Therefore, instead of using (T − 1)/2, which is the number of
non-terminal nodes, we use log T here. Note also that in the worst case, m = Nt,
and thus

Cost(C4.5) = O(M × log T × N3
t )

Based on the above considerations, we can get the ratio between the cost of
the proposed method and that of C4.5:

R =
O(M × K × Nw × Ne × log T × Nt)

O(M × log T × N3
t )

(6)

=
O(K × Nw × Ne)

O(N2
t )

In the experiments, Ne = 100, K = 4, and Nw = 50, or 100. Thus, for long data
streams, C4.5 will be much more time-consuming than the proposed method.
Note that in Table 2, the computing time is only for the case nt = Nt. If
the data are provided one by one, the computing time should times the factor
Nt(Nt + 1)/2.

As for the algorithm ITI, we do not know exactly the computational cost. In
fact, even the authors of [1] did not provide an analysis of the computational
cost. However, from the results given in Tables 3-5 we can see that for long data
streams, ITI is more time consuming than the proposed method. This is also
what we have expected.

5 Conclusion

In this paper, we have studied learning with data streams using the NNTrees,
and proposed a new algorithm. The efficiency and efficacy of the algorithm have
been verified through experiments with eight public databases. Note that all
databases used in the experiments are not “endless data streams”. We will do
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more experiments in the future using longer data streams to verify the usefulness
of the proposed algorithm. In fact, we are trying to apply the proposed algorithm
to stock prediction. More results will be reported later.
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Abstract. To evolve robot controllers that generalize well, we should
evaluate the controllers using as many environment patterns (evaluation
patterns) as possible. However, to evolve the controllers faster, we should
use as few evaluation patterns as possible in evaluation. It is difficult to
know in advance what patterns can produce good controllers. To solve
this problem, this paper studies co-evolution of the robot controllers and
the evaluation patterns. To improve the effectiveness of co-evolution, we
introduce fitness sharing in the population of evaluation patterns, and the
inter-generation fitness in selecting good controllers. Simulation results
show that the proposed method can get much better robot controllers
than standard co-evolutionary algorithm.

1 Introduction

Neural network is a good model for robot control because it can acquire the
control rules automatically through learning. In many cases, the rules cannot
be given beforehand, because the environment may change frequently. In such
cases, the robot must be smart enough to acquire the rules by itself. Since the
teacher signals are often not available, supervised learning cannot be used. It
is known that evolutionary learning or reinforcement learning is more efficient.
In reinforcement learning, when the robot takes a certain action in the current
state, there is some feedback (reward or penalty) from the environment, and the
robot can learn based on the feedback. In evolutionary learning, only the final
result is evaluated. In general, evolutionary learning uses much less information
in learning. In this research, we consider evolutionary learning only.

There is one dilemma in evolving smart robot controllers. On the one hand,
the evolution may become unstable if the environment of evolution is not fixed,
and good controllers cannot be obtained. On the other hand, if the environment
for evolution is fixed, the controller might be good only for that environment.
That is, the robot is just a lucky-guy that cannot generalize well. One method
for resolving this dilemma is to choose some typical evaluation patterns (en-
vironment patterns). The individual robot controllers can be evaluated using
these patterns during evolution. Using this method, we can reduce the chance of
obtaining lucky-guys because the robot controller should be good for different
evaluation patterns. Also, because the evaluation patterns are fixed, the evolu-
tion can be stable. The problem is that in general it is difficult to choose the
evaluation patterns that can generate good controllers.
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In this paper, we try to resolve the above dilemma through co-evolution be-
tween the evaluation patterns and the robot controllers. We start from a simple
problem first here. The problem considered is to evolve a mobile robot that can
reach a given goal from any start point in an environment containing obstacles.
The layout of the environment is not changed during evolution. The evaluation
patterns in this case are the start points and the orientation of the robot. If we
can solve this problem well, we can get some important hints for solving more
complex problems in the next step.

When we use co-evolution, it is necessary to consider the following points:

1. Because we would like to obtain different evaluation patterns, fitness sharing
is necessary for the population of the evaluation patterns. If we do not use
fitness sharing, all evaluation patterns in the population will be very similar
after evolution, and the robot so evolved will have a good chance to be the
lucky-guy.

2. Since the robots and the evaluation patterns evolve together, when the eval-
uation patterns change, the criteria for evaluating the robots also change.
If the robot individuals are selected based only on the fitness in the current
generation, many good individuals can be selected against. This is a problem
seen in dinosaur extinction. To solve this problem, we introduce the concept
of inter-generation fitness, which is the sum or average fitness of an indi-
vidual over several generations. The robot individuals are selected based on
their inter-generation fitness.

In this paper, we will confirm the effectiveness of the above ideas through simu-
lation experiments. This paper is organized as follows. In the next section, some
preliminaries related to this work are provided. In Section 3, we give a short
review on the GA (genetic algorithm) based evolution of the robot controllers.
In Section 4, we describe the co-evolution in detail. Section 5 provides the sim-
ulation results, and Section 6 is the conclusion.

2 Preliminaries

2.1 The Robot Used in This Study

In this study, we use the Khepera robot which is a well-known mini mobile robot
used by many researchers for studying intelligent robots. However, we do not use
the real robot in our experiments because that will be very time consuming. We
use the free software Khepera simulator 2.0. The simulation environment is a
squared map of 1000 × 1000 pixels. The layout of the robot(s), the obstacles,
and the goal(s) can be defined by the user.

2.2 The Controller Model

The multilayer perceptron (MLP) is used as the robot controller in this study.
The network has one input layer, one hidden layer and one output layer. The
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input layer has 17 inputs (8 infrared sensors, and 8 light sensors and one bias).
For convenience, the number of hidden neurons is also fixed to 17 without fine-
tuning. Two output neurons are used to encode four actions:

1. Move forward: both outputs are larger than 0.5.
2. Move back: both outputs are less than 0.5.
3. Turn right: the first output is larger than 0.5, and the second output is less

than 0.5.
4. Turn left: the first output is less than 0.5, and the second output is larger

than 0.5.

3 Evolving the Robot Controllers Based on Standard GA

The genetic algorithm (GA) can be used for evolving the robot controllers. For
this purpose, we need to define the fitness and genotype of the individuals. The
genotype of a neural network robot controller is simply the list of all connection
weights represented in real numbers. Since the problem considered here is to
obtain robot controllers that can drive the robot to a given goal (light source)
from any start point, we can define the fitness based on the distance between
the robot and the goal after the robot moves for a certain number of steps. If the
robot can reach the goal, we should prefer those that can reach the goal quickly.
Specifically, the fitness of a robot controller can be calculated as follows:

1. The robot is put to the start points.
2. Let the robot move in the environment based on the sensor inputs and the

decisions made by the controller. The robot stops when the number of moves
reaches to 2,000, or when it reaches the goal.

3. If the robot cannot reach the goal, the fitness is defined as follows:

fitness = A × (B − distance) (1)

where A and B are constants, and distance is the distance between the robot
and the goal when the robot stops. In this paper, we defined A=0.1 and B=700.
If the robot reaches the goal within 2,000 steps, the bonus given below is added
to the fitness.

Bonus = [(2000 − n)2 × C + D] (2)

Here, C=0.000016 and D=14. The parameters A, B, C and D are so chosen
that when the robot reaches the goal with 1,000 steps, the fitness is 100. If the
robot reaches the goal with 2,000 steps, the fitness becomes 84. The fitness is
still higher than the fitness when the robot cannot reach the goal.
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4 Co-evolution of Robot Controllers and Evaluation
Patterns

4.1 General Considerations

To evolve the robot controller using GA, the selection of start points is very
important. If we fix one start point, the robot can reach the goal from this start
points, but may not be able to reach goal if we put it to other start point. If we
evaluate the robot using start points randomly generated in each generation, the
generalization ability may become higher, but the evolution process may not be
stable because the evaluation criterion is not constant. To solve this problem, we
study the co-evolutionary approach here. The subjects to be co-evolved are the
robot controllers and the start points (the evaluation patterns). The Individual
of an evaluation pattern includes the x and y coordinates of the start point, and
the orientation of robot at that point.

4.2 Standard Co-evolution

First, let us consider the standard co-evolution. Fig. 1 shows the flowchart of
co-evolution. It can be described as follows:

– Step 0: Generate two populations, one for the robot controllers, and another
for the evaluation patterns. All individuals are initialized using random num-
bers.

– Step 1: Evaluate the evaluation patterns using all robots. Specifically, for
a given evaluation pattern, put all robots, one by one, to the position and
orientation defined by this pattern, and let the robot move towards the goal.
For each robot, we get a fitness value as defined by (1) and (2). The fitness
of the evaluation pattern is defined as the sum of the fitness values of all
robots. Note that fitness of an evaluation pattern should be as small as
possible. That is, we should find such patterns from which the robots cannot
reach the goal easily.

– Step 2: Evolve the evaluation patterns using standard GA defined in the
previous section.

– Step 3: Evaluate the robots using all the evaluation patterns. For each robot,
the fitness of the robot for one evaluation pattern is defined by (1) and (2).
Its total fitness is the sum of the fitness values for all evaluation patterns.
The fitness of the robots should be as high as possible.

– Step 4: Evolve the robots using standard GA.
– Step 5: If the terminating condition is satisfied, stop; otherwise, return to

Step 1. In our experiment, the terminating condition is very simple. We just
restrict the number of generations to 100.

4.3 Modified Co-evolution

In the standard co-evolution, each individual in one population must be evalu-
ated by all individuals in another population. This is very time consuming. To
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Fig. 1. Flowchart of standard co-evolution

Fig. 2. Start points for testing the robot

Fig. 3. Evaluation of the individuals in standard
co-evolution

Fig. 4. Evaluation of the environment patterns in
the modified co-evolutionary algorithm

Fig. 5. Evaluation of the robots in the modified
co-evolutionary algorithm

Fig. 6. Evolution curve of co-evolution with
fitness sharing

speed-up the evolution process, we consider a modified co-evolution here. In the
modified version, each individual is evaluated using several top individuals in
another population. In this study, we just use the top 3 individuals in a popula-
tion to evaluate the individuals in another population (Fig. 4 and Fig. 5). Note
that in evaluating the robots, each environment pattern is used twice to make
the evaluation results more reliable. Since there are some noises in the sensor
inputs, the result for each evaluation is different.

In this study, the size of the robot population is 100, and that of the envi-
ronment pattern population is 20. Therefore, the total number of evaluations in
one generation in the standard co-evolution is 100×20 + 100×20×2 = 6,000. In
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Table 1. Result of GA

Method 1 Method 2
Controller1 33 78
Controller2 52 53
Controller3 43 44
Controller4 48 71
Controller5 26 43
Controller6 32 79
Controller7 32 71
Controller8 26 73
Controller9 19 63
Controller10 52 74
Average 36.3 64.9

Table 2. Result of standard Co-evolution

Method 3 Method 4 Method 5
Controller1 61 75 56
Controller2 59 60 61
Controller3 55 57 56
Controller4 52 57 61
Controller5 56 84 87
Controller6 53 77 86
Controller7 52 75 84
Controller8 64 70 78
Controller9 61 59 59
Controller10 51 59 57
Average 56.4 67.3 70.1

Table 3. Result of modified Co-evolution

Method 6 Method 7 Method 8
Controller1 49 64 76
Controller2 51 63 77
Controller3 74 72 74
Controller4 67 67 85
Controller5 59 71 74
Controller6 63 69 72
Controller7 68 65 74
Controller8 63 65 78
Controller9 69 86 73
Controller10 84 82 77
Average 64.7 70.4 76.0

Fig. 7. Evolution curve of co-evolution with
fitness sharing and inter-generation fitness

Fig. 8. Evaluation patterns obtained by the
standard co-evolution after 100 generations

Fig. 9. Evaluation patterns obtained by the co-
evolution with fitness sharing after 100 generations

the modified co-evolution, the number of evaluations is 100×2×3 + 20×3 = 660.
The speed-up ratio is about 9.

4.4 Fitness Sharing

There is an important problem in the above co-evolutionary algorithm. In fact,
the evaluation patterns after evolution tend to be close to one point in the



Generating Smart Robot Controllers Through Co-evolution 535

environment. Usually, this point is the most difficult start point for the robot to
reach the goal. Note that our purpose is to evolve robots that can reach the goal
from ANY start point. Using only one point (although it is the most difficult
one) cannot result in robot that generalizes well.

To solve the above problem, we introduce fitness sharing in the population
of the environment patterns. For each individual, we first find its neighbors in
a certain range. If there are N neighbors, its fitness is divided by N. In this
study, we just adopt a hard limit for defining the neighborhood. For two points
p1 and p2, if their distance is less than R, we say that they are neighbors. In our
simulations, R = 250. With fitness sharing, different environment patterns can
be obtained through evolution.

4.5 Inter-generation Fitness

Since our purpose is to find one robot that can go from any start point to the
goal, we do not use fitness sharing in the robot population. However, there is
another problem in evolving the robots. Because the evaluation patterns evolve
together with the robots, good robots may suddenly become not so good or even
bad in the next generation. This results in an unstable evolution. To solve this
problem, we propose to use the inter-generation fitness in selecting the robot
individuals. By inter-generation fitness we mean the total or average fitness of
the robot over many generations. By so doing, robots that are good for different
evaluation patterns generated in different generations can be preserved.

5 Simulation Results

To verify the ideas given in the previous section, we conducted several experi-
ments. Results of the following methods are used for comparison:

– Method 1: Fix the start point to the center of the environment, and evolve
the robot using GA;

– Method 2: Generate a new start point at random in each new generation,
and evolve the robot using GA;

– Method 3: Evolve the robot and the evaluation pattern (the start point)
together via standard co-evolution;

– Method 4: Standard co-evolution with fitness sharing;
– Method 5: Standard co-evolution with fitness sharing and inter-generation

fitness based evaluation;
– Method 6: Modified (simplified) co-evolution;
– Method 7: Modified co-evolution with fitness sharing;
– Method 8: Modified co-evolution with fitness sharing and inter-generation

fitness based evaluation.

To test the performance (generalization ability) of the robot controllers, we
count the number of times the robot can reach the given goal from 100 start
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points as shown in Fig. 2. The number of successes divided by the total number
of test cases is called the success rate. To make the results more reliable, we
evolved 10 robot controllers, and evaluated each controller 10 times.

The success rates are used to compare the effectiveness of the methods. The
parameters used in the simulations are 1) The number of generations is 100
or 1,000; 2) The size of the population for robots is 100; 3) The size of the
population for the environment patterns is 20; 4) The number of individuals (of
another population) used for evaluation is all or 3; 5) Weight-by-weight mutation
is used, with the mutation rate=0.002; 6) Two-point crossover with the crossover
rate=0.8; and 7) Truncation selection with the selection rate=0.2.

Tables 1-3 are the experimental results. The numbers shown in the tables
are the success rates (in %) of the robots. From these tables we can see that
co-evolution without fitness sharing cannot generate good robot controllers.
Method 2 is actually better. Fitness sharing can improve the generalization abil-
ity of both standard co-evolution and the modified one. However, from Fig. 6
we can see that fitness sharing alone is not enough to stabilize the evolution-
ary process. The (average) fitness of the population can drop sharply in some
generation. Using inter-generation fitness, the evolution can be more stable (see
Fig. 7).

Note that from Fig. 7 we can also see that the fitness of the best robot con-
troller did not increase through evolution. This is because that the evaluation
patterns are becoming more and more difficult. This is actually a relative mea-
sure. In this sense, the success rate shown in Tables 1-2 is the absolute measure.

One interesting fact is that the modified co-evolutionary algorithm is better
than the standard one, although its computation cost is lower. We need to do
more experiments to see if this is generally true or not.

Fig. 8 and Fig. 9 show the evaluation patterns obtained by the standard co-
evolution and the co-evolution with fitness sharing. Clearly, co-evolution with
fitness sharing can get different evaluation patterns, while standard co-evolution
tends to provide evaluation patterns in the same location.

6 Conclusion

In this paper, we have investigated different co-evolutionary algorithms for evolv-
ing robot controllers. We found that fitness sharing and inter-generation fitness
are very useful for improving the performance of the evolved robot controllers.
However, the success rates are still not high enough. Further improvement is
required to get better controllers.

In the future, we would like to use parallel computation to speed-up the
evolution process first. Using parallel computation, we can increase the number of
generations as well as the population sizes, and hopefully we can get better robot
controllers. We will also try to solve more difficult problems such as evolving
robots that can approach to any goal from any start point, and for any given
environment layout . In addition, we would like to transform the learned results
into understandable and re-usable rules.
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Abstract. An ideal ubiquitous computing environment can be a network system 
of such intelligent and human-friendly robots that never appear in front of humans 
except when needed. In this paper the distributed intelligent robot network 
(DIRN) is proposed as one kind of wireless sensor and actor networks (WSAN) 
consisting of one brain node and numerous sensor and actor nodes with human-
friendly interfaces. In order to realize well-coordinated DIRNs, it is very impor-
tant to develop a systematically computable knowledge representation language 
universal for any kind of device as well as efficient networking technologies. As a 
candidate for this purpose, the multimedia description language Lmd was evaluated 
by applying it to simulation of DIRN-world interaction. 

1   Introduction 

At present, the realization of (WSANs) is one of the challenging topics in the con-
cerned research fields, and a considerable number of important issues have been pro-
posed especially from the viewpoint of networking [8]-[10]. From the viewpoint of AI 
(Artificial Intelligence), a WSAN can be considered as an intelligent robot system 
with distributed sensors and actuators that can gather information of high density and 
perform appropriate actions upon its environment over wide areas. 

The distributed intelligent robot network (DIRN) as shown in Fig.1, we propose 
here as one kind of WSAN, consists of one brain node and numerous sensor and actor 
nodes with human-friendly interfaces. It is assumed, for example, that sensors and 
actuators can collaborate autonomously to perform appropriate actions just like re-
flexive actions in humans and that the brain node works exclusively for complicated 
computation based on profound knowledge in order to control the other kinds of 
nodes, to communicate with people, etc. 

In order to realize well-coordinated DIRNs, it is very important to develop a sys-
tematically computable knowledge representation language [11] as well as efficient 
networking technologies [10]. This type of language is indispensable to knowledge-
based processing such as understanding sensory events, planning appropriate actions 
and knowledgeable communication even with humans, and therefore it needs to have 
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at least a good capability of representing spatio-temporal events that correspond to 
humans’/robots’ sensations and actions in the real world. 

Traditionally macro-commands such as ‘move(10meters)’ were employed for de-
ploying sensors/motors. However, these commands were very specific to the devices 
and apt to have miscellaneous variants such as ‘move(10meters, quickly)’ and 
‘move(quickly, 10meters, leftward)’, which is very inconvenient for communications 
especially between devices unknown to each other. Therefore, it is very important to 
develop such a language as is universal among all kinds of equipments. 

 
                                                                                   Sensor/actor field 
 
 

Brain                                             H 
                            H 

H 
H  

            

      : Sensor,         : Actor,     H : Human 

Fig. 1. Physical architecture of DIRNs 

Yokota, M. et al have proposed a semantic theory for natural languages so called 
‘Mental Image Directed Semantic Theory (MIDST)’ [1], [2]. In MIDST, word con-
cepts are associated with omnisensual mental images of the external or physical world 
and are formalized in an intermediate language Lmd [11]. This language is employed 
for many-sorted first-order predicate logic with five types of terms. The most remark-
able feature of Lmd is its capability of formalizing both temporal and spatial event 
concepts on the level of human sensations while the other similar knowledge repre-
sentation languages are designed to describe the logical relations among conceptual 
primitives such as words [3], [4]. 

The Lmd was originally proposed for formalizing the natural semantics, that is, the 
semantics specific to humans, but it is general enough for the artificial semantics, that 
is, the semantics specific to each artificial device such as robot. This language has 
already been implemented on several types of computerized intelligent systems [1], 
[5], [11]-[13] and there is a feedback loop between them for their mutual refinement, 
unlike other similar ones [6], [7]. 

In this paper we focus on the semantic processing of sensory and action data repre-
sented in the formal language Lmd, simulating the interactions between robots and 
their environments including humans. 

2   A Brief Description of Lm 

MIDST treats word meanings in association with mental images, not limited to visual 
but omnisensual, modeled as “Loci in Attribute Spaces”. An attribute space corre-
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sponds with a certain measuring instrument just like a barometer, a map measurer or 
so and the loci represent the movements of its indicator.  

A general locus is to be articulated by “Atomic Locus” with the duration [ti, tf] and 
formalized as the expression (1). This is a formula in many-sorted first-order predi-
cate logic, where “L” is a predicate constant with five types of terms:  “Matter” (at ‘x’ 
and ‘y’), “Attribute Value” (at ‘p’ and ‘q’), “Attribute” (at ‘a’), “Event Type” (at ‘g’) 
and “Standard” (at ‘k’).  

L(x,y,p,q,a,g,k)                                                         (1) 

The formula is called ‘Atomic Locus Formula’ whose first two arguments are some-
times referred to as ‘Event Causer (EC)’ and ‘Attribute Carrier (AC)’, respectively.  

The intuitive interpretation of the expression (1) is given as follows, where ‘matter’ 
refers to ‘object’ or ‘event’. 

“Matter ‘x’ causes Attribute ‘a’ of Matter ‘y’ to keep (p=q) or change (p ≠ q) its 
values temporally (g=Gt) or spatially (g =Gs) over a time-interval, where the values 
‘p’ and ‘q’ are relative to the standard ‘k’.”  

When g=Gt and g=Gs, the locus indicates monotonous change or constancy of the 
attribute in time domain and that in space domain, respectively. The former is called a 
temporal event and the latter, a spatial event. 

For example, the motion of the ‘bus’ represented by S1 is a temporal event and the 
ranging or extension of the ‘road’ by S2 is a spatial event whose meanings or con-
cepts are formalized as (2) and (3), respectively, where the attribute is “physical loca-
tion” denoted by ‘A12’.  

(S1) The bus runs from Tokyo to Osaka. 

(∃x,y,k)L(x,y,Tokyo,Osaka,A12,Gt,k)∧bus(y)                           (2) 

(S2) The road runs from Tokyo to Osaka. 

(∃x,y,k)L(x,y,Tokyo,Osaka,A12,Gs,k)∧road(y)                         (3) 

MIDST has employed ‘tempo-logical’ connectives representing both logical and 
temporal relations between loci. A tempo-logical connective Κi is defined by (4), 
where τi, χ and Κ refer to one of the temporal relations indexed by ‘i’, locus, and an 
ordinary binary logical connective such as the conjunctive ‘∧’, respectively. This is 
more natural and economical than explicit indication of time intervals, considering 
that people do not consult chronometers all the time in their daily lives.  

Here are introduced two examples of tempo-logical connectives, namely, ‘SAND’ 
and ‘CAND’. The expression (5) is the conceptual description of the English verb 
“fetch”, implying such a temporal event that ‘x’ goes for ‘y’ and then comes back 
with it, where ‘Π’and ‘•’ are instances of the tempo-logical connectives, ‘SAND’ and 
‘CAND’, standing for “Simultaneous AND” and “Consecutive AND”, respectively. 
In general, a series of atomic locus formulas with such connectives is called ‘Locus 
formula’. 

χ1 Κi χ2 ⇔ (χ1 Κ χ2) ∧ τi(χ1, χ2)                                    (4) 

             (∃x,y,p1,p2,k)L(x,y,p1,p2,A12,Gt,k)•(L(x,y,p2,p1,A12,Gt,k)Π  
L(x,y,p2,p1,A12,Gt,k)) ∧ x≠xy ∧ p1≠p2                                               (5) 
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3   Specification of the World for a DIRN 

‘The world for a DIRN’ (W) refers to ‘the set of matters observable for the DIRN’ 
and is defined by (6) as the union of the set of its nodes (D) and the set of the objects 
in its environment. The set D is the union of the sets of a brain node ({B}), sensor 
nodes (Se) and actor nodes (Ac) as represented by (7) while the set O includes possi-
bly humans and the other DIRNs. 

W=D∪O                                                                (6) 

D={B}∪ Se∪ Ac                                                        (7) 

‘A constituent Ck of the world for a DIRN’ (i.e., Ck∈W) can be specified by the 
loci in the attribute spaces distinguishable by the sets of Attributes and Standards 
unique to the DIRN. 

3.1   Specification of Objects 

An object in the environment of a DIRN (i.e., Ck∈O) can be characterized by the loci 
of its structure and so on. For example, the characteristics of a tree ‘C1’ in the envi-
ronment can be represented by such a locus formula as (8), reading its height (A03) is 
between 4m and 5m, its location (A12) is in the park ‘C2’,….For another example, a 
road ‘C3’ that runs from a town ‘C4’ to a town ‘C5’ via a town ‘C6’ can be defined 
by (12), where ‘Me’ is the standard ‘Meter’. 

                      tree(C1)⇔(∃x,h,k,…)L(x,C1,h,h,A03,Gt,Me)∧(4m ≤ h ≤ 5m)   
                            ∧L(x,C1,C2,C2,A12,Gt,k) ∧ park(C2) ∧…    (8) 

  road(C3)⇔ (∃x,k,…) L(x,C3,C4,C6,A12,Gs,k)•L(x,C3,C6,C5,A12,Gs,k) 
           ∧town(C4) ∧town(C5) ∧town(C6)                                               (9) 

3.2   Specification of a Sensor Node 

A sensor node (i.e., Ck∈Se) can be specified by the loci of its structure and its collect-
able sensory data. In general, a sensor can be distinguished by the definition (10) from 
another kind of constituent where ‘data(y)’ is replaceable by (11), reading that a sen-
sor ‘x’ is what takes in some data ‘y’ from some constituent ‘z’. 

(λx)sensor(x)⇔ (λx∃y,z,g1,k1) L(x,y,z,x,p,q,A12,g1,k1)∧ data(y)            (10) 

(∃z,z1,…,zn,a,g,k,p1,…,pn+1) (y=L(z1,z,p1,p2,a,g,k)•…•L(zn,z,pn,pn+1,a,g,k))   (11) 

The formula (11) implies that ‘y’ is a locus in the attribute space referred to by the 
attribute ‘a’ and the standard ‘k’ unique to the sensor. For example, a thermometer 
‘C7’ with the measurable range [-10ºC, +100ºC] can be characterized by (12) with the 
attribute ‘temperature (A28)’ and the standard of ‘Celsius (Ce)’. 

(∃y,z,g1,k ,z,z1,…,zn,p1,…,pn+1) L(C7,y,z,C7,p,q,A12,g1,k1) ∧  
(y=L(z1,z,p1,p2,A28,Gt,Ce)•…•L(zn,z,pn,pn+1,A28,Gt,Ce)∧(-10ºC≤p1≤+100ºC)  
∧…∧(-10ºC≤pn+1≤+100ºC))                                                                                 (12) 
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3.3   Specification of an Actor Node 

An actor (i.e., Ck∈ Ac) can be specified by the loci of its structure, performable ac-
tions and, if any sensors with it, collectable sensory data. For example, a tanker ‘C8’ 
with the coverage [0km,100km] can be characterized by (13) with the attribute ‘mile-
age (A17)’. 

(∃x,r)L(C8,x,0,r,A17,Gt,Me)∧(0km≤r≤100km) ∧ liquid(x)                (13) 

3.4   Specification of the Brain Node 

The brain node (i.e., B) can be specified by the loci of commonsense knowledge and 
the world knowledge including such specifications of the other constituents as men-
tioned above. For example, (14) is an example of commonsense knowledge, reading 
that a matter has never different values of an attribute at a time. 

L(x,y,p1,q1,a,g,k) Π L(z,y,p2,q2,a,g,k).⊃. p1=p2 ∧ q1=q2                (14) 

The intelligence of the brain node must be conscious of all about the other constitu-
ents but can be unconscious of the structure (e.g., hardware configuration) and the 
computational performance specification (e.g., CPU speed) of itself because they are 
what only meta-systems such as OS and meta-brain node have to concern. In our case, 
the brain node is a high-performance multimedia computer with the OS 
WINDOWS/XP and our intelligent system IMAGES-M installed [11].  

4   Interaction Between a DIRN and Its World 

The integrated multimedia understanding system IMAGES-M works as the main 
intelligence of the brain node of a DIRN. The intelligence of each sensor or actuator 
is a small-scaled IMAGES-M adapted for its specialized function. IMAGES-M has 
employed locus formulas as intermediate conceptual representations, through which it 
can integrally understand and generate sensor data, speech, visual image, text, and 
action data. 

A DIRN is to solve some kinds of problems in its world. Such problems can be 
classified roughly into two categories as follows. 

(CP) Creation Problem: e.g.) house building, food cooking, etc. 

and 

(MP) Maintenance Problem: e.g.) fire extinguishing, room cleaning. etc. 

In general, an MP is relatively simple one that the DIRN can find and solve 
autonomously while a CP is relatively difficult one that is given to the DIRN, possi-
bly, by humans and to be solved in cooperation with them.  

4.1   Definition of a Problem and a Job for a DIRN 

A DIRN must determine its job to solve a problem in the world. In general, the DIRN 
needs to interpolate some transit event XT between the two events, namely, ‘Current 
Event (XC)’ and ‘Goal Event (XG)’ as shown by (15). 
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XC•XT•XG                                                                                       (15) 

According to this formalization, a problem XP is defined as XT•XG and a job for the 
DIRN is defined as its realization. 

The events in the world are described as loci in certain attribute spaces and a prob-
lem is to be detected by the unit of atomic locus by the inference employing such a 
postulate as (16) implying ‘Continuity in attribute values’. Therefore, the problem XP 
in (17) is to be inferred as (18). 

L(x,y,p1,p2,a,g,k)•L(z,y,p3,p4,a,g,k)→ p3=p2                         (16) 

L(x,y,p1,p2,a,g,k)•XP• L(z,y,p3,p4,a,g,k)                                 (17) 

L(z’,y,p2,p3,a,g,k) • L(z,y,p3,p4,a,g,k)                                    (18) 

4.2   CP Finding and Solving 

Consider a verbal command such as S3 uttered by a human. Its interpretation is given 
by (19) as the goal event XG. If the current event XC is given by (20), then (21) with 
the transit event XT underlined can be inferred as the problem corresponding to S3. 

(S3) Keep the temperature of ‘room C9’ at 20. 

L(z,C9,20,20,A28,Gt,k)∧ room(C9) ∧ (z∈O)                             (19) 

L(x,C9,p,p,A28,Gt,k) ∧ room(C9)                                              (20) 

L(z1,C9,p,20,A28,Gt,k)• L(z,C9,20,20,A28,Gt,k) ∧ room(C9) ∧ (z1∈O)       (21) 

For this problem, the DIRN is to execute a job deploying a certain thermometer and 
actors ‘z1’ and ‘z’. The selection of the actor ‘z1’ is performed as follows: 

 If 20-p <0 then z1 is a cooler, otherwise 
if 20-p >0 then z1 is a heater, otherwise 
   20-p =0 and no actor is deployed as z1. 

The selection of ‘z’ is a job in case of MP described in the next section. 

4.3   MP Finding and Solving 

In general, the goal event XG for an MP is that for another CP such as S3 given possi-
bly by humans and solved by the DIRN in advance. That is, the job in this case is to 
autonomously restore the goal event XG created in advance to the current event XC as 
shown in (22), where the transit event XT is the reversal of such X-T that has been 
already detected as ‘abnormal’ by the DIRN.  

For example, if XG is given by (19) in advance, then XT is also represented as the 
underlined part of (21) while X-T as (23). Therefore the job here is quite the same that 
was described in the previous section. 

XG •X-T• XC•XT• XG                                                                             (22) 

L(z1,C9,20,p,A28,Gt,k) ∧ room(C9) ∧ (z1∈O)                             (23) 
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5   Application to Robot Manipulation 

The intelligent system IMAGES-M, still under development, is intended to facilitate 
integrated multimedia information understanding, including cross-media operations as 
shown in Fig.3. At present, IMAGES-M, installed on a personal computer, can deploy 
SONY AIBOs, dog-shaped robots, as actors and gather information about the physical 
world through their microphones, cameras and tactile sensors. Communications be-
tween IMAGES-M and humans are performed though the keyboard, mouse, micro-
phone and multicolor TV monitor of the personal computer. 

Consider such a verbal command as S4 uttered to the robot, SONY AIBO, named 
‘John’. 

(S4) John, walk forward and wave your left hand. 
Firstly, late in the process of cross-media translation from text to AIBO’s action, 

this command is to be interpreted into (24) with the attribute ‘shape (A11)’ and the 
values ‘Walkf-1’ and so on at the standard of ‘AIBO’, reading that John makes himself 
walk forward and wave his left hand. Each action in AIBOs is defined as an ordered 
set of shapes (i.e., time-sequenced snapshots of the action) corresponding uniquely 
with the positions of their actuators determined by the rotations of the joints. For 
example, the actions ‘walking forward (Walkf)’ and ‘waving left hand (Wavelh)’ are 
defined as (25) and (26), respectively. 

        L(John,John,Walkf-1,Walkf-m,A11,Gt,AIBO) 
∧L(John,John,Wavelh-1,Wavelh-n,A11,Gt,AIBO)             (24) 

 Walkf={Walkf-1, Walkf-2,…,Walkf-m}                                (25) 

Wavelh={Wavelh-1, Wavelh-2,…, Wavelh-n}                      (26) 

Secondly, an AIBO cannot perform the two events (i.e., actions) simultaneously 
and therefore the transit event between them is to be inferred as the underlined part of 
(27) which is the goal event here. 

                     L(John,John,Walkf-1,Walkf-m,A11,Gt,AIBO)  
                     •L(John,John,Walkf-m,Wavelh-1,A11,Gt,AIBO)• 

L(John,John,Wavelh-1,Wavelh-n,A11,Gt,AIBO)                       (27) 

Thirdly, (28) is to be inferred, where the transit event, underlined, is interpolated 
between the current event and the goal event XG (=(27)). 

 

Fig. 2. AIBO (Sony) behaving in accordance to the command ‘Walk forward and wave your 
left hand’ 
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Fig. 3. Example of cross-media Q-A between humans (H) and IMAGES-M (S)  

                          L(John,John,p1,p2,A11,Gt,AIBO)  
• L(John,John,p2,Walkf-1,A11,Gt,AIBO)• XG                       (28) 

Finally, (28) is interpreted into a series of joint rotations in the AIBO as shown in 
Fig.2.  

6   Discussion and Conclusion 

As the simulations of DIRN-world interactions, several kinds of cross-media opera-
tions via locus formulas have been tried. At our best knowledge, there is no other 
system that can perform cross-media operations in such a seamless way as ours [11]. 
This leads to the conclusion that employment of atomic locus formulas has made the 
logical expressions of event concepts remarkably computable and has proved to be 
very adequate to systematize cross-media operations. This is due to their medium-
freeness and good correspondence with the performances of miscellaneous devices, 
which in turn implies that locus formula representation may make it easier for the 
devices to share a task than macro-command representation. 



546 M. Yokota and G. Capi 

From the simulation results, we conclude that Lmd can be a universal language for 
WSANs including DIRNs. Our future work will include establishment of learning 
facilities for automatic acquisition of word concepts from sensory data and human-
robot communication by natural language under real environments. 
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Abstract. Interactive video browsing tools are designed for e-learning applica-
tions on future interactive TVs. The integrated system includes an authoring tool 
that produces multi-paths videos and a playback tool that uses video tracking 
technology and a remote controller. The playback tool enables multi-modal inter-
action between the user and a multi-story video clip. Three types of hyper-
interactive controls are incorporated, which include a reference link of a video ob-
ject to show supplementary information on the Web, a hyper link to enable hyper-
video jumps, and a choice link for online answers to pre-designed questions. The 
underlying video is coded using the standard MPEG technology, with navigation 
information hidden in the user-defined data of MPEG. Thus, the default sequence 
of a hypervideo can also be presented using an ordinary video player. 

1   Introduction 

Interactive TV aims at giving full interactivity between the TV programs and the 
viewers. The viewers will be able to select needed video in a simple and easy way. 
The interface design and related issues has been under massive research and discus-
sions in recent years [1, 2, 3]. On the other hand, hypervideo and multi-story video are 
also an important video technology under development [4, 5, 6, 7]. Video not only 
can be played in a linear sequence, but also can have multiple choices at certain points 
in the video. The story of a movie can progress in different ways and have different 
endings chosen by the viewer. An object in the video can be annotated with extra 
information in the form of a text file, an image, another clip of video, or a Web page. 
As long as the viewer triggers the reference link associated with it, the information 
will reveal. It would be very useful to integrate the hypervideo technology into inter-
active TVs to further enhance the interactivity.  

How the reference link in a video can be triggered is an interesting issue. It is quite 
natural to do it by clicking a mouse, just like what is usually done on the World Wide 
Web. However, a mouse seems not well suited in the living room. People are more 
used to play with the buttons on a remote controller. In this paper, we propose multi-
modal interaction for the playback tool. Besides using a remote controller, hand ges-
ture of the viewer captured by a CCD camera can also be used for controlling hyper-
video progress. The idea is shown in Fig. 1. 
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Fig. 1. Multi-modal hyper-interactive video viewing 

For an e-learning application in the form of video compact disc, the learner will not 
need a computer to view the hypervideo content. A DVD player and a TV, which are 
standard appliances in the living room of a normal family, would be sufficient for the 
learner to start learning. Personalized learning content can be retrieved through the 
hypervideo structure of the learning content. For example, the learner can choose to or 
not to view a video clip with detail explanation of a vocabulary in a conversation for a 
language-learning scenario. Computers will not be needed. 

In the following sections, we will introduce the authoring tool and the player of 
this integrated system. The multi-modal interaction and enabling technologies will 
then be delineated. And a brief conclusion will be drawn. 

2   Hyper-Interactive Video Content Authoring 

In order to produce hyper-interactive video content, an authoring tool is developed to 
divide the original video raw file into video clips. A directed-graph (digraph) structure 
composed of the video clips can then be constructed. One video clip can be used more 
than once in the digraph structure. The content producer can use the authoring tool 
with a user-friendly interface to produce the clips by simply marking in the starting 
time and marking out the ending time. Actually, the video file is not edited in any 
way. It is the marked points that are saved. 

Fig. 2 shows the appearance of our authoring tool. There are several windows in 
this tool, including the video window, a digraph structure of marked hypervideo, and 
the metadata that can be added into the video.  

The basic element of hypervideo is a video clip. A hypervideo is composed of sev-
eral video clips. In our digraph-structured hypervideo, every node represents a video 
clip marked by the producer. The root node is the starting point of the hypervideo and 
is marked with a red square in the authoring tool. The red line between two nodes 
represents a video hyperlink between the two video clips. The audience can activate 
the hyperlink in a specified temporal-spatial domain to jump from one video clip to 
another. Nodes can have more than one branch. So the user can decide which video 
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clip is the target via the multi-modal interaction. One of the hyperlinks of each node is 
set as the default link. If the audience does not make any choice, the video playing 
will proceed to the video clip with the default link. 

 

Fig. 2. The authoring tool of interactive-hyper video 

Fig. 3 shows the result of a hypervideo structure. The producer can change the line-
arly played video sequence into a digraph-structured hypervideo. The audience can 
select the video clip he/she wants to watch by triggering a reference link. If they do 
not like the selected clip, they can go back to the parent video clip to choose another 
video hyperlink. The producer can also put some extra information to describe certain 
objects in the video clip. By the authoring tool, the producer can add text descriptions, 
existing image files, webpage files or URLs on the Internet to give more information 
to the audience.  

Video annotation is usually used to enhance the semantics of the video object in 
the research of MPEG-4, MPEG-7 and video retrieval [8]. It is a big challenge to 
decide which objects to be recognized, tracked, and annotated. In our work, we adopt 
a manual and intuitive way to reduce the complexity of authoring.  

 

Fig. 3. A linear sequence versus a directed graph-like structure 
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3   The Hypervideo Player 

In the proposed system, one key issue is how the annotated video can be played in a 
selected sequence exactly. A hypervideo presentation engine is designed for the hy-
pervideo player. There are three components in the presentation engine: the naviga-
tion manager, the video decoder, and the video render (Fig. 4). They are described in 
details in the following. 

 Navigation_Manager:  
The major component of the presentation engine is the navigation manager that 
lets the user browse the video sequence and receives the multi-modal interaction 
signal from the user. It can also control the process of video decoding when the 
user jumps to the next and previous video clips.    

 Video_Decoder:  
This component is responsible for decoding the video signal like an MPEG de-
coder. The video decoder installed in the Windows OS is used directly. 

 Video_Render:  
This component is used to render a video that comes from the output of the navi-
gation manager and the video decoder. If one of the inputs to the video render is 
interrupted, the video render will output the default video sequence without using 
the hypervideo function.  

 

Fig. 4. The architecture of the hypervideo player 

The video produced by the hypervideo authoring tool can also be played in other 
video players. Other players will play the default sequence of the digraph structure. 
The annotation added by the authoring tool will be ignored. 
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4   Multi-modal Interaction 

Mouse clicking is natural to computer users on the WWW environment. Hypervideo 
is an extension of the idea of hypertext in Web pages to video. But here we look for 
other ways of interactions for future interactive TV applications. Under the scenario, 
people might not be used to mouse clicking. Thus, two other modes of interactions are 
introduced: 1. interaction with a remote controller, 2. interaction with camera-
captured hand gestures. 

4.1   Interaction with a Remote Controller 

The first recommended device is a remote controller for TV. Most people are used to 
pressing buttons of a remote controller. However, current design of a TV remote con-
troller needs to be enhanced to incorporate certain functions of the hypervideo player. 
A few buttons are redefined for such a purpose. The workflow of the remote control  
is  shown  in  Fig. 5. In order to simulate the TV on a computer screen, an IR (infrared 

 

Fig. 5. The workflow of the remote control for the hypervideo player 

 

Fig. 6. The IR receiver and the remote controller 
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rays) receiver is added to the COM port to receive the IR signal from the remote con-
troller. The IO fetch component receives data from the COM port and translates the 
data for the hypervideo player. Fig. 6 shows the IR receiver and the redefined remote 
controller. 

Fig. 7 shows the situation that a viewer uses a remote controller to browse a hyper-
video. The hyperlinks are shown in the video window with numbers. The viewer can 
activate the text, image, Web page, and/or video hyperlinks associated with the video 
clips by simply pressing the number buttons. Besides the hyperlinks, the viewer can 
also switch between play and pause or jump to a certain video clip. 

  

Fig. 7. Using a remote controller to browse hypervideo 

4.2   Interaction with Camera-Captured Hand Gestures 

A CCD camera is used as the second input device for the viewer to interact with the 
hypervideo browser. Hand gestures are used to replace mouse events. When the viewer 
waves his/her hand, the system finds the center of the palm and it is viewed as the 
mouse cursor. The viewer moves the hand to move the cursor to a certain hyperlink. 
When the palm is folded into a fist, the hyperlink is triggered. A low level CCD is suffi-
cient to capture the user’s gestures. Such a device can be acquired easily at a low cost. 

Gestures are used as the event to trigger a hyperlink. The first step of recognizing 
gestures is to separate the hand in each frame. The second step is to find the center of 
gravity of the palm as the location of the mouse cursor. And the third step is to detect 
the palm is folding or unfolding [9, 10, 11].  

The following procedures are used to separate the hand from the background: 

1. Compute the difference of lightness in each pixel between the current frame and 
the former frame. 

2. If the result is greater than the threshold, the value is set to 255. Otherwise, the 
value is set to 0.  

This can be expressed by the following equation. 
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With an adequate threshold, we can get results of separating the foreground object 
from a still background.  
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Next we need to reduce the noise shown with the foreground object. The median fil-
ter and the closing operation are used. Here, the two techniques are briefly introduced. 

Median filter: All the pixels values (in gray-level) in an N*N mask are arranged in a 
sequential order (from the smallest to the largest), then the middle value is selected 
from the ordered set to replace the value of the central pixel. 

Closing operation: The closing operation performs the dilation followed by the ero-
sion operation. Usually, it is used to fill in small holes or gaps and connect object’s 
fragments. 

By using these techniques, we can remove the redundant noise and get the hand area 
more precisely. Fig. 8 shows the hand area after removing noise.  

 
noise   object      

         (a)                                        (b) 

Fig. 8. Result of noise reduction (a) before and (b) after the noise reduction 

Illumination change and background change are the two factors for getting an inac-
curate background image. Without an accurate background, the foreground object 
cannot be separated. So, a dynamic background update mechanism is necessary. The 
major component of background adaptation is to calculate the difference between the 
current frame and background image. If the difference exceeds a threshold, the back-
ground image must be updated. 

In this system, we use the number of on-off times of each hand object to determine 
if it is folding or unfolding. The procedure of determining on-off times is as follow: 

1. Scan the source image horizontally from the top to the bottom with an interval of 
two pixels until whole image is scanned. 

2. In the scanning process, the system checks the value change of neighboring pixels. 
3. If there is a change from black to white, it is an “on.” 
4. If there is a change from white to black, it is an “off.”  
5. Sum up the total number of on’s and off’s. 

With an adequate threshold, we can use the on-off number to determine whether the 
palm is folding or unfolding. Fig. 9 shows the two gesture configurations.  

In our system, hand gestures are used to trigger the hyperlink in a hypervideo. The 
center of the palm is considered as the cursor to locate the target hyperlink. After the 
above-mentioned procedure, we can easily get the area of the hand. Then we compute 
the center of gravity of the palm to get a coordinate and use this position to select a 
hyperlink. Fig. 10 shows a locating result using the center of gravity of palm.  
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Fig. 9. Gestures: folding and unfolding 

 

Fig. 10. Mouse moving and clicking by gestures 

When the viewer moves his/her hand, the captured frame is analyzed and a coordi-
nate is returned to the hypervideo player. The hypervideo render engine renders a small 
block indicating the location the palm points to. When the viewer folds the palm, the 
hypervideo player detects a low on-off number. This action is treated as the event of 
mouse clicking. So if there is a hyperlink in the area, it will be activated by the action. 

5   Conclusions 

In this research we integrated the hypervideo structure into the interactive TV frame-
work. With the developed multi-modal interaction tools, the viewer can sit back and 
relax on a couch to learn an e-learning application with hypervideo content and enjoy 
the interactivity easily. The interactivity of the interactive TV is enhanced with the 
hypervideo. 
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Abstract. In the field of multimedia content provision, many researchers 
investigate numerous techniques for adapting the content based on device, 
network, environment and user characteristics. In this paper, we present an 
MPEG-21 middleware design for dynamic content adaptation and we 
demonstrate a true mobile multimedia client that is able to communicate 
information about device and network characteristics and provide the necessary 
tools for the configuration of user preferences. 

1   Introduction  

MPEG-21 aims at understanding how the various elements of the infrastructure for 
the deployment of multimedia applications fit together. Various terms and definitions 
have been defined in this framework, such as content which have been replaced by the 
term Digital Item. Digital item adaptation is defining the personalization of the 
selection and delivery of multimedia content to the individual users. Content 
adaptation is necessary so as to make the content universally accessible (Universal 
Multimedia Access) since different networks and devices imply different quality of 
service, bit rate, computing and presentation capabilities and also different users 
imply different preferences (e.g. content type, content quality, etc) and usage 
history[1],[2]. However, MPEG-21 provides only some of the tools necessary to 
support resource adaptation, descriptor adaptation and QoS management. 

Not for all the content types the adaptation operations are the same. For instance, 
while video adaptation include operations such as transcoding, video summarization, 
replacement, synthesis [3], for audio the operations are specified  as channelDropping 
and scalableAudio [4]. Using each one of these operations, a digital item will provide 
different results which will certainly have different satisfaction for each user based on 
his/her preference and his/her current activities or location. However, the objective 
usually is not just to adapt the digital item but to provide a result which will be 
optimized for the network, fit to device characteristics but also have the best 
satisfaction for the end-user. Therefore the selection of either a single or a 
combination of operations requires a number of algorithms for determining the 
operation and adapting the digital item and evaluating the result quality. While 
numerous types of terminal and mobile devices are being used for content retrieval, 
currently users’ concerns lie not with the end-system, but with the information and 
information quality[5].  
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In this paper, we present how the MPEG-21 framework will assist in content 
adaptation and we propose an MPEG-21 middleware design. In addition we present a 
true multimedia client for mobile devices that uses the current MPEG-21 framework 
for acquiring the dynamically adapted content. Section 2 discusses the research 
overview in this area while section 3 presents the middleware design and illustrates 
the multimedia mobile client. Finally, the paper concludes and presents future work. 

2   Research Overview 

During dynamic adaptation, a system, which is responsible for the whole processing, 
has to reflect on the adaptation operation characteristics and also the content, user, 
environment, network and device characteristics. In addition, the delivery of the 
content, which is mostly depended on the adaptation result, invokes the Quality of 
Service, a value that is not easy to determine automatically. Having this in mind, it is 
obvious why until now, in most of the approaches, content adaptation process is a 
communication handshake calling for a user to select most of the attributes (e.g. 
quality, format of the content) from an inadequate predefined number of choices. A 
concise outline of the current research work is discussed below. 

In [6], a three-tier architecture was implemented for selecting, adapting and 
delivering personalized and summarized content to the end users. The media 
middleware consists of the personalization engine and adaptation engine. In this work, 
personalization is focused on the insertion or deletion of each video shot depending 
on user preferences. It is not quite clear how the adaptation engine is achieving the 
optimal adaptation, but as it is cited, part of the algorithm extracts audiovisual 
segments from shot boundaries and combines them based on the personalization 
selection. Moving from ad-hoc content adaptation to a most intelligent adaptation, it 
is necessary to define the relations of video entity, adaptation, resource and utility [7]. 
In [7] as in [3] as well, the authors used the term “adaptation operation, resource and 
utility (ARU) spaces” in order to emphasize the multidimensional constrained 
problem during the adaptation process. To be more precise, given a particular content 
unit, adaptation operation space relates to the existence of many adaptation methods 
that can be applied, such as transcoding, summarization, etc. Furthermore, resource 
space is defined by the multiplicity of the device and network characteristics related 
with the content delivery and consumption, such as bandwidth, device computational 
capabilities, display dimensions, etc. The utility space is quite nearer to the quality of 
service concept, as it is measuring in its multiple dimension space the user’s likings 
and preferences. Therefore, a point at adaptation space (e.g. corresponded by a 
defined adaptation operation such transcoding) is associated with’ specific resources 
and utility values which are represented by corresponding points in the resource space 
and the utility space respectively. Although the above seem to formulate a complete 
framework for dynamic adaptation, however, during dynamic adaptation, the main 
problem lies with the fact that the utility value can not be easily measured. Therefore, 
for a given resource-constrained utility maximization optimization problem, the result 
of the adapted content can not be easily evaluated without the human factor. In 
addition, during the searching for the appropriate adaptation operation and its 
parameters, it is very difficult to know the result of each selection without exercising 
it at that point of time.  
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3   Design Overview 

The collection, preparation, delivery and consumption chain of content (or digital 
item) is very long and ambiguous process that begins with the author and usually ends 
up at the user. A number of actors are involved in the process such as the author, the 
publisher, the content provider, the content consumer. In addition, many factors and 
parameters affect that chain, such as the network environment, natural environment, 
device and user. Whatever device is used (e.g. a normal PC, a mobile phone, a pocket 
pc, a handheld device, etc) the content must be able to plug-and-play on that device. 
Therefore, the specific device characteristics must been collected and send for tuning 
the content according to those characteristics. Usually to the responsible party for this 
kind of processing is middleware. 

Applications supporting MPEG-21 consist of many application layers. Each layer 
is responsible for a specific functionality, and communication among the layers is 
achieved through exchange of messages between neighbor layers. For instance, 
validation for the XML schema or documents would be made by an XML parser. 
Basic functionality, that is required for each common MPEG-21 tool include 
mechanisms for search, updating and insertion. Using the basic functionality, the 
business process may be customized for each application based on its specific 
requirements. Finally, an application (graphical or console) user interface may be 
placed on top of the architecture, e.g. a customer user interface for the client, an 
administration interface for the server, or an application interface providing 
connection with external systems.  The MPEG-21 middleware involves the interaction 
of many crucial processes, algorithms and operators (e.g. selection[9], adaptation 
process, adaptation operators, database utilities, content analysis, content evaluation 
process) but also requires the involvement of MPEG-21 schema and xml readers & 
writers. The MPEG-21 framework proposes that during digital item consumption, 
content adaptation can be utilized through a resource adaptation engine and/or a 
descriptor adaptation engine [10], [11]. 

Figure 1 illustrates a likely design of the content adaptation process. In a typical 
scenario, a user requests a multimedia object (digital item). In the particular case 
scenario, the digital item is MPEG-7 defined, thus we assume that the annotation step 
has already taken place. A system (e.g. content provider system) should offer the item 
to the user in the appropriate format. Specifically, the item has to be adapted for 
fitting into device, network and environment characteristics, such as terminal 
display’s dimension, bandwidth limitations, etc. While, the information of the digital 
item is retrieved from the MPEG-21 schema, the information for the terminal and 
user’s preferences is retrieved in a MPEG-21 format from a storage location (e.g. 
profile storage manager). A number of available adaptation operations assist in the 
adaptation process. However, the main issue here is what adaptation operation is more 
suitable to be used and in addition what parameters should be utilized with the 
particular operation. For that reason, a selection process selects and subsequently 
tunes the most appropriate adaptation operation with the aid of utilities and several 
types of information. Among these utilities are modules responsible for content and 
usage analysis and user-centered generated content evaluation.  
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Fig. 1. MPEG-21 Design 

Dynamic digital adaptation, which is a module of the middleware and will mostly 
include optimization algorithms, is designed to interface with the top layer of the 
MPEG-21 middleware in order to request, adapt, store and provide a digital item 
along with its descriptors. MPEG-21 middleware is currently under development 
based on the above design. The following section discusses implementation of the 
MPEG-21 middleware. 

3.1   The MPEG-21 Middleware Implementation 

The multimedia content adaptation under the MPEG-21 framework is utilized after 
the digital item request. The Digital Item Upload is part of the content management 
process followed by each author or publisher. During that phase, a video accompanied 
by a MPEG-7 file is uploaded to the server. The MPEG-7 file describes the video file 
syntactically and semantically. For instance, a sport video clip, being stored in 
MPEG-4 video format, illustrates a soccer player kicking the ball. Therefore, the 
MPEG-7 file includes the video format characteristics, the description about this 
event (e.g. date, time, occasion, location, player name, and playing field name), 
description about the objects of this video clip and their actions, etc. We have 
developed a web user interface connected with the middleware. Through that, a user 
can upload digital items (e.g. a video, an image, a music file) with the MPEG-7 file. 
The MPEG-7 is linked with the digital item and stored in a database.  

On the other side, a user requests to watch the particular video clip using his/her 
mobile device (Digital Item Request). However, while he is in a hurry, he requests 



560 M.C. Angelides, A.A. Sofokleous, and C.N. Schizas 

that he would see the video in black and white color. In addition his device only 
supports MPEG-2 video and is connected into the internet with GPRS over GSM.  
Therefore, a MPEG-21 file (constructed at the user site) is sent to the middleware 
providing the current characteristics of the particular transaction (e.g. his preferences, 
his devices characteristics, and the network characteristics). The multimedia mobile 
client is explained in the next section. 

The middleware receives the MPEG-21 file(s) and using this file as a parameter 
calls a selection process. The selection process loads all the information about the user 
using the MPEG-21 files and the already stored information. User’s MPEG-21 
characteristics along with his/her usage history data are loaded. The selection process 
aims to identify the appropriate adaptation operation and therefore to make an 
appropriate decision on how to adapt an input bit-stream based on many input 
constrains and characteristics. This kind of decision-taking is characterized as a 
constrained optimization problem involving algebraic variables that represent 
adaptation parameters, media characteristics, usage environment inputs, or any 
combinations thereof [9]. The solution, yielding the decision, can then be computed by 
a universal process independent of what the variables represent. Analyzing the MPEG-
7 file and the MPEG-21 file, the selection process has to search for an adaptation 
operation that will transform the MPEG-4 color video to the MPEG-2 black/white 
video.  The transcoding operation is selected and is utilized (Digital Item Adaptation). 

The middleware is streaming the on-air adapted digital item (Digital item 
provision). The mobile device receives the streaming video and display the black/white 
video to the user (Digital item consuming). The user can evaluate the content using his 
device browser (explained also in the next section). End-user devices must be able to 
interact with the middleware infrastructure so as to provide the necessary information 
(e.g. characteristics and user’ preferences). The interaction will guide the adaptation 
process. In addition a digital item viewer is needed fore viewing adapted items. The 
following section presents a mobile application, called MPEG-21 mobile client, which 
consists of an interactive MPEG-21 browser and a digital item viewer. 

3.2   MPEG-21 Mobile Client 

The proposed system consists of a digital item Viewer, a sub-system mainly designed 
and developed for mobile devices, and a MPEG-21 interactive browser (figure 2). 
Both of the sub-systems are implemented in J2ME (java for mobile devices) and a 
number of extra J2ME libraries which come with mobile phones (e.g. MMPAPI). 
Thus, the MPEG-21 mobile client is able to run on any mobile device. Using this 
integrated and complete mobile system, a user may specify his/her preferences under 
the MPEG-21 framework and therefore configure digital items according to User 
preferences[12], request adaptation for resources, and view the desired digital item 
adapted by the MPEG-21 middleware. 

MPEG-21 Interactive Browser communicates directly with the MPEG-21 
middleware and provides the necessary tools and specifications for both user and 
device total interaction under the MPEG-21 standard. The expandable browser 
comprising many components, enhances the optimization of the content adaptation 
process, since during communication with the middleware, it automatically provides 
information about the mobile device and network characteristics. 
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Many user preferences (e.g. content, video and audio presentation, color, 
presentation priority, etc), which also are proposed by the MPEG-21 experts, shape a 
user profile and therefore guide content adaptation. When a person uses a different 
mobile device or terminal, his/her preferences may not change. That kind of action 
requires having user’s profile portable, which implies either a number of algorithms 
for moving intelligently the profile each time a user change a device or just to have 
each user’s profile at a central online server. In addition, with regards to customizing 
preferences for each device, there will be few differences to opting for a fresh 
specification. The user profile may be saved in repositories[13] or in databases[14]. In 
DIA, session mobility refers to the transfer of configuration - state information that 
pertains to the consumption of a Digital Item on one device to a second device[15].  
 

 

Fig. 2. The Multimedia Mobile Client 

  

Fig. 3. (a) MPEG-21 User Preferences. (b) Modality Priority. (c) MPEG-21 Digital Item Viewer. 

The MPEG-21 interactive browser identifies the user, and loads his/her preferences 
during initialization. Furthermore, a user is able to update his/her preferences at any 
time (figure 3a). User characteristics include general user information, content 
preferences, presentation preferences, accessibility characteristics, mobility 
characteristics and destination [16]. Currently most of these have to be inserted 
manually since most of the preferences cannot be extracted anywhere else but from 
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the user. User location can be determined and inserted automatically by the system. 
The interactive browser can be easily expanded and modified to support location 
services so as to provide the location information to MPEG-21 middleware. 
Therefore, adaptation algorithms will use this kind of information in their calculations 
for better digital item adaptation since specific preferences usually vary based on 
location. For instance, users would like to watch high quality movies at home even 
when there is a request to watch in black and white rather than color. 

Measuring video quality or image quality is a complex process, even with the aid 
of human factor, since quality has not been defined effectively for dynamic 
environments. Approaches for quality evaluation are using the objective quality, 
which requires a number of computing algorithms, or the subjective quality, which 
requires manual effort [17]. In some cases a user or the system may specify quality 
threshold under which it is declared that no acceptable experience can be provided. 
However providers shall always deliver the best possible experience [8]. A user may 
use the mobile interactive browser for evaluating the adapted content by updating the 
AdaptationQoS parameters (indirectly). Quality of service is defined under MPEG-21 
as AdaptationQoS. It describes the relationship between constraints, possible 
adaptations, and qualities in order to support media resource adaptation for terminal 
and network quality of service [4]. The AdaptationQoS descriptor provides the means 
to trade-off these parameters with respect to quality so that an adaptation strategy can 
be formulated and optimal adaptation decisions can be made in constrained 
environments. For example, a user can define the relative order of each conversion of 
an original modality and the numeric weight of each conversion (figure 3b). The 
weights of conversions with the AdaptationQoS parameters will help the selection 
process to determine when conversion should be made. The Mobile digital item 
viewer presents adapted content to users. Currently, the viewer supports audio, video, 
image and text delivery over http, https, rtp, rstp. For instance, a user can watch a 
movie as streaming video via the rstp protocol or can download it and watch it via the 
http protocol (figure 3c). 

While a part of MPEG-21 framework is about user, terminal, network, usage, 
natural environment characteristics, it is unclear how these fit to a practical scenario 
or who and how is providing that information. These characteristics require specific 
treatment by specific actors, such as a mobile device, a user, or middleware. A user 
has to insert most of their data manually but the implementation of intelligent 
algorithms on a device or a middleware will automate this. The browser is able to 
retrieve device characteristics (e.g. device type, operating system display resolution, 
codec and content types supported by devices, processor, memory, etc) and use this 
information during digital item adaptation. Network characteristics can also be 
defined by the user manually or automatically by the device and middleware. The 
collaboration model, which illustrates the sources of “MPEG-21 characteristics”, is 
illustrated in figure 4a. 

Figure 4b shows priority preference for general resources, where a user wishes to 
have high video QoS by assigning a priorityLevel of 1.5 to video resources. The user 
is also interested in Sports and gives a priorityLevel of 1.6 to this genre. So, the 
resources of video modality and Sports genre, especially the Sport videos, should 
have better qualities after adaptation. Note that the user already knows the default 
priorityLevel of resources is 1.0. However, the same user would specify different 
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weight values under different circumstances e.g. when he is in his/her car and he 
wants the content in less elapsed time. The priorityLevel is defined within user 
characteristics and is filled manually by a user (figure 4a, figure 3b). 

 

 
 

<DIA> 
<Description 

xsi:type="UsageEnvironmentType"> 
<UsageEnvironment 

xsi:type="UserCharacteristicsType"> 
<UserCharacteristics 

xsi:type="PresentationPreferencesType"> 
<PresentationPriority> 
<GeneralResourcePriorities> 
<ModalityPriorities> 
<ModalitypriorityLevel="1.5" 

ref="urn:mpeg:mpeg21:2003:01-DIA-
ModalityCS-NS:1"> 

  <mpeg7:Name>Video</mpeg7:Name> 
 </Modality> 
</ModalityPriorities> 
<GenrePriorities><Genre 

priorityLevel="1.6" 
href="urn:mpeg:mpeg7:cs:GenreCS:2001:1.6
"> 

<mpeg7:Name>Sports </mpeg7:Name> 
 </Genre> 

 </GenrePriorities> 
</GeneralResourcePriorities> 
</PresentationPriority> 
</UserCharacteristics> 
</UsageEnvironment> 
</Description> 
</DIA> 

Fig. 4. a) Automatic and manual gathering of characteristics. b) MPEG-21 Presentation Priority. 

4   Performance Evaluation and Complexity   

During the performance evaluation of the architecture, a series of tests were 
performed on sample of user requests. A number of mobile phones having the 
multimedia mobile client were generating requests. Benchmarks revealed that the 
middleware performance is depended on the selection process and the selected 
adaptation operator. The selection process is heuristic, which makes it very difficult 
to determine and characterize precisely the execution time. Whilst each adaptation 
operator performance is different, it can be calculated. The main factors that affect 
each adaptation operator performance are the size of the digital item (e.g. video 
size), the initial and target format type and characteristics. The server’s 
configuration plays an important role for an adaptation operator (e.g. a dual 2,4 
GHz CPU with two simultaneously real time transcoding channels may assist the 
transcoding operator to exceed real time). Most of the adaptation operation results 
can be predicted. For instance, consider the case of a mobile client which requests a 
video movie but the mobile device does not support the video format. Therefore, the 
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selection process finds an adaptation operation that can export to audio with 
parameters such as 8-bit/16-bit/32-bit sample type b. stereo/mono. These 
parameters may play an important role to the size of the adapted audio (figure 5). 
The final size can be calculated before adaptation takes place. However, some 
characteristics of the final digital item cannot be determined, such as the 
measurement of video, image or audio quality. 
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Fig. 5. Video (MPEG-2) to Audio adaptation 

5   Conclusions and Future Work  

In this paper we exploit how mobile computing can use MPEG-21 by illustrating a 
design of MPEG-21 middleware and a prototype multimedia mobile client.  MPEG-
21 mobile client allows a user to define his/her preferences and at the same time 
include mechanisms for retrieving and sending device and network information to the 
middleware. The middleware is designed to provide content satisfaction for most user 
preferences and device and network constrains. We are currently implementing the 
MPEG-21 middleware and its algorithms (adaptation, selector and evaluation 
algorithms).  
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Abstract. Ontology is a promising tool to model and reason about context in-
formation in pervasive computing environment. However, ontology does not 
support representation and reasoning about uncertainty. Besides, the underlying 
rule-based reasoning mechanism of current context-aware systems obviously 
can not reason about ambiguity and vagueness in context information. In this 
paper, we present an ongoing research on context modeling which follows the 
ontology-based approach while supports representation and reasoning about un-
certain context. This unified context model then is used as a framework in our 
implementation of the context management and reasoning module of our con-
text-aware middleware for ubiquitous systems. 

1   Introduction 

Most of the current proposed pervasive context-aware systems use sensors as the 
major source for providing data to applications. However, the data sensed, or raw 
data, is always imperfect and incomplete due to the sensing technologies. This result 
in the inaccurateness of the high-level information deduced from raw data. For exam-
ple, it is difficult to infer that the user is sleeping based on the sensing data such as his 
location (in-bed), the room light (dark) and the sound (quiet). Furthermore the under-
lying logical, rule-based reasoning mechanism of current systems obviously does not 
support reason about uncertainty. Hence, dealing with uncertainty is the most chal-
lenge in context-aware computing research community. 

Since its appearance, probabilistic model or Bayesian networks technique has 
showed to be a very powerful tool for the representation and reasoning about the 
uncertainty. In particular, a Bayesian network represents a full joint distribution over 
a set of random variables. It can answer queries about any of its variables given any 
evidence. Besides, Bayesian network provides different forms of reasoning including: 
prediction (reasoning from cause to result), abduction (inferring cause from result) 
and finally, explaining away (the evidence of one cause reduces the possibility of 
another cause given the evidence of their common results) which is especially diffi-
cult to model in rule-based systems [4]. Nevertheless, a fundamental limitation of 
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**  Corresponding authors. 
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using Bayesian network for knowledge representation is that it can not represent the 
structural and relational information. Also, the applicability of a Bayesian network is 
largely limited to the situation which is encoded, in advance, using a set of fixed vari-
ables. Thus, it is not suitable for representation of contextual data which is highly 
interrelated and dynamic in pervasive computing environment [5]. 

In this paper, we present a unified context model which inherits the advantages 
from both the probabilistic model and ontology. It can be considered as the glue 
which connects and integrates these two techniques. Given the unified context model, 
we can build a unified context ontology which captures both structural and probabilis-
tic knowledge of a domain. Given the unified context ontology, Bayesian networks 
are constructed autonomously and used for reasoning about uncertainty. 

The rest of paper is organized as follows. Section 2 discusses on the related work. 
Section 3 presents a scenario which will be used through this paper for illustrating of 
our approach. In section 4, we present our unified context model in detail. The unified 
context-ontology paradigm is introduced in section 5. Section 6 introduces three types 
of reasoning supported given the context ontology defined based on our context 
model. Finally, the paper ends with discussions and conclusions in section 7. 

2   Related Work 

A lot of research has addressed the issue of uncertainty in context aware computing. 
First efforts tried to modeling the uncertainty of context information using various 
terms such as "imperfectness" [8], "confidence" [9], "accuracy" [10], etc. Neverthe-
less, those approaches lack of expressiveness to capture rich types of context informa-
tion and they do not support the reasoning mechanism. 

Recently, some research approaches have used Bayesian networks to model and 
reason about the uncertain context. Firstly, Ranganathan et al. [2] used Microsoft's 
Belief Network (MSBN) [12] software to create the Bayesian networks structure. 
The Bayesian network is defined by knowledge experts and is mapped to predicates 
in the ontology by developers. Each predicate is attached with a confidence value 
for representing its value's uncertainty. Secondly, Tao Gu et. al. [11] mapped each 
context predicate into a node in the Bayesian network. Then, an arc is drawn be-
tween two nodes if and only if a dependency relation exists between two context 
predicates. Thus, a RDF graph with dependency markup is translated into a Bayes-
ian network. 

These two approaches have solved the problem of dealing with uncertainty. How-
ever, their support of uncertain reasoning is application-specific. In both approaches, 
developing a new application needs to redefine a new Bayesian network even if the 
domains are similar. Also, the mapping between the Bayesian network and the ontol-
ogy is done manually by developers in both approaches. Even when the probabilistic 
data in form of Bayesian networks is integrated into the context ontology in [11], it is 
still unable to be reused for a similar domain. The reason is that it is defined over the 
instances data. In summary, both approaches provide no systematical method to sup-
port the uncertain reasoning mechanism. 
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3   A Smart-Home Scenario 

In this section, we describe a smart home scenario which will be used for illustrating 
our proposed context model. Our sample scenario is a smart automated home that can 
proactively control the environmental conditions to reduce resource consumption. The 
windows and blinds can be controlled automatically according to the situations to 
provide optimal cooling or heating process or to create a fresh air breeze. For in-
stance, on a day when the temperature is shifted from cool to warm, the home might 
determine that the optimal warming strategy is to open the windows and blinds so that 
the warm air can go inside. This scenario seems to be very simple but it is practically 
more complicated in the real situation. For example: the outside is so noisy while 
there are people reading inside the room; someone does not want the blinds open 
because he/she is sleeping; the air outside is polluted by dust and smoke, and so on. 
The decision of open the windows and blinds is depended on many elements in the 
situation. Such dependencies are also changed from situation to situation.  

In the next section, we will show how to model this smart-home domain based 
upon our proposed unified context model 

4   The Unified Context Model 

Our context model is influenced mainly by the Probabilistic Relational Model devel-
oped by Friedman et al. in [8] and the Probabilistic Frame-based systems of Koller et 
al. in [9]. We made some modifications in compare with the original PRM to make 
the model simple and suitable to our requirements. 

The unified context model consists of two parts: 

• The relational schema which represents the structural and organizational informa-
tion in forms of class, binary relations, relation chains and properties. 

• The probabilistic models which annotate the conditional probabilistic dependency 
relationship between properties of classes. 

 

Fig. 1. (a) The relational schema and (b) the probabilistic model for the scenario 
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4.1   The Relational Schema 

The basic unit of our context model is a class X. A class may be a sub-class of another 
(its super class). A class includes a set of relations R1,…,Rn and a set of properties 
P1,…,Pn with associated restrictions (or facet).  A relation Ri specifies a binary rela-
tion between two classes X and Y. All relations are typed appropriately. The binary 
relation X.R(Y) can be considered as an object-property of class X which has the 
value-type of class Y. In Figure 1, the binary relation hasWindow defines the relation-
ship between the class Room and the class Window. 

A relation-chain is a sequence of binary relations separated by period. It creates an 
implicit relational link between two classes in a relational domain. A relation-chain 
X.R1.R2…Rn refers to the final class which is the type of the final relation in the chain. 
Each relation Ri in the chain must be correctly typed. In Figure 1, the chain ofWin-
dow.ofRoom creates an indirect relation between class WindowAgent and class 
Room.  Similarly, a property-chain is formed by appending a relation-chain with a 
property of the referenced class. It specifies a reference from a class to a property, 
which can be its property or other class property.  

4.2   A Modified Probabilistic Relational Model 

We use probability for representing the uncertainty within a domain. A class which 
consists of probabilistic information is annotated with the local probabilistic model. 
This type of class is called p-class. A p-class, similarly to the normal class, has prop-
erties, relations and restrictions. 

We call the property which contains probabilistic information a p-property. A p-
property is either simple or complex. A p-class may also have other properties that do 
not participate in the probabilistic model, whose type is neither of the above. This 
feature allows existing knowledge bases to be annotated with probabilistic informa-
tion without requiring a complete redesign of the ontology. 

A simple p-property corresponds with a root node in Bayesian network. A simple 
p-property has two restrictions: hasValue and hasPD. The restriction hasValue is 
an explicitly enumerated list of possible values for the p-property. The restriction 
hasPD specifies the probability distribution over the values listed in the hasValue 
restriction. For example, the p-property hasTemperature of the class Room may 
have the restriction hasValue as {Hot, Warm, Cool, Cold} and the restriction 
hasPD as {0.3, 0.25, 0.25, 0.3}. The sum of all probability values listed in a 
restriction hasPD must be equal to 1 to satisfy the probability axioms.  

A complex p-property corresponds with a Bayesian network's node which has a set 
of parent nodes. Beside the two restrictions, hasValue and hasPD, a complex p-
property has two other restrictions, hasParents and hasCPT, which specify the 
conditional probabilistic dependencies on other p-properties. The hasParents re-
striction of the complex p-property P specifies a list of property-chains on which the 
value of this property depends. Each property-chain refers to one property of other 
class. For example, in the WindowAgent class, the parent of the p-property Open-
Window may be the property-chain ofWindow.ofRoom.hasTemperature. The 
hasCPT restriction specifies the conditional probability distribution over the values of 
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the property given values of its parents, which are listed by the hasParents restric-
tion. The conditional probability distribution is represented by using a conditional 
probability table (CPT) as in Bayesian networks. For each combination of values of 
its parents, the CPT provides a probability distribution over values of the property 
given its parents. For simplicity, we assume that the CPTs are represented as fully 
specified functions of parent values. 

5   The Unified Context Ontology 

Based on the proposed unified context model, we build a unified context ontology to 
capture the knowledge of the smart home domain as described in section 2. The p-class 
can be used just like any other normal class. We can create instances of class, which 
inherit all of its template properties and restrictions. In particular, the probability distri-
bution over values of properties of the instance will be described in the p-class. Simi-
larly, the inheritance mechanism can be used to make one p-class a subclass of another. 
A subclass can extend the definition of the super-class as well as overwrites parts of it. It 
can redefine the probabilistic model of one or more p-property. 

The unified context ontology should be able to captures all the characteristics of 
context information. We classify the pervasive computing domain into a collection of 
sub-domains such as smart-home domain, smart-office domain, smart-university 
domain, etc. It would be easy to specify the context in one domain in which a specific 
range of context is of interest. The separation of domains can also reduce the burden 
of context processing. 

 

Fig. 2. A two-layer context ontology for relational and probabilistic knowledge 
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Our unified context ontology is divided into two layers including a generic ontol-
ogy layer and a domain-specific ontologies layer as follows: 

o The generic ontology is a high level ontology which captures general context 
knowledge about physical world in pervasive computing environment.  

o The domain-specific ontologies are a collection of low-level ontologies which 
defines the details of concepts and properties in each sub-domain. A low-level 
ontology of a sub-domain consists of two parts: (1) relational schema which 
specifies relations and relation-chains of the sub-domain; and (2) probabilistic 
models which represent conditional probabilistic dependencies between prop-
erties in that sub-domain. 

In Figure 2, the generic ontology defines basic concepts of CompEntity, Location, 
Person, Activity, etc. The details of each generic concept, such as relations, relation-
chains, conditional probabilistic dependences, are redefined in domain-specific on-
tologies which may vary from one domain to another. 

 

 

Fig. 3. Example of the OWL-based probabilistic dependency relation 

We also use the Web Ontology Language (OWL) [13] for representing context. 
However, we augmented new language elements to model new concepts such as rela-
tion-chain, property-chain and probabilistic dependency. We called this language 

<owl:Restriction> 
  <owl:onProperty> 
   <owl:ObjectProperty rdf:resource="#OpenBlind"/> 
  </owl:onProperty> 
  <rdf:hasParents>  
   <rdf:List> 
    <rdf:first rdf:resources="#PC-ofWindow.ofRoom.hasLightStatus">/>  
    <rdf:rest> <rdf:List> 
      <rdf:first rdf:resources="#PC-ofWindow.ofRoom.- 
        hasOutdoorPlace.hasLightStatus"/>  
      <rdf:rest rdf:resource="&rdf;nil" />        
    </rdf:List> </rdf:rest>  
   </rdf:List> 
  </rdf:hasParents> 
  <rdf:hasCPT> 
   <rdf:List> 
    <rdf:first rdf:datatype="&xsd;integer">0.3</rdf:first><rdf:rest>  
     <rdf:List> 
      <rdf:first rdf:datatype="&xsd;integer">0.9</rdf:first><rdf:rest> 
       <rdf:List>  
        <rdf:first rdf:datatype="&xsd;integer">0.6</rdf:first>  
         <rdf:rest> 
          <rdf:List>  
           <rdf:first rdf:datatype="&xsd;integer">0.4</rdf:first>  
           <rdf:rest rdf:resource="&rdf;nil" />        
          </rdf:List>  
         </rdf:rest>  
       </rdf:List> </rdf:rest>  
     </rdf:List> </rdf:rest>  
   </rdf:List> 

/ df h CPT
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PROWL (Probabilistic annotated OWL). Figure 3 is an example of the PROWL-
based ontology in which we use new markup elements. 

6   Reasoning About Context 

Based on the context ontology supports representation of both ontological and prob-
abilistic knowledge, we could construct a knowledge base for a new application-
domain. We support three reasoning types: rule-based reasoning, ontological reason-
ing and Bayesian reasoning. 

 

 

Fig. 4. Three supported reasoning mechanisms 

6.1   Rule-Based and Ontological Reasoner 

The rule-based reasoner is support by default given context ontology. However, there 
are differences when applying rules to a property of a p-class. The rule should update 
both the value of the property and the probability distribution over all values to satisfy 
the probability axioms.  

For example, in our scenario, the context WindowAgent.OpenBlind can be de-
duced from the sensed, primary context {OutdoorPlace.hasLightStatus, 
Room.hasLightStatus} as follows: 

Prob(hasLightStatus(OutdoorPlace, Bright), 1.0) ^ 
Prob(hasLightStatus(Room, Dim), 1.0) ^ 
Prob(Activity(Binh, Sleeping) , 1.0) 
 Prob(OpenBlind(WindowAgent, Open), 1.0) 

The ontological reasoner can be described as an instance of the rule-based rea-
soner. However, it has a rule-base which consists of predefined rules to implement the 
language PROWL. In particular, the ontological reasoner can reason about OWL 
vocabularies and new concepts like relation-chain, property-chain. For example, if the 
class WindowAgent has a relation chain ofWindow.ofRoom which has type of the  
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class Room, the relation chain ofWindow.ofRoom of the instance A of class Win-
dowAgent will refer to an instance B of class Room so that the relation-chain ofWin-
dow.ofRoom satisfies. 

 

 

Fig. 5.  An example of the context ontology for the scenario 

 

Fig. 6. A derived Bayesian network given the unified context ontology 

6.2   Bayesian Reasoning 

Before the standard Bayesian network inference can be used to answer queries about 
values of properties of instances, a Bayesian network is constructed from the context 
ontology. Depending on the domain, there may be more than one derived Bayesian 
network corresponding to each probabilistic relational model in the context ontology. 
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The algorithm Construct-BN [8] for deriving a Bayesian network is described as 
follows. Each node in the Bayesian net B has the form I.P where I is an instance of a 
p-class and P is a property. The algorithm maintains a list L of nodes to be processed. 
Initially, L contains only the simple properties of named instances. In each iteration, 
the algorithm removes a node from L and processes it. The removed node I.P is 
processed as follows. For each parent I.RC.Pi, which refers to a property of another 
instance, an edge is added form I.RC.Pi to I.P; If I.RC.Pi is not already in B, we 
add I.RC.Pi into B and L; when all parents of I.P have been added, the CPT is 
constructed from the has-CPT restriction of I.P. 

Since the Bayesian network is available, the standard Bayesian reasoner can use 
that network to infer about the probabilities of all nodes. Then, the probability of each 
node is updated directly to the property of instances the ontology.  

We implemented the Bayesian reasoner based on the API of Microsoft Belief Net-
work software [12]. The ontological and rule-based reasoners are developed based on 
the JenaAPI [14]. The mapping module for deriving Bayesian networks from the 
context ontology (implementing the Construct-BN algorithm) and updating new prob-
ability values to the ontology is also implemented based on Jena. 

7   Discussions and Conclusions 

The major characteristic in our approach is that we define the probabilistic informa-
tion at the level of concepts. We not only specify the uncertainty of concept's value  
(property's value) but also specify the probabilistic or uncertain relationships between 
concepts.  Since ontology mainly deals with concepts within a domain, our context 
model can easily extend the current ontology-based modeling approach. Based on our 
unified context model, we can easily define a unified, domain-oriented context ontol-
ogy which captures both logical or relational and probabilistic knowledge. Given that 
unified context ontology, we can build several knowledge bases for similar applica-
tions. For example, we can model a smart-home domain and build the smart-home 
ontology. For every new smart-home applications, we only need to specify the in-
stances given that predefined smart-home ontology without redefine or construct a 
new one. Besides, we can add probabilistic information into an existing ontology by 
adding relations, relation chains and restrictions without construct a new one from the 
scratch. Thus, our work in context modeling supports scalability and knowledge reus-
ability. Since the mapping-relations between nodes in Bayesian networks and proper-
ties of classes are implicitly defined in the ontology, the mapping process can be pro-
grammed to run automatically. This feature reduces much burden on knowledge ex-
perts and developers in comparison with previous works [2], [11]. Finally, since prob-
abilistic reasoning is supported, we can easily extend from reasoning to learning about 
uncertain context, which is simply learning about the parameters of Bayesian net-
works. The learning makes the Bayesian reasoning more robust and adaptive in highly 
dynamic and variable environments. 

This paper describes our approach of representing and reasoning about uncertain 
context. Our study in this paper shows that the proposed context model is feasible and 
necessary for supporting context modeling and reasoning in pervasive computing. Our 
work is part of an ongoing research on Context Aware Middleware for Ubiquitous 
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System (CAMUS), which attempts to provide an easy, reusable infrastructure to de-
velop ubiquitous context-aware applications. We are exploring methods to integrate 
multiple reasoning methods from AI area and their supported representation mecha-
nism into the context reasoning and management layer.  

References 

[1] Satyanarayanan, M, "Coping with uncertainty", IEEE Pervasive Computing, page 2, Vol-
ume 2,  Issue 3,  July-Sept. 2003  

[2] Anand Ranganathan, Jalal Al-Muhtadi, Roy H. Campbell, "Reasoning about Uncertain 
Contexts in Pervasive Computing Environments", IEEE Pervasive Computing, pp 62-70 
(Vol.3, No 2) , Apr-June 2004. 

[3] Abdelsalam, W.; Ebrahim, Y., " Managing uncertainty: modeling users in location-
tracking applications", IEEE Pervasive Computing, pages 60-65, Volume 3,  Issue 3,  
July-Sept. 2004  

[4] J. Pearl, "Belief Networks Revisited". In Artificial intelligence in perspective, pages 49-
56, 1994 

[5] Henricksen, Karen and Indulska, Jadwiga and Rakotonirainy, Andry,. "Modeling Context 
Information in Pervasive Computing Systems". First International Conference on Perva-
sive Computing, Pervasive'2002, LNCS(2414), pages 167-180, Zurich, August 2002. 

[6] Nir Friedman , Lise Getoor , Daphne Koller and Avi Pfeffer, "Learning Probabilistic Re-
lational Models", Proceedings of the 16th International Joint Conference on Artificial In-
telligence (pp. 1300-1307), Stockholm, Sweden, August 1999. 

[7] Daphne Koller andAvi Pfeffer, "Probabilistic frame-based systems", Proceeding of the 
15th National Conference on Artificial Intelligence (pp. 580-587), Madison, Wilconsin, 
July 1998. 

[8] Gregory D. Abowd and Anind K. Dey, "Towards a Better Understanding of Context and 
Context-Awareness", Workshop on the what, who, where, when and how of context-
awareness at CHI 2000, April 2000. 

[9] Hui Lei, Daby M. Sow, John S. Davis, II, Guruduth Banavar and Maria R. Ebling, "The 
design and applications of a context service", ACM SIGMOBILE Mobile Computing and 
Communications Review, vol 6, no. 4, pp 44-55, 2002. 

[10] Gray, P., Salber, D. "Modeling and using sensed context in the design of interactive ap-
plications", In Proceedings of 8th IFIP Conference on Engineering for Human-Computer 
Interaction, Toronto, 2001. 

[11] Tao Gu1, Hung Keng Pung and Da Qing Zhang, "A Bayesian approach for dealing with 
uncertain contexts", Proceedings of the Second International Conference on Pervasive 
Computing (Pervasive 2004),  Vienna, Austria, April 2004. 

[12] Microsoft Belief Network software, http://research.microsoft.com/adapt/MSBNx/ 
[13] W3C, "Web Ontology Language (OWL)", http://www.w3.org/2004/OWL/ 
[14] Jena, "A Semantic Web Framework for Java", http://jena.sourceforge.net/ 



T. Enokido et al. (Eds.): EUC Workshops 2005, LNCS 3823, pp. 576 – 585, 2005. 
© IFIP International Federation for Information Processing 2005 

A Component-Based Adaptive Model for  
Context-Awareness in Ubiquitous Computing 

Soo-Joong Ghim1, Yong-Ik Yoon1, and Ilkyeun Ra2

1 Department of Computer Science, Sookmyung Women’s University, 
Chungpa-Dong 2-Ga, Yongsan-Gu, 140-742, Seoul, Korea 

{yiyoon, sjghim}@sookmyung.ac.kr 
2 Department of Computer Science & Engineering,  

University of Colorado, Denver and Health Sciences Center, 
Denver, CO 80217, U.S.A. 

ikra@carbon.cudenver.edu

Abstract. A high adaptable middleware has been an essential platform to 
provide more flexible services for multimedia, mobile, and ubiquitous 
applications in ubiquitous computing environments. In addition, the persistent 
services of these application systems and their middleware in ubiquitous 
computing are required so that they can be aware of the frequent and 
unpredictable changes in users’ requirements as well as environmental 
conditions and adapt their behavioural changes. However, current approaches 
for supporting adaptability have made applications themselves trigger and 
execute an adaptive mechanism when the underling infrastructure notifies them 
about any changes. In this paper, we propose a novel component-based context-
adaptive model for context-awareness middleware to support efficiently 
dynamic adaptation of application services. We also demonstrate the current 
implementation of the context-adaptive middleware that help applications to 
adapt their ubiquitous computing environments according to rapidly changing 
contexts such as user-specific preferences, application-specific preferences, and 
low-level configurations. 

1   Introduction 

Ubiquitous computing allows application developers to build a large and complex 
distributed system that can transform physical spaces into computationally active and 
intelligent environments [2]. Ubiquitous applications need a middleware that can 
detect and act upon any context changes created by the result of any interactions 
between users, applications, and surrounding computing environment for applications 
without users’ interventions [1]. The context-awareness has become the one of core 
technologies for application services in ubiquitous computing environment and been 
considered as the indispensable function for ubiquitous computing applications. In 
order to provide context-awareness services, underlying platforms in ubiquitous 
computing should be able to recognize contextual changes so that applications use 
contexts for evaluating new environments and finding an appropriate action by the 
result of evaluation for these changes.  
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Previous context-awareness researches have been mainly focusing on the location 
change of users or devices in context-awareness related fields [1,6]. In ubiquitous 
computing environment, however, devices or software services can be added to or 
removed from the system at anytime, and also contexts or preferences of users are 
changing frequently. Thus, the mobile applications are expected to be capable of 
adapting their behaviors to ensure they can continue to offer the best possible level of 
service to their users. The required level of a system’s adaptation can be ranged from 
the operating system up to the application level. 

Supporting high adaptability is an essential requirement for ubiquitous computing 
systems because the ubiquitous computing environments is highly dynamic, and 
characterized by frequent and unpredictable changes in different contexts. More 
generally, the adaptation can be applied to a wide range of aspects at different levels 
of the system. These include the communications aspects as well as several issues 
such as allocating resources to the set of activities and external services currently 
being used. Thus, this adaptation should be driven by awareness of a wide range of 
issues including its communication performance, resource usage, location, cost, and 
preference [3]. The extreme emphasis on adaptation at specific level can cause some 
problems, for example, the adaptation at the operating system level can serious affect 
on its integrity and performance. In opposite case, leaving all adaptations to the 
application level would impose a heavy burden on application programmers.  

The current approach for supporting adaptable services or applications is based on 
the classic layered architectural model where adaptation is provided at the various 
layers (data link, network, transport or application layers) in isolation [4]. Due to the 
very limited information being shared across protocol layers, adaptation strategies are 
uni-dimensional – i.e. they only consider one parameter at a time – and often are 
leading to unsatisfactory results [5]. Another limitation of current approaches is that 
applications themselves are responsible for triggering and executing adaptive 
mechanism when the underling infrastructure notifies them about any changes [6].  

In this paper, we present a novel adaptive model for context-awareness middleware 
framework that can overcome the current limitations and support persistence services 
that allow mobile applications to operate well balanced adaptations level between 
system and application, and customize the adaptation services for contextual changes. 
We also describe a component-based context-adaptive model to manage dynamic 
adaptation in contextual changes. The rest of this paper is organized as follows: 
Section 2 proposes a component-based framework to support adaptability for mobile 
agents. In section 3 we explain our conceptual context-adaptive model and component 
model for ubiquitous computing. Section 4 shows how adaptations are triggered by a 
policy and explain the detail implementations for audio service for PDA users. 
Section 5 concludes our research results and discusses future works. 

2   A Context-Adaptive Model 

2.1   Definition and Classification of Context 

A term called context has different meaning, and is used extensively. Meaning of a 
context has been used in many various research fields such as operating systems, 
programming language, artificial intelligences, and natural language processing. 



578 S.-J.Ghim, Y.-I. Yoon, and I. Ra 

Moreover, the meaning of context in a user interface design is very different from 
those areas. It, however, has been agreed on that a context is the key concept for 
mobile application systems in ubiquitous computing, although it is differently 
understood from and used by other various fields.  

In this paper, we define contexts as environmental information that may cause to 
activate adaptation mechanisms and as requirements of users or applications. We 
classify contexts into two levels: high-level and low-level context in Figure 1. The 
high-level contexts include the preference of users and applications. The preference is 
the explicit requirements about resources and quality of services. The resources 
preference is a use degree of resources that are requested by users or applications. The 
quality of service preference includes display elements such as resolution, a frame 
rate, and users’ security requirements. The low-level contexts are subdivided into the 
user configuration and resources configuration. The user configuration consists of 
users’ device, location, time. The resource configuration is systems’ memory size, 
computing power, and network bandwidth.  

Current existing other research efforts have considered the user preference as a 
kind of the information that a user would like to get information or contents, and can 
be used to supply appropriate information to the user through filtering by similarity 
measurement. However, we take into consideration of characteristics of ubiquitous 
computing, and we define the user preference as ‘the explicit requirements for 
contexts’ in order to adapt dynamically delivery of services when context changes are 
occurred. 

high level

low level

Fig. 1. Classification of context 

2.2   Conceptual Model 

2.2.1   Adaptation 
Our context-adaptive model defines several elements for supporting context-
awareness and adaptation methods. The detail relationships between elements of the 
context-adaptive model are shown in Figure 2. 
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Fig. 2. Adaptation model 

As shown in Figure 2, both the user preference and the application preference are 
considered as the explicit requirements for the usage of resources. We number the 
associative relationship between these preferences in order to decide on how to 
provide application services that can maximize satisfaction of user requirements. The 
configuration information includes a user’s device types, locations, time, resources, 
context of user devices, and adaptation policies that specify association rules between 
contextual changes of resources and application service behaviours. In our model, the 
adaptation method reflects preference and configurations, and satisfies user 
requirements that have user environments to be safe and operational. 

Fig. 3. Application service model 
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2.2.2   Application Service 
Our application service model emphasizes on individual behaviours that compose 
application services, and establish details related to application service offering as 
shown in Figure 3. 

An application service is the abstract concept of a task to be performed, and can be 
expressed with the description about a name and functions. The functionality of task 
is realized by service behaviours that can be composed of operations or methods that 
are invoked by an agent. In this model, an application consists of application services, 
adaptation polices and preference for users and services. The adaptation polices in an 
application are used for the context adaptation. 

3   Dynamic Context-Adaptation 

3.1   Adaptation Policy 

The adaptation policy is a set of rules for changing application service behaviors with 
respect to different contexts, and is a key feature for the triggered adaptation. The 
triggered adaptation does not depend on only the notification mechanism from an 
underlying system as a voluntary adaptation way of an application about a context.  It 
depends upon the self and dynamic detection for changes in an application behavior 
according to contextual changes or an application’s needs related to controlling an 
adaptation process.  

To support context-awareness, it is required to process low-level tasks including 
periodic monitoring and detection of changes. A middleware can conceal the 
complexity with carrying out this task, and can decrease a burden of application 
developer. However, applications should inform a middleware about which a service 
should be adapted, and which a behavior should be triggered for each specific context 
when applications are being instantiated because it is difficult for a middleware to 
predict various changes of each context in requirements of an application.  

 

Fig. 4. Adaptation policy hierarchy 
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As shown in Figure 4, the adaptation policy describes important information for 
application services, required configuration in offering services, and behaviors to be 
triggered when certain context changes occur. A middleware would decide which rule 
is to apply for service delivery in current context using adaptation policy when 
application service is requested. 

BehaviorSelection() 
Upriori ∅
Spriori ∅
Max  0  
Cost  0  
// compute prirority of preference 
for all UserPreference  

Upriori  Upriori  Priority(UserPreference)  
for k  1 to numberOfBehavior  

for all AppServicePreference  
Spriori[k]  Spriori[k]  Priority(AppServicePreference)  

for k  1 to numberOfBehavior  
//compute the distance matrix Md,
for all x  Upriori and i  1 to numberOfPreferenceItem  

for y  Spriori[k] and j  1 to numberOfPreferenceItem  
Md[i,j]  (x - y)  

//compute the weight matrix Mw

for i  1 to numberOfPreferenceItem  
for j  i to numberOfPreferenceItem  

Mw[i,j]  wij

Mw[j,i]  wji

//compute matrix Mc

for all p  Upriori and i  1 to numberOfPreferenceItem  
for j  1 to numberOfPreferenceItem  

Mc[i]  Mw[i,j] / Mw[i,j]  p
//compute cost function  
for i  1 to numberOfPreferenceItem  

Cost Mc[i]  
//select candidate behavior  
if(Max  Cost) then  

Max  Cost  
// Behavior with the maximum cost 

candidateBehavior  Behavior  

return candidateBehavior  

Fig. 5. High level adaptation for the behavior selection 
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3.2   Adaptation Method 

With triggered-adaptation, we support an application adaptation for context changes; 
context-changes trigger adaptation. The way of adaptation is carried out when an event 
is driven by applications. Applications can dynamically change the set of possible 
behaviors, as well as the associations between these behaviors and their corresponding 
enabling contexts, in order to cope with varying application needs and unpredicted 
context conditions. For the adaptation, we propose behavior decision algorithm that is 
composed of behavior selection algorithm and behavior mediation algorithm. 

3.2.1   Behavior Selection 
Generally mobile users would require higher QoS as possible with the minimal 
resource consumption, because mobile devices have the limited computing and 
network resources. At the selection stage, the adaptation manager in middleware 
measures the fitness of application to user requirements for regulating the tradeoff of 
these two objectives. The following describes our high-level adaptation: behavior 
selection (See Fig. 5). Firstly, the adaptation manager performs the ranking 
computation to get priority of preference, and then compute the distance matrix .
Each element represents interval between user’s preference and application’s 
preference. Based on , the weight matrix  is calculated, which represents how 
much A is preferred than B. In the current work, we use experimental values for the 
preferred degree, . The cost matrix is  computed from , to valuate the fitness of 
application service behavior. Hence, the behavior with the maximum cost is selected 
as the candidate behavior. 

BehaviorMediation(candidateBehavior)  
minCost 
Solution ∅
if all CurrentConfig  upperBound(candidateBehavior)  
   and CurrentConfig  lowerBound(candidateBehavior) then  

adaptiveBehavior  candidateBehavior  
else

//find Behaviors satisfy CurrentConfig  
for all Behavior except CandidateBehavior  

if all CurrentConfig  upperBound(Behavior)  
        and CurrentConfig  lowerBound(Behavior) then  

Solution  Solution  Behavior  
for all Behavior  Solution  

for all Config  Policy(Behavior)  
mediationCost |median([upperBound-lowerBound])  
                    -CurrentConfig|  
if minCost  mediationCost then  
   minCost  mediationCost  
adaptiveBehavior  Behavior  

return adaptiveBehavior 

Fig. 6. Low-level adaptation for the behavior mediation 
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3.2.2   Behavior Mediation 
To execute the candidate behavior selected at the previous stage, the current 
configuration should support this behavior. On this mediation phase, we examine the 
current configuration of user’s device and then decide whether the candidate behavior 
can be executed or not. The following describes low-level adaptation: behavior 
mediation (See Fig. 6). 

If the candidate behavior is not suitable for current conditions, the adaptation 
manager should find another behavior to adapt. In the other words, if the middleware 
has more than one behavior whose upper threshold and lower threshold satisfying 
current condition, the middleware compute mediationCost to select the behavior with 
the minimum cost as the adaptive behavior. 

4   Implementation 

We now present our current implementation of the context-adaptive middleware. We 
have implemented middleware engine and metadata server in Java using jdk 1.4.2 and 
MySQL 4.0. At this stage, we have demonstrated audio service for PDA users. 

Figure 7 represents an overview of our system architecture. Configuration Manager 
receives configuration information from sensor nodes whenever user configurations 
are changed. Adaptation Manager performs the behaviour decision process using 
context information; preferences and configurations. Execution Manager maintains 
binding information of behaviors to execute services. When an adaptive behavior is 
selected in the result of the behavior decision, Execution Manager binds behavior 
objects to provide mobile users with their application services. Communication 
Manager is responsible for exchanging XML messages to store or retrieve metadata. 

Context-Adaptive Middleware
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Fig. 7. Context-Adaptive Middleware Architecture 
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(a ) (b ) (c )

Fig. 8. View of Implementation Results. (a) Service Selection, (b) Preference Setting, (c) 
Service screen. 

In Figure 8, there are shown three kinds of implementation results. Figure 8(a) shows 
the interface of service selection and Figure 8(b) shows the interface of preference 
setting for user requirement. The screen in Figure 8(c) shows the loading of contents to 
support an application service by managing of the context-awareness middleware. 

5   Conclusions and Future Work 

The context awareness is the essential technology that middleware must be equipped 
with in the ubiquitous environment where various computing unit are connected 
through a various types of network in order to provide continuous service to a user. 
Therefore, the middleware for applications in the ubiquitous computing environments 
should easily acquire context information from various context sources and should 
provide service adapted to context changes.  

In this paper, we defined a context itself and described the design of context-adaptive 
model based on component for applications in ubiquitous environments. The context 
adaptive model can support dynamic adaptation for mobile users and applications using 
the context such as high-level and low-level information. We proposed a policy-based 
adaptation method using mobile agents in context-awareness middleware. The 
adaptation policies can be specified by the user-specific and application-specific 
priorities on a user’s preference to applications and quality of services, and an 
application’s resource requirements. The implementation of our adaptive middleware 
framework is currently ongoing, focusing on supporting context-aware mobile 
applications. In the future work, we intend to develop adaptive middleware services and 
management mechanism for context information. The adaptive model will be used for a 
contents rendering function that is a part of context-awareness middleware. 
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Abstract. In 2004, Hwang et al. proposed an efficient user identifica-
tion scheme based on an ID-based cryptosystem that is suitable for the
wireless/mobile environment. However, we find that their scheme is still
vulnerable to impersonation attack. Accordingly, the current paper first
shows the weakness of Hwang et al.’s scheme, and then presents an en-
hancement to resolve such problems.

Keyword: Mobile network, Security, Identity-based cryptosystem, User
identification, Impersonation attack.

1 Introduction

In 1984, Shamir first proposed a user-identification scheme based on a public
key cryptosystem that can let each user’s identification information be his public
key [1]. In this system, the public key of each entity is an identity which can be
defined as that part of the identification information. In 1991, Maurer-Yacobi [2]
proposed an identity-based non-interactive public key distribution system based
on a novel trapdoor one-way function of exponentiation modulo of a composite
number. In 1998, Tseng-Jan [3] modified a non-interactive public key distribution
system and proposed several applications based on the Maurer-Yacobi scheme.

Recently, Hwang et al. [4] proposed an efficient scheme based on Tseng-Jan
scheme that is more suitable for the wireless environment. Compared with Tseng-
Jan scheme, Hwang et al.’s scheme reduces the time required for responding and
waiting. Additionally, their scheme uses the user’s identity as his or her public
key and does not need a key directory to store users’ keys. However, we have
found that their scheme is still vulnerable to impersonation attacks. Accordingly,
the current paper first shows the weakness of Hwang et al.’s scheme, and then
presents an enhancement to resolve such problems.

This paper is organized as follows: In Section 2, we briefly review Hwang et
al.’s scheme. Section 3 shows how it suffer from vulnerability to impersonation
attacks. In Section 4, we present an improvement of Hwang et al.’s scheme. In
Section 5, we analyze the security of our proposed scheme. Finally, our conclu-
sions are given in Section 6.
� Corresponding author.

T. Enokido et al. (Eds.): EUC Workshops 2005, LNCS 3823, pp. 586–591, 2005.
c© IFIP International Federation for Information Processing 2005
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2 Review of Hwang et al.’s Scheme

Hwang et al.’s scheme is composed of three phases: system initialization, user
registration, and user identification.

2.1 System Initialization Phase

A trusted authority generates system parameters as follows:

– M : the mobile device.
– IDm: the mobile device’s identity.
– BS: the base station.
– IDb: the base station’s identity.
– N : the product of four primes pj , for 1 ≤ j ≤ 4, whose decimal digits are

between 60 and 70 and the numbers (pj−1)/2 are odd and pairwise relatively
prime.

– e: a public integer in Z∗
φ(N).

– d: a secret integer, which satisfies ed ≡ 1(modφ(N)).
– t: a random number from Z∗

φ(N), where φ is the Euler’s totient function.
– sm: a secret key of M , which satisfies sm = e · t · logg(ID2

m) mod N .
– sb: a secret key of BS, which satisfies sm = e · t · logg(ID2

b ) mod N .
– g: a primitive element in GF (pj).
– h(·): a one-way function.
– ||: a bits connection.
– T : a timestamp.

2.2 User Registration Phase

When mobile device (M) joins the system, the procedures of user registration
phase is shown as follows:

Step 1. M presents his or her unique identity IDm to the trusted authority.
Step 2. The trusted authority computes sm = e · t · logg(ID2

m) mod N , v =
t−1 mod φ(N) and sends sm to M as his or her secret key. Finally, the
trusted authority publishes {N, g, e, h(·)} and keeps {p1, p2, p3, p4, t, v, d}
secret for all users.

Step 3. M publishes {IDm} and keeps {sm} secretly.

2.3 User Identification Phase

Hwang et al. proposed a user identification scheme only using one pass to show
the validity of a user’s identity. Figure 1 shows Hwang et al.’s user identification
phase. When the mobile device (M) wants to show his identity {IDm} to the
verifier the base station (BS), the procedures of user identification phase is
shown as follows:
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Mobile Device (M) Base Station (BS)

Select k ∈ Z∗
N

Y = (ID2
m)k mod N

Z = (ID2
b)

k·sm·T mod N
{(IDm||Y ||Z), T}−−−−−−−−−−−−−−→

Z′ = Y sb·T mod N

Verify Z
?= Z′

Fig. 1. Hwang et al.’s User Identification Phase

Step 1. M chooses a random integer k in Z∗
N and computes Y and Z as follows:

Y = (ID2
m)k mod N,

Z = (ID2
b )k·sm·T mod N.

Then, M sends {(IDm||Y ||Z), T } to BS.
Step 2. After receiving the above messages from M , BS computes Z ′ = Y sb·T

modN , where sb(= e · t · logg(ID2
b ) mod N) is BS’s secret key.

Step 3. BS checks the equation Z
?= Z ′. If the equation holds, BS will confirm

that M ’s identity is valid.

3 Impersonation Attack on Hwang et al.’s Scheme

In Hwang et al.’s scheme, an attacker can easily impersonate a mobile device
(M). Suppose that the attacker has eavesdropped a valid message {(IDm||Y ||Z),
T } from the network. It is easy to obtain the message since they are exposed
over the open network. Then the impersonation attack proceeds as follows:

Step 1*. The attacker select a timestamp T ∗ and computes Y ∗ = (Y )T mod N
and Z∗ = (Z)T ∗

= (ID2
b )

k·sm·T ·T ∗
mod N . Then, the attacker sends

{(IDm||Y ∗||Z∗), T ∗} to the base station (BS).
Step 2*. After receiving the attacker’s message, BS will compute Z ′ = (Y ∗)sb·T ∗

modN and check the equation Z∗ ?= Z ′.

We can easily check that BS will accept this message as follows:

Z∗ = (ID2
b )k·sm·T ·T ∗

mod N

= (gv·sm·d)k·sb·T ·T ∗
mod N

= (ID2
m)k·sb·T ·T ∗

mod N

= (Y ∗)sb·T ∗
mod N

= Z ′
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Attacker Base Station (BS)

Eavesdrop {(IDm||Y ||Z), T}
Select T ∗

Y ∗ = (Y )T mod N

Z∗ = (Z)T∗
= (ID2

b)
k·sm·T ·T ∗

mod N
{(IDm||Y ∗||Z∗), T ∗}−−−−−−−−−−−−−−−−−→

Z′ = (Y ∗)sb·T ∗
mod N

Verify Z∗ ?= Z′

Fig. 2. Impersonation attack on Hwang et al.’s User Identification Scheme

In is thus apparent that Hwang et al.’s user identification scheme is insecure. Fig-
ure 2 shows an impersonation attack on Hwang et al.’s user identification scheme.

4 Improvement of Hwang et al.’s Scheme

In order to solve the weakness mentioned in Section 3, we propose an improved
scheme. System initialization and the user registration phase are equal to Hwang
et al.’s scheme. Figure 3 shows the proposed user identification phase. The pro-
cedures of proposed user identification phase are as follows:

Step 1. Mobile device (M) chooses a random integer k in Z∗
N and computes Y ,

Z, and C as follows;

Y = (ID2
m)k mod N,

Z = (ID2
b )k·sm·T mod N,

C = h(Z||Y ).

Mobile Device (M) Base Station (BS)

Select k ∈ Z∗
N

Y = (ID2
m)k mod N

Z = (ID2
b)

k·sm·T mod N
C = h(Z||Y )

{(IDm||Y ||C), T}−−−−−−−−−−−−−−→
Z′ = Y sb·T mod N

C′ = h(Z′||Y )

Verify C
?=C′

Fig. 3. Proposed User Identification Phase
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Then, M sends {(IDm||Y ||C), T} to the base station(BS).
Step 2. After receiving the above messages from M , BS computes Z ′ and C′ as

follows;

Z ′ = Y sb·T mod N,

C′ = h(Z ′||Y ).

Step 3. BS checks the equation C
?=C′. If the equation holds, BS will confirm

that M ’s identity is valid.

5 Security Analysis

In this section, we shall only discuss the enhanced security features. The rest are
the same as original Hwang et al.’s scheme as described in literature [4].

Definition 1. A secure one-way hash function is a function f such that for each
x in the domain of f , it is easy to compute f(x); but for essentially all y in the
range of f , it is computationally infeasible to find any x such that y = f(x) [5].

Theorem 1. In the proposed user identification phase, an attacker cannot im-
personate a mobile device (M).

Proof. An attacker can attempt to modify a message {(IDm||Y ||C), T } into
{(IDm||Y ∗||C∗), T ∗}, where T ∗ is the attacker’s current timestamp. However,
such a modification will fail in Step 3, because an attacker has no way of ob-
taining the valid value Z = (ID2

b )k·sm·T mod N to compute the valid parameter
C. Furthermore, it is infeasible that an attacker can get Z using C = h(Z, Y ),
because it is a one-way property of a secure one-way hash function by Definition
1. Thus, the impersonation attack cannot be successful.

6 Conclusion

In this paper, we have demonstrated that Hwang et al.’s scheme is insecure
against impersonation attacks. An improved version is then proposed to defeat
impersonation attacks. The improved user identification scheme based on ID-
based cryptosystem is designed to repair the security weakness inherent in Hwang
et al.’s scheme.
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Abstract. This paper is concerned with providing a critical reflexion
about Weiser’s vision implementation of what is supposed to appear as
the new era of human computer interaction: Ubiquitous computing. The
aim of this paper is not a review of the concept of Pervasive computing
which is commonly, and at its advantage called Ubiquitous computing.
Nor an unarguable inventory of contentions in favor of Pervasiveness or
not. On contrary, this paper acknowledges a certain idea of inobtrusive
interaction mobility but emits reserves of the means for realizing this vi-
sion. This paper encourages and challenges modestly the mobile comput-
ing community for adopting and reformulating new research directions
for supporting Weiser’s vision.

1 Introduction

For most of us, interacting with computers has been mainly stationary. This
is now changing in a big way. In fact, and on a different scale computation is
moving beyond personal devices. With the advent of ever smaller, lighter, faster
artifacts along with various sensing technologies, computation becomes embed-
ded in everyday devices and free us of the single desk. Also wireless technology
allows devices to be fully interconnected with the electronic world. The tech-
nology mentioned above offer many challenges for designers. In reality, these
technologies move the site and style of interaction beyond the desktop and into
a larger world where we live and act. If for designers, the desktop appears to be
well-understood, the real world, however is complex and dynamic. The design
challenge, then is to make computation useful in various situations that can be
encountered in the real world. Then appears another difficulty : the issue of con-
text or context-aware computing which is utterly controversial for a number of
reseachers [1996], [1998]. What is a technology which is context-aware? Discus-
sion of context and context-awareness suffers from the generality of the concept.
A context-aware application is basically a technology which is able to sense the

T. Enokido et al. (Eds.): EUC Workshops 2005, LNCS 3823, pp. 592–601, 2005.
c© IFIP International Federation for Information Processing 2005
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situation in which it is immersed and adjust its actions appropriately. When
humans talk, they use a wide range of mimics (e.g body languages) to express
their ideas according to the spatial environment they are located. Both gestual
and physical location have for goal and advantage to increase their ’conversa-
tional bandwidth’ [2000]. Unfortunately, this human to human interaction does
not apply quite well when humans interact with computers. By improving ac-
cess to contextualisation, designers will make communication much more efficient
in human-computer interaction and finally produce more useful computational
services. If the goal of context-aware computing is to make human-computer
interaction easier, then how context should be provided to computers? How to
better take advantage of the physical space to render the human-computer in-
teraction more efficient and intelligible? Additionaly, the increase of mobility
creates situations where the user’s context, such as the location of a user and
the people and objects around him, is more dynamic. As a natural advancement
of wireless telecommunications capabilities, open networks, and continued in-
creases in computing power have given the users the expectation that they can
access information services whenever and wherever they are.

This paper addresses the quality of the reliability of sensor-based context
recognition through the wireless spectrum in the effective use of human-computer
interaction.

The first section describes the contribution of sensor acquisition to context-
awareness. To gain context information the usage of sensors is proposed. The
description of this contribution is extended and classified according to its respec-
tive application domain. This includes an analysis and discussion of the technical
feasibility of context acquisition in a general context of computing mobility.

The second section considers the field of inquiry of the notion of sensing con-
text and analyses commentaries that this reflection has raised in the literature.
Finally, from a technical perspective a representative sample of important issues
is enumerated and discussed. A general motivation and recurrent question un-
derlying this paper is how Weiser’s vision (e.g the ideal case) could reasonably
be implemented by means of current technologies.

2 The Contribution of Sensor Acquisition to
Context-Awareness

The actual utility of context-awareness in mobile systems has been demon-
strated in a wide range of application examples [2000], [1999], as well as in
indoors [2002], [2005] and outdoors [2002], [2001] environment. If context is the
rationale, what constitutes context and how context could be captured, pro-
cessed, and exploited for providing sustained added value and positive experi-
ences to the end-user?

In this section, we explore several procedures for sensing the environment. To-
wards this goal, we illustrate context acquisition through relatives applications.
Finally, issues and contribution of the sensor technology relevant to context ac-
quisition are discussed.
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2.1 Context Processing

Context-Awareness

Predicting and Approximating. The use of sensor1 data for context implementa-
tion consists of predicting or anticipating and finally approximating situations
resulting from real world situations with respective consideration of context cat-
egorization and available sensing technologies.

The Ideas of Capturing Data. Sensing devices allow systems to have informa-
tion about real world context data such as location of people, things and other
artifacts in the spatial environment. In order to offer additional functionalities
and to improve HCI2 for mobile devices and appliances, research and literature
have considered three major areas of interest to support these needs:

1. Sensor infrastructure
This approach (e.g indirect awareness [2002]) allows the dissemination of
multitude of sensors spread across a geographical area for obtaining and
providing context to smart devices. Practical examples of such technology
are various. Wireless ad hoc sensor network figures among this technology.

2. Sensor integration
A more recent approach has fostered the idea that diverse sensors and several
extraction techniques should be merged to alleviate the problems caused by
complex algorithms and expensive hardware to simple sensors.This approach
relies more on mobile terminal capabilities rather than on infrastructure.
Examples of such technology (e.g the Smart-Its [2001]) are few as regard to
their indirect counterpart.

3. Derived context
A modern approach (e.g derived context) has consisting of involving appli-
cations which make deductions from contextual data.

Cue Generation

The Machine Learning Mechanism. Appropriate sensor selection coupling with a
typical machine learning mechanism offer a positive approach for extracting and
deriving raw from sensor data. Conceptually, the signal detection method and the
cue extraction algorithms, employed in a situational context, are similar to any
A/D Converter3 used in Digital Signal Processing. As a result, the relationship
between cues and context help to forecast plausible scenarios resulting from
cues’ description, and finally allowing artifacts for taking appropriate actions
according to the user’s location.

Cue Attribute Extractions. Context appears to be more closely related to the
person’s or the object’s location whereas cues are assumed to be more generic.

1 A sensor is a device that produces a measurable response to a change in a physical
condition such as temperature or in a chemical condition such as concentration.

2 Human-Computer Interaction.
3 Analog-to-Digital Converter used to convert an analog signal into a digital format.
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Towards this goal, the TEA4 project [1998] has contributed in understanding
of how multi-sensor context-awareness can be applied in mobile computing for
the benefit of capturing context. The outcome of the research activity suggested
that in a practical context recognition, results based on a single sensor may in
many cases be unreliable. Realibility of recognition can be enhanced by fusing
the features from many different sources [2003]. Analysis of this contribution to
sensor based perception of real-world scenarios corroborates several aspects of
perception findings in TEA project:

– Perception findings
1. Useful context appears to be beyond location. As a result, additional

information could be derived from it.
2. Single powerful sensor architecture emphasizes location (e.g position) be-

cause it captures only restrictive aspects of environment. Multiple sensors
architecture (e.g collection of diverse simple sensors) emphasizes context
because it takes advantage of various specific aspects of the environment
which gives an overall picture that better characterizes situation (e.g
context) than location.

3. On contrary of sensor fusion (e.g diverse sensors), the fusion of diverse
sensors, as an approach to derive context improves perception. The goal
is to improve accuracy and precision by integrating multiple type of
similar sensors.

From Smart Sensor Objects to Wireless Sensor Networks. The basic and primary
used of sensors was consisting in embedding sensors in the object itself, along
with memory, power supply and wireless networking capability. The object then
can communicate details about how it is being used. By continuously connecting
a variety of sensors through short-range wireless connections, sensors networks
take sensor technology beyond the capabilities of individual smart objects to an
integrated component within a larger system. As a result, each sensor has wireless
communication capability and some level of intelligence for signal processing and
networking of the data.

2.2 Contribution of Sensing Technology to Location Aware
Computing

Location: A Key Part of Context-Awareness

The Usefulness of Location Sevices. Determining a mobile user’s current loca-
tion with accuracy will be one of the most important functions of future mobile
computing environments. Besides, many different technologies exist that provide
location for both outdoor and indoor environments [2002], [2001]. Location

4 Technology for Enabling Awareness is a joint project of the University of Karlsruhe,
Nokia Mobile Phones, Starlab N.V. and Omega Generation funded under ESPRIT
programme of the European Commission’s Fourth Framework as part of the call
Esprit for IT Mobility. For further information see http://tea.starlab.net/.
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information is a critical attribute of context information for context-aware ap-
plications used by mobile users. Location services take many forms and provide
value in a diversity of ways, but the common denominator is the spatial data
handling capability that links location to other types of data. Simply knowing
where a mobile user is, or how far the mobile user is from someone or something,
is typically not valuable by itself. Relating location to other pertinent informa-
tion gives its meaning and value. This information is eventually used to provision
the user more valuable services based on the user profile such as: personalized
news, guidance services, and other relevant services.

Broadly, one of the greatest potential for sensor-based context-awareness con-
sists of enhancing the user experience by minimising the active user effort needed
in managing the local environment.

We gave an analysis of available sensing technologies for acquiring information
from the user and the environment to facilitate HCI. We have also enlighted sen-
sor capabilities perception techniques used for capturing environment. Moreover,
discussions of sensor integration have shown that distributed sensors is an exem-
plary approach to capture real world situations and to fairly adjust HCI. Equally
important, experimental results have showed that the concept provides a techni-
cal viable solution for providing significant benefits for user of mobile appliances.
Context is fine in theory. Still, sensor integration with localization services for
larger scales remains an open issue. Research on sensor-based context-awareness
is purely theoritical and does not address the difficulties of implementation and
evaluation in real use. As a result, a number of challenges still need to be addressed.

3 The Resulting ’Pervasiveness Controversy’: Towards a
Sensor Revolution?

As a solution for enhancing the user experience, multi-sensor awareness technol-
ogy envisions a world in which almost every object will be able to sense, reason,
communicate and act, adapted to the relevant context. From this point of view,
Pervasiness and Ubiquitous computing do not escape from this proliferation of
sensors in our everyday lives. However, research activities have suggested that
large networks of interconnected smart sensors should be implemented to better
monitor and control our world for realizing Weiser’s vision. As a prerequisite to-
wards a sensor revolution in a pervasive environment, it belongs to the research
community to wonder how to collate and correlate the sensor information and
provide it in a useful way to any smart device.

3.1 The Controversy

One of the main leaders in the controversial issue raised not by the concept
itself, rather by its application is Thomas Erickson 5. Erickson wishes that ap-
plications could adjust their actions appropriately in the context in which they

5 A research staff member at IBM T.J. Watson Research Center, Hawthorne, NY.
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are immersed. In fact, he feels reserved about the implementation success of such
technology that he calls ’metaphor’. [2002]

Issues

The Controversy. In fact, Erickson considers that we, as human beings inte-
grate a broad range of values such as habits, manners, behaviors, dispositions,
capacities and so on. The addition of all these qualities are empirically what
he calls common sense. From this point of view, mankind with common sense
would notice when being at the opera or theater that he should turn his handset
in silent mode for instance. He does not deny that the application will be able
to detect the motionless location of the user, nor the dark place with ambient
noise. Consequently and by comparison, he deduces that the context-awareness
of the human being and the one of any application are very different from each
other. One is qualitatively characterized by empirism whereas the other is quan-
titatively characterized by sensors which have moreover the ability to detect and
respond to a small range of features of their surroundings.

His Arguments. He really feels sceptical about the implementation success of
such technology as regard as to the following reason :

– The prevailing argument consists of the ability of any application to be able
to recognize the context and take appropriate action. According to him, this
capability requires ’considerable intelligence’. He considers that if one day,
the human being is able to implement a robust context-aware application
which will rarely fail, that necessarily supposes the addition of new rules.
We all know, based on experience that new set of rules increases complexity.
The ultimate consequence is to make the application more difficult to un-
derstand. Interacting in a new and unfamiliar manner makes the interaction
inaccessible and complicated. It seems that mankind has not learnt yet from
his previous experiences. The case of Artificial Intelligence is a good example
in its attempt of implementing complex systems or applications that require
common sense. Current attempts in this direction have led to infuriate appli-
cations which fairly mimic mankind in a clumsy way. Nevertheless, from an
era of needless technology, AI6 seems to head for a more helpful technology.
As a result, we should not be misleading by the goals of the two entities.
This technology should not be used in this direction.

Computational systems are good at gathering and aggregating data;
humans are good at recognizing contexts and determining what is
appropriate. [2002]

3.2 Context Sensing

Key Issues and Challenges Associated with Sensors. Although there
are many examples of smart sensor objects technologies achieving technical
6 Artificial Intelligence.
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goals [2001], [2001]. There are also too many examples of smart sensor de-
vices development projects not achieving technical goals [2003], [2001]. However
difficulties arise when creating a sensor network:

Scalability. Large number of mostly stationary sensors are necessary to cap-
ture the dynamic and rich semantic of any physical environment. To provide
context-awareness to smart devices, networks of 10,000 or even 100,000 nodes
are envisioned, so scalability is a major issue. So far, no densely sensor networks
have not been deployed yet in the real world. It likely happens in the near future
and these for two main reasons:

1. No universally accepted standards exist to enable massive and inexpensive
implementation of wireless sensor networks. This issue is related with in-
tellectual property ownership among manufacturers. Several standards have
been proposed and are currently under development including the IEEE 1451
series [1998] and many others [1999]. These approaches provide standards for
connecting sensors and actuators to networks.

2. The second issue concerns major technology barriers that in some instances
limit the technology implementation of network sensors. These issues are
described below.

Increased Volumes of Data. Wireless sensor networks will result in an explosive
increase in data flows as networks become more pervasive. This will in turn raise
a series of issues about how to deal with all the data or cues [2002]. New data
and storage management methods and techniques will be needed.

RFID Embeddeness and Privacy Issues. In an Ubiquitous computing system,
all items of interest (e.g bag, purse) must be individually tagged. In fact, RFID
enables electronic labeling and wireless identification of objects using radio fre-
quency communications. Especially as the technology gets smaller and smaller,
an embedded RFID tag becomes potentially hard to find and difficult to remove.
Moreover, the embeddeness of RFID tag could broadcast information without
the knowledge of the mobile user when passing a scanner. Therefore, the public’s
reaction to a network system that can track almost any artifact could possibly
be an obstacle.

Cost. Factors empeding the adoption of sensors are cost. It is very important
to justify the overall cost of the network. Due to mass production techniques,
sensor cost has noticeably decreased. Still, the cost of a single sensor remains a
very challenging issue when considering the deployement of distributed sensor
nodes.

Power Supply. Sensor nodes are limited in power, computational capacities and
available storage capacity. Since in many applications sensor nodes will be placed
in a remote area, service of a node may not be possible. In this context, lifetime of
a node may be determined by the battery life, thereby requiring the minimization
of energy expenditure. Altogether, with the proposed size limitations (e.g tiny
and integratable into the environment), battery power alone does not suffice to
ensure self-containment.
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New Applications. Despite all the shortcomings mentioned above, doubtless that
technologies for distributed sensor network will generate new breakthroughs.

1. Sensor will be smaller and more cost effective as a module.
2. Wireless technologies speed will increase with low latency and integrated in

more reliable and larger network infrastructure.
3. Altogether, new competences and new skills will emerge for implementing

and managing the sensor technology.

We have described real wireless applications of smart sensor device technologies
with significant and economic feasibility concerns. The sum of issues makes sen-
sor a fairly ordinary medium with the result that the sensor revolution creates
more shortcomings to overcome than profitable solutions for end users. It is as-
sumed that with the use of many sensors and the combination of different kinds
of sensors (e.g sensor fusion) a large degree of awareness could be achieved. Still,
experimental results have shown that sensor technology partly fails to capture
some level of details inherent to the physical space. Sensor fusion captures only
limited awareness information. [2001]

4 Conclusion

The broad aim of this paper was to argue the challenging and following ques-
tion: ’How mobility while balancing with embedded computing can and should
be integrated to capture the rich semantic of the physical space in such way that
both permeate our environment?’ Obviously, no absolute and definitive answer
could be stated at this early implementation stage of pervasiveness. Each new
technology provides increased benefits. Certainly, any new technology offers the
potential to make life easier and more enjoyable. So do Pervasive computing and
Ubiquitous computing, in their respective vision to improve the quality of life
by creating the desired atmosphere and functionality via intelligent, personal-
ized interconnected systems and services. As noted above, the implementation
technology raises more issues than solutions.

For instance, one important issue for context-aware applications is that they
must model the physical environment through an appropriate location model.
However, no device is able to capture the rich, dynamic and semantic context
due to its heterogeneous aspect. Mobile appliances can only recognize some as-
pects of context. To achieve true context awareness, mobile artifacts need to
produce infaillible real-world context data in the presence of uncertainty irre-
spective of location. The challenge, then for contextualisation applications will
be to determine which parts of available context resources are relevant.

However many obstacles stand in the way before we can know where an object
is all the time using sensor technologies due to the inadequacy of the tracking
performance. Therefore creating an efficient and accurate sensing positioning
system for indoor environment is a challenging task.

At the last, there is somekind of paradox in which sensor technology might
be desirable from the perspective of network interface features, yet the economic
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and technical viability may make sensors undesirable. Sensor-based context-
awareness is limited by the technology available. Hence, to deal with the chal-
lenges outlined above, realization of Weiser’s vision will require:

1. Investigating innovative sensing approaches using various sensors and algo-
rithms.

2. To mature the theory of distributed sensor network systems enough (see
section 3.2), further research is needed.

3. Bringing a large number of disciplines together.

Only when we have achieved this degree of interoperability will Weiser’s vision
become a reality.

Nevertheless, the future will be collaborative...
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Abstract. Peer-to-Peer (P2P) networks have emerged as a prime research topic, 
partly due to the vast unexploited possibilities unrestricted distribution of the 
workload provides. The main hindrance for unrestricted exploitation of the P2P 
topology is, due to lack of security-related issues, the gullible attitude taken 
towards unknown agents. Therefore, the severity of the vulnerabilities caused 
by gullibility must be mended by other means, for example, by an effective 
incentive scheme encouraging agents to trustworthy behaviour. This paper 
presents an abstract model for incentive enhanced trust, to progressively assign 
the participating agents rights for accessing distributed resources, emphasising 
consistent behaviour. The model consists of a degrading formula, an illustrative 
incentive triangle and a best-effort distributed supervision model. Moreover, the 
same incentive model facilitates anticipation of future behaviour concerning 
any given agent founded on several distinct agents’ opinion, suggesting that any 
knowledge concerning the counterpart is better than none.  

Keywords: Peer-to-Peer networks, incentive, trustworthiness, anticipation. 

1   Introduction 

Reputation-based trust systems are widely studied and are probably the most realistic 
approach to anticipate future behaviour of an agent. Consequently, as in reality, there 
must exist a powerful incentive encouraging participants in a P2P network to credibly 
exchange information and act consistently benevolently. Thus, as mentioned by 
Kamvar, Schlosser and Garcia-Molina in [1], the identification must be a long-term 
user-specific, not relying on an externally assigned identity such as the IP address.  

One way to encourage consistent behaviour is by assigning a covetous benefit to 
agents behaving benevolently. This gain should play the role of real-life money; it 
should be desirable and entitle to additional privileges. However, such an advantage 
attracts fraud in various forms. To describe the problems, it is essential to declare the 
basic frameworks and concepts which trust, in this case, is to be applied on.  

1.1   Peer-to-Peer Networks 

A P2P system implementing trust resembles inter-human communication in many 
ways. In a P2P network, all participating agents act as clients as well as servers and 
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possess equal rights, which suggest to a self-policing structure. Therefore, the 
definition concerning P2P architecture to be used throughout this paper is as follows:  

A P2P architecture is a distributed network where each node grants other 
requesting nodes access to its shared resource(s). The resource(s) is/are 
accessible by any other participant on the network directly without 
intermediate servers.  

Consequently, this paper views the participants in a P2P network as “members of a 
society”, where an agent’s actions are egocentrically determined by benefit. 
Moreover, a P2P system should be capable of handling any arbitrary agent’s 
unexpected drop-off from the network at any given time, without the network 
suffering any loss of service [2]. This excludes implementation of a predefined 
structure, such as servers or pre-shared secrets. 

Despite the exclusion of central units, we argue that deploying an incentive in an 
agent-centric P2P architecture, a structured overlay network is a necessity. This is 
motivated because it enables systematic knowledge lookup, efficient collaboration 
between the participating agents for maintaining the incentive and assignment of 
credit to the appropriate agent. This paper considers the overlay system organised as a 
Pastry Distributed Hash Table (DHT) architecture. The Pastry DHT system provides 
scalability, low network diameter and proximity selection [3, 4]. 

1.2   The Trust Metric 

Trust is a social phenomenon and can only exist between two distinct matters of 
which at least one is capable of feeling. As such, all models of trust should be based 
on the same as the social trust, knowledge about the counterpart. This paper discusses 
unrestricted agent-centric trust and situations where it is assumed that the counterpart 
is behaving irrationally. Walsh and Sirer in [5] propose an object centric reputation 
scheme that is restricted to a specific kind of objects, in their case files. Such a system 
is however, unsuitable for agent-centric reputation evaluation because peers’ 
behaviour vary. 

Implementing trust to be processed in a microprocessor requires that it can be 
measured and thereby, compel assigning a value for the metric. In a binary formation, 
an agent is evaluated as either trustworthy (affirmative) or untrustworthy (negative). 
Eventually every assessment should fit the binary formation. Considering the 
perpetually changing environment and variety of levels demanded, binary formation 
is insufficient for comprehensive usage. Therefore, the trust metric is considered in 
this paper discrete, between 0 (none) and 1 (complete), with a sufficient amount of 
states. According to calculations made on the values, the trustor will assign the 
trustee-specific rights to access and/or exploit resource(s), as will the trustee select the 
provider. 

Besides the value of the metric, it must be distinguishable on a per actor basis and 
thus, explicitly mapped to a unique ID, as humans are recognised by characteristics 
such as the voice, by sight etc. Consequently, we argue that a unique ID is a 
precondition for implementing trust of any kind between conditionally trustworthy 
matters.  
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1.3   Recognised Abuses in P2P Networks 

The present gullible approach adapted by participants in a P2P network, and the 
limited possibilities to locate colluding agents, attracts abuses of many kinds. 
Concerning peer misbehaviours, three types are recognised: collude inflation, 
deflating and faking [6].  

Collude inflation are situations where a conglomerate of agents collaborate by 
reporting positively about each other in order to achieve a higher trustworthiness 
value. The problem is present in centralised online auctions and in reality, because 
there is no way to verify the feedback’s truthfulness and dignity. However, including 
only one report per agent such as in eBay.com [7] and degrading the information by 
time would hamper any colluding intentions.  

Deflation is a situation where a set of agents defames another’s reputation by 
reporting unsatisfactory behaviour concerning it. This is comparable to spreading 
rumours in reality. However, degrading of reports as for collusion, affects deflation 
equally and is a feasible countermeasure.  

A faker is an agent that introduces itself as another agent (usually) possessing a 
higher reputation. This problem should be solved at the assignment of the ID or at the 
mapping of the feedbacks to an ID. However, this is out of the scope of the topic and 
this paper assumes that the ID’s are unique and the feedbacks are authentic.  

Besides the misbehaviours concerning reputations; annoyances such as “free-
riding” and “tragedy of the commons” are widely acknowledged. Both are 
consequences of unfair exploitation and contribution respectively, of the commonly 
accessible resources and can be solved utilising the kind of incentive presented later 
in this paper. 

2   Trust in an Open Environment 

A trust relation can be of many forms; it can be one-to-one, many-to-one, or many-to-
many [8]. Optimally, the relation is many-to-one, where the knowledge about the 
counterpart is based on a combination of several sources’ experiences. However, a 
distinction of the knowledge credibility according to sources’ trustworthiness is 
required. This paper considers a three-level hierarchy of knowledge sources: a 
personal opinion, trusted agents’ opinions and a public opinion.  

2.1   Personal, Trusted and Public Opinions 

As when considering humans, trust between P2P-networked agents should equally 
count on the capability of distinguishing between trust derived from different matters 
and events. Deducing personal opinions based on personal experiences is essential. 
However, in some situations the observations cannot cover adequate knowledge and 
relying on others’ judgements is necessary. The trusted agents’ opinions are “advises” 
and acquired gathering information by inquiring friendly sources. A public opinion is 
one reflecting the majority’s opinion concerning the matter. Hence, the personal 
opinion is a concern that is alterable only by the possessing agent. Moreover, each 
agent should contribute in providing and maintaining a public opinion and collaborate 
with personally trusted agents to enforce understanding about the counterpart, which 
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is/are considered advises and trusted conditionally. Thereby, the agents form sets of 
reciprocal trusted conglomerates. 

The public opinion does not alone solve any of the problems mentioned. It should 
be considered as we consider, for example, reviews at epinions.com [9]. Therefore, 
the public opinion can, at most, mend the uncertainty left by the trusted and personal 
opinion. However, uncertainty should have primary influence on the decision 
concerning selecting the agent to process the event. This is motivated by the threat of 
a colluding set of malicious agents collaborating in building a benevolent public 
opinion. 

Because of the anonymity and egocentric behaviour, it is justified that the personal 
opinion has greater influence on the final outcome than the trusted agents and public 
opinions [10]. Consequently, a hierarchy of credibility is formed where the personal 
opinion mends with the trusted and only then with the public opinion. This hierarchy 
severely hampers the effect of collusion and deflation. However, the different levels 
of opinions must not result in conflicts though possibly indicating an opposite 
outcome, and a method of achieving a consensus is needed. This consensus should 
handle situations such as, for example, when the public opinion suggests negative 
assessment while the trusted and personal opinion suggest to affirmative with some 
uncertainty. In addition, a consensus method of the opinions adjusts the personal 
opinion to the trusted and public opinions and reduces “obstinacy”. The consensus of 
the different opinions results in a situation equal to inter-human interaction, i.e. that a 
maliciously behaving agent is capable of taking advantage of the conglomerate of 
reciprocally trusted agents’ benevolence only a finite amount of times.  

2.2   Feedback Formation and Distribution 

Trust relying on a public opinion in P2P networks is motivated because no single 
entity can have accurate information about all others’ conducts. Initially, no data 
concerning the counterpart exist, suggesting that reputation has to be built from some 
state. The state of no reputation, and thus the initial state, is considered in this paper 
as the state of uncertainty; because modelling trust in dynamic networks cannot allow 
confusion between “don’t trust” and “don’t know” [11]. 

A feedback is the generated data concerning the provider of the resource(s) after an 
event. The generated data is stored locally and submitted to the supervising agent 
including the ID of the counterpart, a timestamp, the feedback score and the ID of the 
reporter [12]. Additional application-specific data can be added. Including IDs in the 
feedback provides a possibility to identify and verify the transaction. In addition, the 
agents should monitor their reputation and when disagreeing on an evaluation, change 
the personal opinion about the reporting source accordingly. The timestamp enables 
utilisation of a degrading formula, with the justification that attitudes can change over 
time. The feedback itself is graded with a triplet of values; belief (b), disbelief (d) and 
uncertainty (u). As discussed in section 1.2 and because the metrics are in 
contradiction and complete equal 1, their sum must equal 1.  

Considering the definition of a P2P network, the feedbacks must be stored on the 
connected (live) agents. As a countermeasure for colluding inflation, the agents 
supervising feedbacks concerning any given agent should perpetually change. 
Moreover, the agent the feedbacks concern should not be included in the lookup chain 



606 M. Neovius 

of locating the supervising agent. Therefore, the feedback supervising agents must be 
known by all participants all the time. Enabling this in a system utilising Pastry DHT 
is possible by having the trust supervising agents’ IDs dynamically assigned by a 
hard-coded function in the application. This requires the DHT to assign the IDs 
dynamically on a per-session basis as a countermeasure for colluding alternation. 
However, the need of a unique static ID for each participant compels usage of two 
interconnected DHTs, each consisting of x tier to maintain scalability. In such a 
system, one layer provides the static nodeID while the other layer accounts for 
proximity selection, lookups and the feedback, being dynamically assigned, hereafter 
denoted sessionID (sID). This way the needs of a static unique ID and the 
requirements for countermeasures are satisfied.  

Requiring any reporter to file the feedback to, for example, two closest supervising 
agents of its own sID, would provide data redundancy. That is, if sID c < d < e < f, the 
agent with sID e files reputation regarding sID c to sID d and sID f. A possible 
recovery can be conducted by a logical expression, where peer g, h, i, j and k 
represents adjacent supervisors for x, according to the distribution. i’s stored data can 
be retrieved by kgjhdata ¬∧¬∧∨∈ . In other words, if sID i fails, its data can be 

recovered by summarising all data that sID h or sID j store and that are not stored by 
sID g, nor by sID k.  

Moreover, the redundancy provides a way for a newly assigned supervising agent 
to verify the passed feedbacks. In addition, such sID data passing provides means for 
semi-symmetrical distribution. Consequently, in order for colluding inflation to 
succeed, the malevolent agent should cooperate with the majority of the involved 
dynamically changing supervising agents. The feedbacks reported to the supervising 
agents are the values resulting in the public opinion that is a sum, calculated by a 
subjective logic, for example, the one presented in [13], of all feedbacks from a set of 
interactions with the agent(s) concerned.  

3   The Incentive 

In reality an incentive is very simple. It is usually money, fame or some other 
covetous benefit that good performance entitles to. However, distribution of the 
beneficial is complex. The incentive to be deployed for usage in computerised 
communication must be based on the idea of giving benefit to the active and 
benevolent agents and reducing the value of the beneficial as a consequence of 
unsatisfactory performance. As a result, there must exist a carrot as well as a stick. In 
order to increase the anticipations truthfulness, experiences should degrade according 
to time. 

3.1   A Degrading Formula for Trust 

Philosophically, trust can never be absolute [14]. The core idea of this is the fact that 
even a friend, considered as trustworthy, can fail the expectations; respectively can an 
untrustworthy agent behave benevolently. To meet these challenges, a degrading 
formula must weaken the weighs of the feedbacks based on time and sociality. This is 
necessary in order to give less social agents equal possibilities; weakening recent 
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experiences less. Whitby, Jøsang and Indulska [15] proposed a formula without the 
sociality factor, however, including it in the same formula is easy, resulting in 
formula 1. 

                                                                      (1) 

In formula 1, 
tX

tZ R
p ,

, is agent X’s rating of agent Z at time Rt , t being the current 

time. In other words, an event occurred at time Rt  where agent X rated agent Z, the 

current time being t. 10 << λ  is the longevity factor degrading the rating according 

to time. The kl −γ  represents the ordering of the feedback by occurrence, l being the 

selection’s size and k the position number where the most recent is l, degrading 
according to sociality and being 10 << γ .  

The formula should be applied upon the belief and disbelief values in personal 
opinions’ every experience.  Because the sum of the metrics is 1, uncertainty equals 
1-b-d. In addition, formula 1 sociality factor covers the claim that complete trust or 
distrust cannot exist, and is a countermeasure for key-space depletion, dropping 
agents with uncertainty exceeding some predefined threshold value. The values 
assigned for  and  are subject to the application and the environment. The  value 
should adjust to the frequency of attitude changes; the lower value, the heavier weight 
on recent events.  depends on the frequency of transactions conducted with the 
counterpart.  and  combination reacts to changes in attitude and allow the agent to 
adapt to the environment. Moreover, the degrading formula is forgivable and will 
grant the maliciously behaving agent a new chance, after a given time, depending on 
the longevity factor, of acquiring favouring among the reciprocal conglomerate it 
tried to fool.  

3.2   Calculating with the Metrics 

Calculating and enforcing the accuracy of the metrics is essential in order to reach the 
decision. Figure 1 illustrates a situation where two trusted agents, Bob and Claire, 
contribute in enforcing Alice’s anticipation concerning the target, David. 
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The trusted agents participating in the evaluation should contribute with their 
personal opinions to the requesting entity, without enforcing their understanding by 
querying further or redirecting. This is motivated because Alice trusts Bob and Claire, 
not a fourth party, to evaluate David. A situation alike the one in Figure 1 compels a 
consensus to be achieved between Bob’s and Claire’s metrics. Bob’s and Claire’s 
consensus will eventually be combined with Alice’s personal opinion, and finally 
patched by the public opinion, resulting in the final opinion.  

The calculation merging the participating agents’ degraded metrics is based on 
probability calculations and can be performed according to formula 2 illustrated 
below, originally proposed in [16].  
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          (2) 

M and N are any agents which personal opinion metrics are to be merged; in this 
case Bob and Claire. If several agents contribute, the merging is done between any 
two agents or sets of agents at the same level of the consensus process. Eventually the 
consensuses will reach such magnitudes that it represents the understanding of the 
underlying group. 

The final patching of the uncertainty for the expected outcome utilising the public 
opinion should be performed after applying the metrics from the trusted agents. This 
can take place utilising, for example, the following formulas. 

       (3) 

                    (4) 

In these formulas, calculated denotes the degraded trustworthiness of the levels 
higher in the hierarchy, acquired by formula 2 and 1. Mending this calculated opinion 
with the public opinion that does not recognise uncertainty, forms an opinion 
correlating to the expected outcome based on the available knowledge.  

Utilising these methods, the trust metric fits the triangle illustrated in Figure 2, 
when uncertainty is included and the anticipation of forthcoming behaviour is 
possible. Thus, all possible providers of the requested service can be compared and 
the most suitable chosen.  

3.3   An Incentive View 

In every incentive method, the inducement must be such that the users cannot gain 
from reinitiating with a new identity [1]. Hence, we argue that the initial state must be 
equal to or worse than the state of untrustworthy, with the justification that any 
knowledge to base anticipation on reducing the risk of misjudgement is better than 
none. This results in the idea that the state of disbelief is preferred to the initial state, 
countermeasuring whitewashing.  

This paper considers the initial state as the state of uncertainty, a state where no 
anticipation about future behaviour based on reputation is possible. At the same time,  
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the state of uncertainty indicates that the ID is available for any requesting newcomer. 
The incentive triangle, derived from the opinion triangle in [16], illustrated in Figure 
2, summarises these ideas.  

The triangle should be interpreted so that each vertex represents completeness. 
Therefore, the trustworthiness of any agent consisting of three metrics is representable 
by one point in the triangle. The median starting at each vertex is the grading of the 
different values, where belief is represented by Q, disbelief by R and uncertainty by P. 
The dot represents an example (personal opinion), with belief (Q) 0.25, disbelief (R) 
0.65, uncertainty (P) 0.1. E(x) presents the mending (expectation), illustrated in 
formula 3 and 4, where the personal opinion’s uncertainty is mended by the public 
opinion, whose value is represented by the dotted line ax. In Figure 2, this starts at 
uncertainty, ending at belief = 0.6 and thus disbelief = 0.4.  

 

 

Fig. 2. Incentive triangle 

When calculating the expectations value, the final value is required to be either 
affirmative or negative and thus uncertainty must equal 0. Uncertainty is reduced to 
equal 0 by applying the public opinion on formula 3 and 4, resulting in the removal of 
the uncertainty metric. The degrading formula 1 affects the opinion in the way that it 
moves towards uncertainty on the axis with the original relation between trust and 
distrust.  Moreover, the triangle recognises two priorities, which are determined by 
trust qualities and thus purpose specific.  

In this specific view, a newcomer is not assigned any profit, which should be the 
best countermeasure for avoiding an agent with bad reputation to reinitiate its trust 
relation in form of signing in with a different ID. This implies that the participants are 
encouraged to consistently act using the same identity every time.   

The presented ideas maintain a balance between capability to operate and actual 
trustworthiness. If some agent is incapable of fulfilling the placed expectations, its 
trustworthiness will suffer among the expecting agents. Consequently, the network 
has reacted to this successfully and the trustworthiness/capability balance is 
maintained.  
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4   Conclusion 

Combining the models presented in this paper reduces the presented problems’ 
severity. Colluding inflation can occur a finite amount of times per conglomerate of 
reciprocally trustworthy agents because of the influence of the personal opinions. 
Deflation compromises the public opinion but the target maintains its ability to 
operate due to the personal opinions and will recover because of the degrading 
formula. Issuing countermeasures for faking is very difficult, if not impossible, 
without pre-shared secrets or intermediate authenticating servers. The “free-rider” and 
the “tragedy of the commons” problems are solved by a carrot - stick relation and 
utilisation of the personal and public opinion. In addition, the presented incentive 
reacts to changes in attitude and provides a possibility for malevolent/passive 
behaviour to change without re-identification.  

The problems remaining are the evidence concerning a feedback and the assigning 
of a unique ID. These issues are of different character and we cannot see the way 
these could be solved utilising an incentive. Moreover, credentials are excluded from 
this paper, but being an extension of trust relationships, they are an essential part of 
trust in reality.  

Any accurate simulations to enforce the claims in this paper are difficult to make 
because the contribution is in anticipation of the irrational. Simulations can thereby 
not reach greater accuracy than having a static value to calculate irrationality from, 
which is superficial. The reason is that this would imply simulating human behaviour, 
but since the human society is functional, creating a similar environment for 
computerised communication should be the objective. This paper has provided some 
ideas in order to reach this objective from the point of view that nature has evolved 
the ultimate trust formation scheme.  
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Abstract. This paper describes methods for suppressing illegal behavior in P2P 
networks to construct ubiquitous P2P content exchange communities. Although 
rigid digital rights management has been established elsewhere, it requires rather 
a large processing load and time, and it is mainly effective at preventing illegal 
behavior of end users. Here, we propose a more efficient method for processing 
content distribution. It aims to control content exchange so that illegal activities 
can be reduced to a sufficiently low level. By observing content exchange 
interactions in rendezvous points, it detects illegal activities and identifies which 
peer performed them. Simulation results show the effectiveness of the proposal.  

1   Introduction 

We are now at the dawn of the era of a ubiquitous communication society, where our 
daily lives are becoming more and more dependent on various types of 
telecommunications. In this society, broadband IP networks will play a key role in 
supporting the social infrastructure as well as mobile communication networks. One of 
the most promising applications is content exchange, by which various types of content, 
created by professionals, semi-professionals, or amateurs, will be traded anywhere. 

Moreover, a large majority of Internet users have experience in using or are even now 
using peer-to-peer (P2P)-based file exchange. Most P2P-based applications are illegal, 
and 60% of users feel anxious about illegal activities such as fraudulent electronic 
transactions, according to a report by the Ministry of Internal Affairs, and 
Communications (MIC), Japan [1]. However, P2P is technically promising and there 
must be potential users for legitimate content exchange services. In other words, if a legal 
community for content exchange is provided by a trusted service provider, or created 
only by trusted members, then legitimate content exchange markets will flourish. 

As we can see from this background, various methods for achieving reliable 
operation of the community are necessary. Although there are various types of illegal 
behavior by members in a ubiquitous or P2P community, this paper focuses on how to 
obtain information about the status of content exchange and illegal behavior in the 
community, which will lead to stable and reliable operation and accelerated 
content-trade activities. 

The rest of this paper is organized as follows. Section 2 clarifies problems and 
requirements for ubiquitous content exchange. In Section 3, we propose a new 
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framework for identifying the status of the community, in particular illegal behavior by 
members. Section 4 presents simulation results and analyses. Finally, in Section 5, we 
present conclusions and show future directions. 

2   Problem Analysis and Requirements 

2.1   Objectives of Ubiquitous Content Exchange Community 

A ubiquitous content exchange community is made up of users, content creators, and 
operators. The creators may want to sell contents that they created either originally or 
by modifying the content of another creator. They may sometimes deliver content for 
free to demonstrate their talent. When other people use this content, they may want to 
clarify their own rights and conditions of use. Content may be original or modified 
music, pictures, or movies for mobile terminals, ordinary PCs, or home information 
appliances. Even content created by non-professionals has potential for trade. Users 
may want to obtain desired content, or value-added content. Of course, both users and 
creators want to communicate with those who can be trusted. The community operator 
mediates between them by providing a safe trading environment, which leads to a new 
business model. It is essential to observe the status of content exchange, to trace and 
exclude illegal members, and to manage charging or settlement in the community. 

2.2   Problems to be Solved  

We assume that the content exchange community takes a P2P-form and is connected to 
authorities for the identification of users and content. Figure 1 shows a typical sequence 
for content exchange in a P2P community. In this processing, there are several types of 
illegal activities that can occur, as explained below.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig. 1. This shows content exchange sequence and problems 
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(a) Content falsification: content transferred through transit peers might be falsified and 
falsified content might be cached at a transit peer. 
(b) Spoofing: some peer might spoof its address (i.e., its identity) and gain access to 
content illegally. 
(c) Metadata falsification: during discovery processing, metadata might be falsified to 
make fake content that imitates copy-righted one.  
(d) Collusion: a peer might send paid-for content to a partner peer that is not eligible to 
receive it.  
(e) Illegal copying and free riding: a peer might deliver illegally obtained content to 
other peers, that is, free-riders. 

2.3   Existing Countermeasures  

There are three approaches to deal with these problems, i.e., prevention of illegal 
behavior, suppression of illegality, and permission to use content with some conditions. 
The most appropriate method depends on the value of content, the application type, the 
content holder's policy, or the operator's policy. 

 
 
 
 
 
 
 
 
 
 
 

Fig. 2.  This shows the P2P DRM model 
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This method is firstly applicable to countering illegal copying and free riding. 
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metadata falsification. Note that encapsulating content takes a long time and involves a 
heavy processing load. 

2. Suppression of illegality 
This method aims at managing or controlling content exchange so that illegal activities 
can be reduced to a sufficiently low level. In this paper, we mainly deal with this 
approach by using some mechanism implemented in content ID forum [3] from the P2P 
viewpoint. 

3. Permission to use content with some conditions 
This method, famous as 'Creative Commons' [4], allows users to freely view or modify 
content with some conditions. Eleven sets of conditions (rules) are defined according to 
the combination of licensing elements. Its aim is to use the flexibility of copyright law 
to help an active usage or secondary creation of various contents. 

This approach has been implemented, for example, in the Digital Commons system 
[5][6]. 

3   Modeling the Suppression of Illegality 

3.1   Identification of Community Elements 

Our basic proposal is to trace content exchange interactions through the cooperation of 
agents residing in the community. To identify content, each of them is assigned a 
unique and secure identification, i.e., content ID (cID). This ID is authenticated by an 
authority. Also, each peer in the community is given a user ID by a user authentication 
authority. The authentication processing is guaranteed through the use of public key 
mechanisms. By using a metadata-matching-based discovery capability, as for 
example, KaZaA[7] does, peers or content can be found based on properties given in 
the form of metadata, such as MPEG-7[8].  

3.2   Operational Policies 

We decided upon the following operational policies to meet the objectives. 

• The basic operation is to log cIDs and metadata exchanged in the community. 
Logged information can be used to judge whether or not the license, price, or usage 
conditions of content have been falsified. 

• The use of a user ID prevents spoofing. The cID is linked with the hash value of the 
content to be registered to guarantee its uniqueness. Because the same cID is given 
to copies when the content is duplicated, illegal content is linked with the same cID. 

• Metadata used in this community contains information about conditions for 
secondary use of the content (XML description) because this community aims to 
activate content creation by feeding back incentives to the creators. 

• There are two methods for assigning an identifier to content: 1) combining header 
descriptions and digital signature and 2) inserting an electronic watermark. 
Although the latter has better performance against illegal actions, the operational 
cost is higher. This paper treats the former method. 



616 Y. Yokohata, H. Sunaga, and H. Nakamura 

Things for the creator who wants to protect his content to do are 

1. getting the cID for content from the authority 
2. calculating the hash value of the content  
3. attaching the digital signature of cID, hash value and metadata to content 
4. attaching metadata and cID to the header for searching 

3.3   Proposed Processing Mechanism 

The basic framework discussed thus far is to trace interactions of content exchange to 
detect peers performing illegal actions. Metadata, cID, hash vale that are attached 
during content delivery is logged somewhere in the community. If originating and 
destination peers log these, falsification is rather easy, which leads to incorrect logging 
or sabotaged logging. We position rendezvous point peer (RP) [9] to perform logging 
on the route between these peers, as shown in Figure 3. 

 
 
 
 
 
 
 
 

 
 

 

Fig. 3.  This shows our proposed model of positioning rendezvous point 
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mechanism is shown in Fig. 4.  
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1. Each candidate must have a global IP address. 
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3. Each candidate must leave the community less frequently than ordinary peers. 
Of course, these physical conditions alone cannot prevent illegal activities. Some RPs 
might make an illegal linkage between cID and content, or falsify content as well as 
logged data. 

Therefore, credible RPs are selected based on the calculated trust value. We use an 
equation defined in [10]. After RPs have been selected randomly from those satisfying 
the physical conditions, they are narrowed down to more credible RPs. The SPR 
compares logged data sent from RPs with original data obtained directly from the 
content creator. The equation of the trust value of an RP (Tr(n)) is 

Tr(n)=a*Tr(n-1)+(1-a)*Sc   (n>1). (1) 

Here, 'n' means the number of interactions for content exchange and 'a' is a constant. If 
a match is made, then 'Sc' is increased by 1, otherwise it is decreased by 1.  

Then, we determine a threshold value to judge whether or not falsification has 
occurred. If Tr(n) is less than threshold h, this means that falsification has been  
detected in the RP. To make this equation more effective, the following condition is 
required. 

2a-1<h (2) 

If Tr(n) is less than threshold h from the beginning, it means that an illegal RP has been 
selected. This RP is disqualified and another peer that has higher physical conditions is 
selected. Of course, at the time of selection, it is not known whether the new RP is 
credible. Later activities will be checked and used for judgment. 

 
 
 
 
 

 
 
 
 
 
 
 

Fig. 4. This figure shows layered architecture of peers  
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credible level (=1). This simulation identified how this value is affected by the peer 
configuration, i.e., the ratio of illegal actions to the total number of actions (illegal 
action rate) and the ratio of the number of RPs to the total number of peers in the 
community (RP rate). We assumed that the number of peers in the community was 
1000, the total number of interactions was 10,000, and the parameters of equations (1) 
and (2) were fixed to a=0.85 and h=0.75 to raise the detection efficiency. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5.  This shows a figure simulated trust value for various RP peer rates  

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6.  Simulation result for number of interactions versus RP peer rate 
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Figure 6 shows how many interactions were required until the RPs’ trust value could 
be restored when the illegal peer rate was set to 3%. It took more time to restore the 
trust value to 1 when the RP rate was higher. This is because an RP waited for other 
RPs’ transactions. This suggests that the number of RPs is more than required, so there 
are many peers that do not have sufficient tasks. 

Figure 7 shows how many interactions were required when the RP rate was set 1% 
and the illegal peer rate ranged from 0.1% to 25%. RPs could detect efficiently when 
there were few illegal peers, and they could do it in about 3000-4000 interactions no 
matter how much the number of illegal peers increased. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 7. Simulation result for number of interactions versus illegal peer rate 

4.2   Analyses and Consideration 

The simulation results show that the proposed algorithm could augment the trust value 
of each RP by evaluating behavior in the community. From our results, the most 
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illegal actions among 3000-4000 interactions even if there were many illegal peers. If 
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localization and network-wide load balancing as well as load reduction in the RP layer, 
as discussed above. 

This algorithm identifies peers that are falsifying metadata or content. However, 
community actions after the detection depend on the community’s policy. For example, 
illegal peers could be removed from the community or communication could be 
blocked at RPs or at proxies that can be controlled by the community operator. At least, 
warnings could be sent to the illegal peers. 
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Fig. 8. This shows N-layered autonomous trust tree 

4.3   Service Applications 

The proposed illegality suppression mechanism can be applied to service operations in 
the future ubiquitous content exchange communities. 

• Content ranking 

Because cIDs are collected in RP peers, the content ranking can be created based on the 
cID data. The ranking data can be used as incentives to creators to create more 
attractive content. This service is expected to contribute to the enlargement of 
ubiquitous content exchange markets. 

• User information management 

Through data-mining of collected cID data, preferences can be identified. The results 
can be used to recommend content or services. Also, more specific communities can be 
established for people who have close preferences or properties. 

5   Conclusion 

This paper has addressed a new method for establishing a more credible ubiquitous P2P 
content exchange community. Although rigid digital rights management in a P2P 
community has already been proposed, it is effective mainly for preventing illegal 
behavior of end users, for example, content falsification or illegal copying. Here, we 
proposed a more efficient method for processing content distribution. It aims to control 
content exchange so that illegal activities can be reduced to a sufficiently low level. By 
observing content exchange interactions in rendezvous points, this method can 
determine whether illegal activities have been performed and which peers did them. 
Simulation results showed the most efficient number of RPs was 1% of the total 
number of peers. 
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We also showed some promising applications that use the data collected through this 
mechanism. We expect our proposals to contribute to the creation of the ubiquitous 
communication society. 

Acknowledgement 

This work was supported in part by the Research and Development Program of 
Ubiquitous Network Authentication and Agent (2004), the Ministry of Internal Affairs, 
and Communications (MIC), Japan. 

References 

1. MIC, Japan, “white paper on telecommunications 2005”, http://www.johotsusintoke
i.soumu.go.jp/whitepaper/eng/WP2004/2004-index.html 

2. T. Iwata, et al, “A DRM System Suitable for P2P Content Delivery and the Study on its 
Implementation,” APCC 2003. 

3. Content ID forum http://www.cidf.org/ 
4. Creative Commons http://creativecommons.org/ 
5. Digital Commons http://digitalcommons.jp/ 
6. L. Lessig, “The future of ideas,” Random House, New York, 2001.  
7. N. S. Good and A. Krekelberg, “Usability and privacy: A study of Kazaa P2P file-sharing,” 

June 2002. Available at http://www.hpl.hp.com/shl/papers/kazaa/index.html 
8. O. Avaro and P. Salembier, “MPEG-7 Systems: Overview,” IEEE Transactions on Circuits 

and Systems for Video Technology, Vol. 11, No, 6, June 2001. 
9. T. Oh-ishi, K. Sakai, T. Iwata, and A. Kurokawa,” The Deployment of Cache Servers in P2P 

Networks for Improved Performance in Content-Delivery,” IEEE P2P 2003. 
10. Y. Wang, J. Vasseileva, “Trust and Reputation Model in Peer-to-Peer Networks,” IEEE 

P2P2003. 
11. L. Xiong and L. Liu, “A Reputation-Based Trust Model for Peer-to-Peer eCommerce 

Communities,” IEEE P2P2003. 
12. R. Chen and W. Yeager, “Poblano: Distributed Trust Model for Peer-to-Peer Networks,” 

http://www.jxta.org/docs/trust.pdf  
13. B. F. Cooper, M. Bawa, N. Daswani, and H. Garcia-Molina, “Protecting the PIPE from 

malicious peers,” Stanford Technical Report, May 2002. 



T. Enokido et al. (Eds.): EUC Workshops 2005, LNCS 3823, pp. 622 – 631, 2005. 
© IFIP International Federation for Information Processing 2005 

Location-Based Routing Protocol for Energy Efficiency 
in Wireless Sensor Networks  

Hyuntae Cho and Yunju Baek 

Department of Computer Science and Engineering, Pusan National University,  
Busan, Republic of Korea 

marine@juno.cs.pusan.ac.kr, yunju@pusan.ac.kr 

Abstract. Energy efficiency in wireless sensor networks is an important design 
consideration. We present a location-based routing protocol for energy effi-
ciency in wireless sensor networks called GPSR-S(Greedy Perimeter Stateless 
Routing for wireless Sensor networks). GPSR-S is based on GPSR, which is 
one of the most well-known location-based routing protocols for wireless ad 
hoc networks. We improve the energy efficiency of GPSR by considering 
nodes’ energy level and location information. In addition, we modify the ad-
dress-centric nature of the algorithm into a data-centric one. Simulation results 
show that GPSR-S performs well in terms of energy efficiency and the number 
of packets. GPSR-S delivers approximately 10% fewer packets than GPSR, but 
the lifetime of the network is 10% greater.  

1   Introduction 

Wireless sensor networks are likely to be widely deployed in the future because they 
greatly extend the ability to monitor and control the physical environment from remote 
locations. Such networks are composed of a large number of sensor nodes, which are 
densely deployed either inside the phenomenon or very close to it. These tiny sensor 
nodes, which consist of sensing, data processing, and communicating components, use 
the idea of sensor networks based on the collaborative effort of a large number of nodes. 
Some of the application areas are health, military, and security.  

The position of sensor nodes need not be engineered or pre-determined. This means 
that sensor network protocols and algorithms must possess self-organizing capabilities. 
So, wireless sensor networks usually use the protocols and algorithms for wireless ad 
hoc networks in order to achieve self-organization. Location awareness is another im-
portant issue in wireless sensor networks. Most data collection is based on location, so it 
is desirable that the nodes know their position whenever it is needed. In most cases, 
location information is needed in order to calculate the distance between two particular 
nodes so that energy consumption can be estimated. Since there is no addressing scheme 
(such as IP-addresses) for sensor networks and they are spatially deployed on a region, 
location information can be utilized in routing data in an energy efficient way.  

Although GPSR[3] has been proposed for traditional wireless ad hoc networks, it  
is not well suited to the unique features and application requirements of sensor  
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networks. To illustrate this point, the differences between sensor networks and ad hoc 
networks are outlined below:  

• The number of sensor nodes in a sensor network can be several orders of mag-
nitude higher than the nodes in an ad hoc network.  

• Sensor nodes are more densely deployed.  
• Sensor nodes are limited in power, computational capacity, and memory.  
• Sensor nodes may not have global identification because of the large overhead 

and large number of sensors.  
• Sensor networks are “data-centric” i.e., unlike traditional networks where data 

is requested from a specific node, data is requested based on particular attrib-
utes, such as, “which area has temperature > 50°F?” Data-centric protocols are 
query-based and depend on the naming of desired data, which helps in elimi-
nating many redundant transmissions. 

For these reasons, GPSR should be fixed before it is applied in wireless sensor 
networks. So, we propose a modified version of GPSR called GPSR-S(GPSR for 
wireless Sensor networks) to fulfill the requirements of wireless sensor networks. 
GPSR-S uses energy-aware and geographical information to route a packet towards 
the target region. Within a region, it uses a forwarding technique to disseminate the 
packets. Next, we modify wireless sensor networks to be data-centric, where commu-
nications are expressed, not in terms of node identifier but in terms of named data.  

The remainder of the paper is organized as follow: In Section 2, we discuss related 
work on wireless sensor networks. In Section 3, we explain location-based routing for 
energy efficiency in wireless sensor networks. In Section 4, we simulate GPSR-S and 
compare its performance to GPSR. Section 6 concludes.  

2   Related Work  

Routing protocols in wireless sensor networks are classified into various categories: 
(i) address-centric and data-centric routing, with respect to method of data acquisi-
tion; (ii) flat and hierarchical routing, with respect to the form of the network; and (iii) 
location-based and location-independent routing protocols.  

In data-centric routing, the sink sends queries to certain regions and waits for data 
from the sensors located in the selected regions. Since data is requested through que-
ries, attribute-based naming is necessary to specify the properties of data. SPIN[6] is 
the first data-centric protocol, which considers data negotiation between nodes in 
order to eliminate redundant data and save energy. Later, Directed Diffusion[5] was 
developed and constituted a breakthrough in data-centric routing. Directed Diffusion 
is an important milestone in data-centric routing research on sensor networks.  

In common with other communication networks, scalability is a major design at-
tribute of sensor networks. A single-tier network can cause the gateway to overload 
with an increase in sensor density. So, single-gateway architecture is not scalable for a 
larger set of sensors covering a wider area of interest, because the sensors are typi-
cally not capable of long-haul communication. The main aim of hierarchical routing is 
to efficiently maintain the energy consumption of sensor nodes by involving them in 
multi-hop communication within a particular cluster and by the sink. Cluster forma-
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tion is typically based on the energy reserve of sensors and sensor’s proximity to the 
cluster head. LEACH(Low-Energy Adaptive Clustering Hierarchy)[7] is one of the 
first hierarchical routing approaches for sensor networks. The idea proposed in 
LEACH has been an inspiration for many hierarchical routing protocols such as 
TEEN(Threshold sensitive Energy Efficient sensor Network protocols)[7], and 
APTEEN(Adaptive Periodic TEEN)[8].  

Most of the running protocols for sensor networks require location information for 
sensor nodes. Since there is no addressing scheme for sensor networks and they are 
deployed spatially across a region, location information can be utilized in routing data 
in an energy-efficient way. For instance, if the region to be sensed is known, using the 
location of sensors, the query can be diffused only to that particular region, which will 
reduce the number of transmissions significantly. GPSR[3] is one of the most well 
known geographic routing algorithms in wireless ad hoc networks. Other hierarchical 
schemes in use are GEAR (Geographical and Energy Aware Routing)[9], and LAR 
(Location Aided Routing)[10].  

GPSR uses the position of nodes and a packet’s destination to make decisions 
about packet forwarding. GPSR makes greedy forwarding decisions, using only in-
formation about a node’s immediate neighbors in the network topology. When a 
packet reaches a region where greedy forwarding is impossible, the algorithm recov-
ers by routing around the perimeter of the region. By keeping state only about the 
local topology, GPSR scales better in per-node state than shortest-path and ad-hoc 
routing protocols as the number of network destinations increases. Under mobility’s 
frequent topology changes, GPSR can use local topology information to find correct 
new routes quickly. But, when GPSR is used in wireless sensor networks, it has some 
shortcomings. Because it uses greedy forwarding to distance from the node to the 
destination, the specific nodes which located on the optimum path can only consume 
energy. Also, it reduces energy efficiency due to address-centric routing. In order to 
fulfill the above requirements, in the next section we propose a location-based routing 
protocol for energy efficiency.  

3   Location-Based Routing Protocol for Energy Efficiency in 
Wireless Sensor Networks  

Wireless sensor networks are composed of a number of nodes that have limited energy 
resources. The energy depletion of nodes in wireless sensor networks brings about the 
partitioning of the network. To avoid such partitioning, the consumption f energy in 
wireless networks must be distributed fairly across all nodes. Furthermore, the main aim 
at the network layer is to find ways for energy-efficient route setup and reliable relaying 
of data from the sensor nodes to the sink so that the lifetime of the network is maxi-
mized. So, the forwarding process that we propose consists of two phases: (1) forward-
ing node selection phase, and (2) data dissemination inside the target region.  

3.1   Forwarding Node Selection Technique  

Packets are marked by their originator with their destinations’ locations. Upon re-
ceiving a packet, a node checks its neighbors to see if there is one that is closer to 
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the destination. If such a neighbor exists, GPSR-S picks a next-hop node among all 
neighbors that are closer to the destination than itself. Here, each node knows its 
own location and remaining energy level, and its neighbors’ location and remaining 
energy levels through a simple “neighbor hello” protocol. To select a closer 
neighbor to the destination, GPSR-S uses information about nodes’ energy level and 
location. 

 

 

Fig. 1. Forwarding node selection 

A formula proposed for the next forwarding node selection is as follows:  
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Where Ni is the neighbor node of node N, D indicates the centroid of the target re-
gion, and dist(x, y) is the distance between node x and node y. r is the initial radio 
transmission coverage, Er(Ni) is the remaining energy level of node Ni, and Ef(Ni) is 
the initial energy level of all nodes. In formula 1, α can be adjusted to emphasize 
either the minimizing path length to the destination or the balancing energy consump-
tion. α has a value between 0 and 1. Note that each node can obtain its location in-
formation, energy level, and its neighbor’s information, which presumably are already 
available due to the needs of sensor network applications through hello messages. 
After selecting a forwarding node, the forwarding node selection process repeats until 
the packet reaches the target region.  

The power of this forwarding to route using only neighbor nodes’ positions come 
with one attendant drawback: there are topologies in which the only route to a desti-
nation requires that a packet move temporarily farther in geometric distance from the 
destination. We address the failure of pure greedy routing to find paths in the presence 
of voids, by introducing perimeter traversal algorithms(used in GPSR) for forwarding 
packets around voids.  

After describing the right-hand rule for traversing a graph, GPSR characterizes the 
behavior of the right-hand rule on wireless network graphs, and observes the role 
played by crossing edges in the graph in interfering with the right-hand rule traversal. 
GPSR then introduces perimeter probing while employing a no-crossing heuristic to 
eliminate crossing edges from the graph, and uses the resulting state to forward 
around voids.  



626 H. Cho and Y. Baek 

3.2   Data Dissemination Within Destination Region 

As mentioned above, the wireless sensor networks use data-centric routing instead of 
address-centric routing. GPSR sends queries to one node instead of multiple nodes. 
For the description of the algorithm, we assume a rectangular region specification. 
The form of query sent by sink is below.  

        type = four-legged animal  
        rect = [100, 200, 200, 400]  
        etc...  

Each query packet has a target region specified in some way. The centroid of the 
target region can be calculated as follows:  

Centroid: ]2/)21(,2/)21[(),( DyDyDxDxDyDx ++=      [formula 2] 

 

Fig. 2. The centroid of the destination region 

 

Fig. 3. Data dissemination inside the target region 

As shown in Figure 3, after the first packet reaches the destination, B receives a 
packet from A, and finds itself inside the target region. If the current node is the only 
one inside this region, the packet is forwarded within this region. Once the packet is 
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inside the target region, a simple flooding with duplicate suppression scheme can be 
used to flood the packet inside the target region.  

However, flooding is expensive in terms of energy consumption, due to the fact 
that in this simple flooding scheme, every node has to broadcast once and all its 
neighbors receive this broadcast message. This is especially expensive in high-density 
networks. Therefore, we can use a RGF(Recursive Geographic Forwarding) approach 
to disseminate the packet inside the target region[9].  

 

Fig. 4. Recursive Geographic Forwarding 

RGF supposes that the target region is the big rectangle, and now node receives a 
packet for a region, and finds itself inside this region. In this case, node B creates four 
new copies of a packet bound to 4 subregions(as shown by the four small rectangles 
in figure 4). This recursive splitting and forwarding procedure is repeated until the 
stop condition is satisfied.  

4   Simulation Results  

We study and compare GPSR with GPSR-S. In addition, we evaluate how our algo-
rithm compares with GPSR. Since the original GPSR does not handle routing to a 
region, it does not consider energy efficiency. We have augmented GPSR to route 
packets to a region, thus considering energy efficiency. The preformance measure is 
increased network lifetime due to routing in a target region and energy awareness. 

To evaluate performance, we used NS-2[12]. The test model is MICA2 mote, de-
signed by UC Berkeley. It operates at 433MHz radio frequency, and consumes from 
5.3mA to 26.7mA in Tx mode and 7.4mA in Rx mode. The antenna is 10cm high, it is 
omni-directional, and its transmission range is 10m.  

In the study reported in this paper, we varied network size, density and other  
parameters. More specifically, the simulation results shown in this section include 
networks ranging in size from 30 to 150. For network simulation, its geometric area 
was 50 × 50 square. The initial location of each node was randomly generated. The 
802.11 was used in the radio model. The initial data size was 42bytes and the  
transmission period was between 0.5 and 2sec. The simulations were run for 100 
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seconds, the speed of nodes was set to 1m/sec, and the initial energy of each node 
was 10J.  

Figure 5 shows the number of live nodes up to 20. This graph considers only en-
ergy efficiency. That is, it uses only a forwarding node selection method. This result 
shows that when 100 seconds had elapsed, 52 nodes in GPSR, 72 nodes in GPSR-
S(α=0.3), and 75 nodes in GPSR-S(α=0.4) were alive. Intuitively, this means that 
GPSR-S has a longer network lifetime than GPSR. The reason that GPSR-S prolongs 
network lifetime compared with GPSR, is that GPSR-S tends to concentrate on 
greedy forwarding to distance and energy efficiency.  

Figure 6 shows the remaining energy distribution of nodes when 2/3 of the entire 
lifetime has elapsed. Herein, the number of nodes is 90. As shown in the graph, it is 
evident that the nodes in GPSR-S consume the energy more fairly than those in 
GPSR.  

 

 

Fig. 5. The number of live nodes  

 

 

Fig. 6. Energy distribution of nodes within the network 

Figure 7 shows the number of packets generated according to α. From the graph, it 
can easily be seen that the number of packets varies according to the value of α and 
the form of network. Also, a higher α can generate more traffic within the network.  
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Fig. 7. The number of packets to values of α 

 

Fig. 8. The number of packets in the entire network 

Figure 8 shows the number of packets that are generated in the entire network by 
applying data-centric routing, which has a target region. There are three nodes in this 
region. In this case, GPSR-S has 10% less traffic than GPSR. 

 

Fig. 9. The average remaining energy of all nodes 
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Figure 9 compares GPSR with GPSR-S with respect to energy consumption over 
time. The performance of GPSR-S is higher with respect to energy consumption and 
longevity of the network. After 160sec, 1% of all nodes in GPSR and 3% of all nodes 
in GPSR-S remain. It is clear that the amount of energy consumed increases accord-
ing to the number of packets.  

Because our algorithm relies on random decisions, it is important to show that its 
performance does not vary significantly over several runs.  

5   Conclusion and Future Work 

The traditional routing protocols are not considered to be energy-efficient, so only 
specific nodes on the optimum path consume energy. We studied the problem of for-
warding a packet to nodes in a geographic region of a wireless sensor network. The 
proposed GPSR-S protocol uses energy-aware and geographic neighbor selection to 
route a packet towards the target region. Within a region, it uses a forwarding tech-
nique to disseminate the packet. These strategies attempt to balance energy consump-
tion and thereby increase network lifetime.  

Simulation results show that the GPSR-S consumed energy uniformly while 20% 
of the totality of nodes were alive. Data centric routing, moreover, use less traffic than 
the routing mechanisms which communicate with a specific node. GPSR generates 
traffic per node as it sends data to nodes. In GPSR-S, about 10% can be reduced in 
traffic by adapting data-centric routing. However, there is a possibility of delay in 
data transmission. GPSR-S, which is proposed in this paper, results in a better proto-
col for wireless sensor networks because it reflects the energy efficiency and data-
centric routing appropriately. This strategy attempts to balance energy consumption 
and thereby increase network lifetime. We evaluated the performance through simula-
tion. In further work, we intend to investigate how real implementation affects the 
performance of the protocol.  
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Abstract. Fixed networks of limited resource heterogeneous computers
need to allow applications to access remote devices in order to overcome
any local resource deficiencies. Current operating systems would use a
file system, network stack and middleware to implement such access but
the volume of functionality involved can be a barrier to performance.
This paper examines the 2.4 series Linux kernel to show that networked
operating systems lack flexibility and performance in this environment. It
also presents a low level approach that can reduce the overheads incurred
and improve performance when remote devices are accessed.

1 Introduction

This paper is concerned with fixed networks of heterogeneous single processor
embedded and ubiquitous computing devices operating in close proximity and
in networks that are largely static in nature. This means that only one type of
communication medium may ever be used and the physical address of a resource
may often be known in advance. The primary issue is therefore how to structure
the operating system (OS) so that it is able to quickly and efficiently facility
access to any remote devices required by the application in order to overcome
local inadequacies. Such problems can in specific circumstances be addressed
using additional hardware, both SMP and NUMA architectures are evidence of
this approach but such designs are not in the context of this paper.

This paper analyses the 2.4 series of Linux kernel to illustrate the performance
of a typical networked OS. It then shows how a low level approach that embeds
a simple file based protocol directly into an Ethernet frame can make better use
of the hardwares characteristics improving both performance and flexibility.

The remainder of this paper is structured as follows; section 2 examines the
architecture of the Linux kernel in order show why a networked OS is not ideally
suited to this tightly constrained environment. Section 3 supports this with a
performance analysis of a typical GNU Linux based OS. Finally section 4 outlines
how the large packet sizes of IEEE 802.3 and IEEE 802.11 can be combined with
the PSE51 embedded systems profile of IEEE 1003.13 to remove much of the
complexity involved with accessing remote devices [1, 2, 3].
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2 Background: A Networked OS

A Networked OS such as Linux uses a stack of software for process control and
communication, another for resource access (VFS) and another for remote com-
munication (network stack) [4, 5]. Layers of functionality are then used within
these stacks to aid flexibility and further simplify implementation. Accessing a
remote device using this model requires the client machine to have some func-
tionality (a proxy) connecting the file system and the network stack so that the
application can access a remote device in the same manner as a local device.
Alternatively if a separate interface is used the functionality must implement
the operations via the existing network stack. The server also requires similar
functionality in order to access the device on behalf of the remote application.
Consequently a considerable amount of functionality is involved as the flow of
control passes up and down the file system and network stacks on both the client
and server machines, see Figure 1.

Network

stack

Virtual File

system

Server proxy

System call interface

Hardware
Network

hardware

Application

Client proxy

System call interface

Network

stack

Virtual File

system

Hardware
Network

hardware

Application / kernel boundary

Alternate application / kernel boundary

Communications medium

Fig. 1. Control flow when accessing remote resource access

To address the performance issues of this model the proxy processes can be
moved into the address space of the kernel in order to reduce the amount of copy-
ing and the number of context switches, but this does not reduce the volume of
code involved in navigating the VFS or network stack [4, 5]. The network stack
also does not allow the characteristics of the delivery device to affect the opera-
tion of the layers above it [4, 5]. Consequently local socket based communication
is likely to be adversely affected as the fragmentation and redelivery function-
ality cannot be removed when the delivery mechanism is reliable (memory). It
therefore seems clear that networked OSs are not ideally suited to constrained
environments where flexible and efficient access is required to both local and
remote resources (devices, files or applications).
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3 Performance Analysis of a Linux OS

To demonstrate the performance of a typical networked OS this section uses the
Lmbench suite of benchmarks (version 2.04) on an isolated and directly con-
nected 10Mb two node network of otherwise idle Slackware Linux based com-
puters [6]. The specification of the test machines is outlined in Table 1.

Table 1. Test machine specification

Darkstar Cheetah
CPU AMD K6-2 350MHz Intel Pentum II-MMX 266MHz
Memory 128MB 64MB
Hard disk WDC AC28400R WDC AC34000L
Network Card 3Com 3c590 10 BaseT 3Com 3c905C-TX/TX-M
OS Slackware 9.0.0 Slackware 10.1.0
Kernel Version 2.4.22 2.4.29

The bandwidth of a network medium will govern the performance and charac-
teristics of any networked system but its importance escalates as more advanced
functionality is added. The addition of remote device access capabilities to a net-
worked system begins to make it more like a distributed system, as a result the
performance of the network medium becomes critical to the successful operation
of the system as more and more applications become increasingly addicted to
remote resources.

The availability of necessary quantities of network bandwidth clearly governs
how much work a system can get done, however, it is also important not to
achieve this at the expense of latency. Both figures will ultimately be dominated
by the performance characteristics of the network medium and associated hard-
ware. Although the sheer volume of functionality involved in the file system,
network stack and proxy components of the OS is likely to have a limiting affect
on the performance of an application, even if this only occurs at high levels of
load.

3.1 Bandwidth Results

The bandwidth benchmark transmits 3MB’s of data between two processes in
48KB steps and then returns it once the data has been received. This is per-
formed primarily between processes on the same machine since the majority of
inter process communication is local, although processes on different machines
are used if a particular mechanism supports remote communication, see Table 2.

A Pipe is a very simple communication mechanism supporting one way local
communication and it is not surprising that it is the best performer. In contrast
a UNIX socket provides two way local communication and achieves only 60-75%
of a Pipes throughput. TCP sockets differ from their UNIX counterparts by



Efficient Access of Remote Resources 635

Table 2. Communication bandwidth (MB/s)

Communications Local Remote
Mechanism Darkstar Cheetah Darkstar Cheetah
Pipe 82.8 143.0 - -
UNIX Sockets 61.9 85.4 - -
TCP Sockets 43.8 68.8 1.05 1.03

supporting remote communication across heterogeneous and unreliable commu-
nications mediums and when they are used in this fashion it is not surprising that
they perform poorly in comparison to either UNIX sockets or pipes. However,
they perform equally poorly for local communication (50% of Pipe performance)
as the upper layers of the IPv4 stack remain unchanged even though the major-
ity of their functionality is not required in the local environment. The effect of
this performance loss should not be underestimated as it may not be possible to
choose in advance an alternate communication mechanism in order to statically
optimize performance. It might therefore be beneficial if the kernel was able to
to optimise performance wherever possible, possibly by passing a UNIX socket
of as a TCP socket.

3.2 Latency Results

The latency benchmark uses a 1 byte “hot-potato” token that allows the resulting
TCP or UDP message to fit into the minimum Ethernet frame (46 bytes of
payload). It also tests Sun’s RPC mechanism when used with both TCP and
UDP and this makes it possible to better estimate the overheads incurred by
a proxy process in a networked or distributed environment. Such functionality
acts as the glue that binds the network stack and file system models together
and an estimate of its performance therefore gives a more realistic view of an
applications performance when remote devices are accessed, see Table 3.

Distributed systems require a suitable balance between bandwidth and la-
tency. It is therefore concerning that TCP sockets incur 4-6 times the latency of
a pipe when used in a local environment, whilst UNIX and UDP sockets incur
2-4 times the latency in the same situation.

Table 3. Communications latencies (μs)

Communications Local Remote
Mechanism Darkstar Cheetah Darkstar Cheetah
Pipe 24.4 13.7 - -
UNIX Sockets 52.2 25.6 - -
UDP Sockets 77.6 55.2 231.7 235.5
TCP Sockets 107.8 88.0 279.1 280.4
Sun RPC over UDP 180.7 150.7 325.3 328.6
Sun RPC over TCP 230.7 204.8 425.9 434.3
TCP connection 416.0 340.0 451.3 476.3



636 P.S. Usher and N.C. Audsley

Table 4. RPC overhead (μs)

Communications Local Remote
mechanism Darkstar Cheetah Darkstar Cheetah
Sun RPC over UDP 103.1 95.5 93.6 93.1
Sun RPC over TCP 122.9 116.8 144.6 154.3

When considering the additional overheads involved in accessing remote de-
vices it is important not to forget that a TCP connection must be established
prior to its use and these results suggest that this takes around 340-470μs. This
coupled with the costs of an RPC call over the same mechanism would seem
to rule out the use of TCP for client/server style connections in any networked
environment where the connection is not established for a considerable period
of time.

The overheads for the RPC mechanism are relatively constant regardless of
both the communication mechanism (UDP or TCP) and the location of the
client (local or remote). For UDP based communication this overhead is around
95μs, whilst TCP communication sees this increase slightly to 120-150μs, See
Table 4.

4 Reducing Overheads

This section examines whether an OS whose architecture directly targets the
need to access remote devices might reduce overheads, improve performance
and still achieve sufficient flexibility.

Communications mediums such as IEEE 802.3 and 802.11 allow computers
to deliver well over 1KB of data in an error free manner because of the capacity
of the packet and the use of a 32bit CRC [1, 2]. If the majority of interactions
could be made to fit into a single packet additional reliable delivery functionality
may never be needed. In addition the embedded systems profile of IEEE 1003.13
(PSE51 of POSIX.13) indicates that a traditional file system is unnecessary
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Client proxy

System call interface

Hardware
Network

hardware

Application / kernel boundary

Communications medium

Fig. 2. Control flow when accessing remote resource access
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in such systems. Instead sufficient flexibility is achieved by interfacing devices
directly to the close(), open(), read() and write() functions, thus negating the
need for the majority of functionality associated with a file system [3]. It therefore
seems worthwhile to examine whether the relatively large packet sizes supported
by these mediums can be utilised to directly encapsulate sufficient information
to allow one OS to send file system requests directly to another OS without
the use of either a VFS or the network stack. This reduction in the systems
footprint would also allow it to be utilised in more restricted environments in
addition to reducing the latency of any remote device access. The architecture
of the resulting system is illustrated in Figure 2.

4.1 Format of an Ethernet Based File Protocol

The following fragments of C code outline the format of the Ethernet frames
when the parameters for the file operations are embedded directly into the data
payload. This starts by outlining the format of an Ethernet header, and the
types of messages supported by the protocol.

#include<s t d i n t . h>

/∗ Declare an Ethernet header ∗/
struct ethhdr {

u in t 8 t dst [ 6 ] ;
u i n t 8 t s r c [ 6 ] ;
u i n t 1 6 t type ;

} ;
/∗ Declare a f i l e p r o t o co l i n s t r u c t i o n ∗/
struct f p i n s t {

struct ethhdr header ;
u i n t 1 6 t opcode ; /∗ I n s t r u c t i on type ∗/
u in t 3 2 t tag ; /∗ I n s t r u c t i on number ∗/

} ;
/∗ Types o f i n s t r u c t i o n used in the f i l e p r o t o co l ∗/
enum fp opcode {

FP CLOSE,
FP OPEN,
FP READ,
FP REPLY,
FP WRITE

} ;

The “opcode” field uniquely identifies the type of instruction contained in
the Ethernet frame in addition to aligning all of the following data onto a 32bit
boundary in order to maximise performance. The client allocates the following
“tag” field in order to uniquely identify the request and to allow it to match a
reply to the appropriate request. This kind of approach is used with some success
in both 9P and Styx as it allows the server to identify incoming requests that
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have been repeatedly made by the client in order to overcome the unreliability
of a networked system. The following code illustrates how the parameters for
the various functions are encoded.

/∗ Declare a c l o s e i n s t r u c t i o n ∗/
struct f p c l o s e {

struct f p i n s t type ;
u i n t 3 2 t fd ;

} ;
/∗ Declare an open i n s t r u c t i o n ∗/
struct fp open {

struct f p i n s t type ;
u i n t 3 2 t f l a g s ;
u i n t 3 2 t mode ;
u i n t 8 t f i l ename [ ] ;

} ;
/∗ Declare a read i n s t r u c t i o n ∗/
struct fp r ead {

struct f p i n s t type ;
u i n t 3 2 t fd ;
u i n t 3 2 t l en ;

} ;
/∗ Declare a wr i t e i n s t r u c t i o n ∗/
struct f p wr i t e {

struct f p i n s t type ;
u i n t 3 2 t fd ;
u i n t 3 2 t data l en ;
u i n t 8 t data [ ] ;

} ;

The successful operation of a close(), open(), read() or write() function call
may result in some data being returned to the caller and potentially some error
code. In addition to this the read() needs to return some data to the client. The
following structure could be used to represent this information.

/∗ Declare a r ep l y i n s t r u c t i o n ∗/
struct f p r e p l y {

struct f p i n s t type ;
u i n t 3 2 t r e s u l t ; /∗ Return va lu e ∗/
u in t 3 2 t e r r o r ; /∗ Error code ∗/
u in t 3 2 t data l en ; /∗ Length o f re turned data ∗/
u in t 8 t data [ ] ; /∗ Returned data ∗/

} ;

4.2 Payload Utilisation

The file protocol outlined here provides a mechanism for efficiently allowing
an application to access a device connected to a remote computer. Since the
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computers are all on the same network and the file protocol does not support
messages bigger than a single frame it is possible to dramatically reduce the size
of the headers required, see Table 5.

Table 5. Per layer comparison of protocol overheads in bytes

OSI Protocol
Layer UDP TCP FP
Network 20 20 6
Transport 8 20 0
Total 28 40 6

The supported file operations require little data so they all fit comfortable
into even the smallest Ethernet packet. This is particularly beneficial since it
allows the maximum amount of data to be carried by those messages that also
support a dynamic data portion. An open request for example supplies a file
name, the length of which is only known at run time. Similarly it is not possible
to know how much data will be written to a file, or how much may be returned
from a read operation. Since all of this data must be contained in a file protocol
message and these cannot span multiple Ethernet frames it is important that
the dynamic portion of these messages is as large as possible so as not to reduce
flexibility, see Table 6.

Table 6. Maximum size of dynamic data portion in bytes

Ethernet Message
payload open reply write
46 32 28 32
1500 1486 1482 1486

The file name passed to open() can therefore be between 31 and 1485 bytes
in length, since the last byte must be null in order to terminate the string.
Whilst a single Ethernet frame is able to incorporate in excess of 1400 bytes
for both the read and write operations. Transferring more data than this would
necessitate breaking the larger operation up into multiple smaller requests, in
addition to some support from the protocol for atomic actions so that either the
whole request succeeds or it fails.

4.3 Operation of the Server Proxy

The results obtained from the testing of the Linux kernel made it quite clear that
there are significant overheads involved with the packaging and un-packaging of
data prior to it being sent to the server. The approach adopted here reduces
these by limiting the amount of additional data that the protocol needs as well
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as only supporting a very small set of operations. This minimalist approach
allows the operation of the server to be simplified. Handling of each type of
incoming message (reply is outgoing) is offloaded to a function that is dedicated
to the purpose. Dispatching is then a simple matter of checking that the opcode
field is valid before using it as an index into an array of function pointers. Of the
operations undertaken by the server the most expensive is read since it requires
the allocation of sufficient memory to hold the data that is read from the file
prior to it being sent back to the client.

The initial implementation of the protocol communicates with the remote
machine via a packet socket that has been bound to a specific network connection
(typically eth0). This allows both low level access to raw Ethernet packets and
simplifies the implementation process, as well as allowing its performance to be
analysed on the same two node Slackware Linux based system as has been used
for the UDP/TCP analysis. Further development work is underway to integrate
this functionality at a lower level within the kernel in order to further reduce
any overheads. As a result the performance of both the client and particularly
the server is likely to improve in the future.

4.4 Performance Analysis of Initial Implementation

The performance of this initial implementation has been measured through the
use a benchmarking application that runs on one of the Slackware Linux ma-
chines whilst accessing files on the other via the file protocol implementation.
The latencies are therefore those typically experienced by the application, see
Table 7.

Table 7. Remote file operation performance

Latency (μs)
close() 236
open() 242
read() 1535

write() 1695

The use of minimum sized Ethernet frames in both directions ensures that
close() and open() perform better than read() and write(), which (in this case)
utilise a full packet in one direction in order to maximise the amount of data
transferred (see Table 6). The parameters supplied to these operations can have a
significant affect on their performance, open() in particular requires an additional
440μs when the truncate flag is used.

Given that this is an initial implementation these performance figures compare
quite favourable with the 325-440μs required to transmit a single byte of data
via Sun’s RPC mechanism on UDP or TCP, especially as this figure does not
account for any overheads incurred when the server process accesses the local
files on behalf of the remote application.
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5 Conclusions

It has been shown that access to remote devices requires some form of proxy and
that current designs incur significant overhead both in terms of establishing a
reliable connection, and in marshaling the data. It therefore seems unlikely that
such software designs will achieve acceptable performance in embedded systems
without the support of additional hardware resources. Although small network
stacks are undoubtedly available it is dubious whether they provide any practical
benefit in this context since the primary barrier seems to be performance rather
than size. In addition it has been shown that a traditional networked OS provides
unnecessary functionality in some areas and insufficient support in others. It has
also been shown that there may be a potential size and performance benefit if the
architecture of the OS makes better use of the resources it has available to it. To
demonstrate this fact we have provided a simple Ethernet based file protocol that
facilitates efficient access to remote devices with sufficient flexibility to satisfy
the file based functionality required of a POSIX.13 PSE51 compliant system.
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Abstract. A clearly specified representation of diverse entities is needed to 
refer to them in pervasive computing applications. Examples of such entities 
include physical objects, operations, sensor and actuator resources, or logical 
locations. We propose a novel way to systematically generate representations of 
entities for programmable pervasive computing platforms made of tiny 
embedded nodes. Our original idea is to generate a very lightweight, though 
semantically-rich, representation from a possibly complex ontological 
specification. At the platform development phase, a domain ontology is used to 
describe the target environment. A preprocessing tool produces the ontology-
driven, lightweight representation, which comes in two flavors: a human-
readable one, to be used for programming, and a binary one, to be used at 
runtime. Our approach makes it possible to take advantage of all the benefits of 
ontology-based modeling and, at the same time, to obtain a representation light 
enough to be embedded in even the tiniest nodes. 

1   Introduction 

Pervasive computing applications may need to refer to a great variety of entities to 
perform their tasks1. Categories of such entities include physical objects, operations to 
be performed on those objects, various resources (e.g., sensors and actuators), and 
logical locations. The applications refer to entities to discover, control, or use them in 
some way. By “representation” we mean any agreed upon convention enabling the 
applications to unambiguously refer to entities. A programmable pervasive computing 
platform should clearly specify how to represent entities that might be of interest to 
the applications. Application programmers need a human-friendly representation 
(e.g., descriptive identifiers or function names) to refer to entities in their source code. 
At runtime, deployed applications and the pervasive computing platform need a 
common binary representation. 

In many pervasive computing platforms the representation of entities is not generated 
in a systematic way. A common practice is to produce a representation in an ad-hoc 
manner, e.g., by arbitrary assignment of identifiers to arbitrarily selected entities. 
                                                           
*  The order of authors was determined by a coin flip. 
1 The research reported in this paper has been partly supported by the Polish Ministry of 

Scientific Research and Information Technology, grant no. 3T11D 011 28. 
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We believe that a good representation of entities in pervasive computing should 
result from a systematic procedure. Specifically, the representation should be derived 
from an explicit, formal domain model of the pervasive computing platform’s target 
environment (i.e., the domain where the applications run). The model should be 
comprehensive enough to capture all relevant aspects of the domain, including 
possible diversity of entities. To ensure high quality of the model, it should be created 
by domain experts, not programmers. 

Producing a so-called ontology is an excellent way to model a domain. Ontologies 
are in widespread use in Semantic Web, and they have been successfully used in 
pervasive computing. However, most ontology-based techniques require relatively big 
amounts of memory and processing power, especially when a domain ontology itself 
is used at runtime (which is the case for all ontology-based pervasive computing 
systems known to us). 

Applying ontologies becomes challenging if the target pervasive computing 
platform consists exclusively of tiny, energy-constrained, battery-powered nodes, like 
Berkeley Motes [1]. As in such a system there is no room for any big central 
repository or server, the representation must be stored and processed locally, by the 
nodes themselves. It has to be extremely lightweight and compact. This case is the 
focus of the paper. 

This paper makes the following contribution. We propose to methodically generate 
ontology-driven representations of entities for pervasive computing platforms made of 
tiny embedded nodes. Our original idea is to produce a very lightweight, though 
semantically rich, representation of entities (down to binary encodings) from a 
possibly complex ontological specification. 

The paper is organized as follows. In Section 2, we discuss related work. In 
Section 3 we present our approach in general terms. Section 4 gives an example of a 
domain ontology and a lightweight ontology-driven representation and how the final 
representation is acquired. In Section 5, we give a specific example of how it can be 
used to represent sensor and actuator resources in a pervasive computing middleware. 
The paper is concluded in Section 6. 

2   Related Work 

Ontology-based domain modeling has an established position in the field of pervasive 
computing. For example, a so-called GAS ontology is used to model the functionality 
of devices [2]. The ontology, which aims at augmented home objects (such as 
“eLamp,” or “eBook”), defines operations that can be performed on devices (e.g., 
switch on/off). In a different approach [3], capabilities (sampling rate, physical units, 
etc.) of sensor nodes in a wireless sensor network are ontologically described, and the 
ontology is used mainly to dynamically calibrate the whole system.  

In the above examples, the ontology itself is present at runtime. Handling an 
ontology directly is definitely not suitable for small, Berkeley Mote-class nodes. Even 
if the ontology is kept as small as possible (e.g., GAS-CO in the GAS architecture [2]), 
and lightweight ontology languages are employed (e.g., OWL-Lite in [3]), a node has 
to be more a PDA than a mote. The primary difference between our approach and the 
above ones is that in our case not the ontology itself but an ontology-derived 
lightweight representation suitable for tiny embedded nodes is used at runtime. 
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We also identified several areas of ontology-derived software artifacts - in fields 
other than pervasive computing. Usually, ontological models are used to generate a 
class hierarchy in object-oriented languages (especially Java). For example, Jena API 
[4] includes a program called schemagen2, which generates Java representations of 
concepts from an OWL [5] ontology. Also, a class generator has been included into 
the Protégé OWL plugin3. A general approach to mapping OWL into Java is 
discussed in [6]. Algorithms and simple heuristics to generate class diagrams from 
ontologies are presented in [7]. An ontology editor able to generate knowledge from 
ontologies in various formats (including Java classes) is introduced in [8]. 

Even though our approach shares some similarities with the above ones, 
representations of entities generated with our approach are lighter and more 
elementary and so can be aimed at tiny embedded nodes. In particular, we claim that 
exploring the possibility of deriving simple (yet semantically meaningful) binary 
encodings from a complex, abstract ontology has not been done before. 

A very recent, promising attempt to employ ontologies in software engineering is 
presented in [9]. Our work can contribute to those efforts. 

The techniques presented is this paper can be applied in existing pervasive 
computing platforms, in which the representations are produced in an ad-hoc way.  To 
the best of our knowledge such platforms include Agilla [10], tinyDB [11], tinyLIME 
[12], as well as many others. 

3   Lightweight Ontology-Driven Representations 

Our key idea is presented in Fig. 1. We propose a tool, called “ontology 
preprocessor,” that takes a domain ontology as its input and produces a lightweight 
representation for a category of entities as its output. The representation comes in two 
parts, named O-API and O-ABI.  

Ontology

Ontology-based representation Ontology-derived lightweight representation

O-ABI

O-API
Ontology 

preprocessor

 

Fig. 1. Deriving lightweight representation from an ontology 

The ontology is created by a domain expert. It describes the target environment 
(e.g., home, office), where a pervasive computing platform is to be deployed. In 
particular, it may classify and describe different kinds of objects, logical locations, or 
resources (e.g., sensors and actuators) that are common in the target environment. The 
ontology can be as big and complex as desired. 

The ontology preprocessor, which derives the lightweight representation, is not tied 
to any specific ontology. It is ontology-independent, so ontologies for various 
                                                           
2  http://jena.sourceforge.net/how-to/schemagen.html  
3  http://protege.stanford.edu/plugins/owl/  
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domains can be used as its input. We are currently developing algorithms for ontology 
preprocessing. Some preliminary results are presented in the next section. 

The ontology preprocessor produces the representation of entities in two flavors: 
O-API and O-ABI. They bear some resemblance to, but are not the same as, a regular 
API and ABI (i.e., Application Programming Interface and Application Binary 
Interface, respectively). The main difference between O-API and O-ABI is that the 
former is targeted at humans (programmers) and the latter at machines (compilers and 
the runtime system). 

O-API is meant to be used by programmers to refer to entities in source code. In O-
API, entities are represented by human-readable, meaningful names, e.g., constant 
identifiers. O-API should be simple enough to be usable by a programmer without any 
background in ontology engineering. Even though full O-API can be big (its size grows 
with that of the ontology), any single application is likely to use only a small subset. 

O-ABI is meant to be used by applications to refer to entities when interacting with 
the system software of the pervasive computing platform. In O-ABI, entities are 
represented by simple binary encodings “understood” by the system software. 
Normally, there is a one-to-one correspondence between O-API names and O-ABI 
encodings. 

The O-ABI representation is lightweight in that it can be embedded into even most 
severely constrained nodes. While full O-ABI can be quite big (just as the ontology 
and O-API), any single node is likely to be related to only a fairly limited number of 
entities. For example, an intelligent node embedded into an object is usually equipped 
with a handful of sensors and actuators. Handling a limited number of binary 
encodings is possible even if a node’s processing power, memory, or available energy 
are extremely scarce. 

4   Deriving O-API and O-ABI from Ontology: An Example 

We now provide a simple example of what the input ontology and the derived 
lightweight representation may look like. Consider a pervasive computing platform 
where the entities to be represented are operations that can be performed on home 
objects by embedded nodes. A part of a home domain ontology for this case might be 
the one presented in Fig. 2. The ontology consists of three basic hierarchies: 
HomeItem, Location, and Operation. They classify home objects (for brevity we 
include light sources and meters only), logical locations of the objects, and possible 
operations, respectively. 

All the Operation instances either affect an object’s state (the 
ControlOperation operations) or to inquire about it (the ObserveOperation 
operations). The discrete state variables are handled with SwitchOperation and 
ObserveSwitchOperation operations, while the continuous state variables with 
TurnOperation and ObserveKnobOperation operations. The operations are 
linked to home item classes using the controls and observes properties. For 
example, since ControlOperation is linked to HomeItem using the controls 
property, LightSource can be controlled with any ControlOperation (note that 
properties are “inherited” here). In our ontology we assumed that only permanently 
attached objects (the FixedLightSource class) have a logical location. 
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Fig. 2. A simple home domain ontology 

A part of a lightweight representation that could be produced from this ontology by 
an ontology preprocessor is shown in Tab. 1. To produce entities we used a simple 
algorithm. For every “concrete” operation class (turnUp, turnDown, switchOn, 
switchOff, isOn, isOff and getLevel) we follow the controls and observes 
properties. We explore all possible paths from an Operation class to a HomeItem 
class (example paths are turnUp-controls-FloorLamp and getLevel-

observes-Thermometer). Then we go further, by following the isLocatedIn 
property. For instance, for fixed light sources we explore paths consisting of three 
classes, such as turnUp-controls-FloorLamp-islocatedIn-Hall and 
turnUp-controls-FloorLamp-isLocatedIn-Kitchen. Then we can assign an 
API name to every path (e.g., turnUp-controls-FloorLamp-islocatedIn-
Hall becomes turnUpFloorLampInHall). For a more complex ontology, the 
algorithm can follow longer paths and produce more semantically rich operations. 

Proper ontological modeling ensures that all the paths (and corresponding entities) 
are meaningful. For example, for mobile light sources there are no paths that include a 
logical location and so an entity like switchOnMobileLightSourceInKitchen is 
not produced by the algorithm. As another example, assume the controls operation 
is restricted not to take on values in the Meter class (the restriction not shown in Fig. 
2). Then entities like turnUpThermometer are not produced. 
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Table 1. O-API and O-ABI pairs for the category of operations, based on the ontology 
presented in Fig. 2. O-ABI encodings have been selected arbitrarily. 

O-API O-ABI 

switchOnHomeItem 0x00 
… … 
switchOnLightSource 0x10 
… … 
switchOnMobileLightSource 0x40 
… … 
switchOnFixedLightSource 0x50 
… … 
switchOnFixedLightSourceInHall 0x60 
switchOnFixedLightSourceInKitchen 0x61 
… … 
switchOnCeilingLamp 0x70 
… … 
switchOnCeilingLampInHall 0x80 
… … 

Some remarks are in order at this point. The entities (in this case – operations) are 
no longer selected in an arbitrary fashion. The set of entities is systematically derived 
from the ontology. Thus, ontology preprocessing produces not only representations of 
entities, but, in a sense, the entities themselves. 

In our example, there is no direct mapping between entities and existing classes of 
the domain ontology (or their instances). Rather, the entities are “produced” by 
manipulating and combining concepts present in the domain ontology. Thus, the 
ontology processor can be considered as a value adding tool. We are working on an 
approach allowing the entities to be expressed in OWL, as new concepts based on the 
ones present in the original ontology. 

Different relationships captured by the ontology may be reflected in some 
structuring of the derived set of entities. One example is a hierarchical structuring. For 
example, the increasing specificity in the object hierarchy leads to increasingly 
specific operations (compare switchOnLightSource, switchOnFixedLight-
Source, and switchOnCeilingLamp). Whenever an object has an additional 
attribute (e.g., a logical location), an even more specific operation (e.g., switchOn-
CeilingLampInKitchen) can be produced. Another example of structuring the set 
of entities is semantically organizing their binary encodings (explained in Section 5). 

The entities might include quite complex and abstract concepts (“semantic 
richness”). For example, switchOnCeilingLampInKitchen conveys information 
on what activity is to be taken (switching on), what the object of the operation is (a 
ceiling lamp), and where the operation is to be performed (in the kitchen). Even such 
semantically rich entities are ultimately represented by simple O-ABI encodings. 

Even though the example covers the category of operations, our approach could be 
applied to other categories of entities as well. Some obvious examples are the objects 
themselves (e.g., KitchenCeilingLamp), sensors and actuators embedded in the 
objects (e.g., DeskLampSwitch), logical locations (e.g., HallWithWallLamp), and 
events generated by users (e.g., CeilingLampSwitchedOn). The choice of category 
depends on the architecture of a pervasive computing platform.  
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A lightweight representation of entities, like the one presented in Fig. 3., can in 
principle be produced by hand in an ad-hoc manner. However, such a task quickly 
becomes unfeasible and the resulting representation hardly maintainable, even if the 
domain is described with only a moderate number of concepts. 

5   ROVERS: Exposing a Node’s Resources Through a Virtual 
Machine 

In this section we provide an example of applying a lightweight, ontology-driven 
representation in a pervasive computing platform. The example is based on ROVERS 
– a middleware that we are developing [13]. The middleware targets peer-to-peer 
networks of constrained heterogeneous nodes. The nodes are embedded in everyday 
objects and equipped with different combinations of resources, primarily sensors and 
actuators.  

In ROVERS, applications are composed of tiny collaborating mobile code units, 
called micro-agents4. To enable code mobility, a virtual machine is deployed on each 
node. As nodes differ in terms of resources they are equipped with, so do their virtual 
machines. A node’s virtual machine is specified by instructions it can execute. All 
possible instructions are classified into generic and non-generic. Generic ones, like 
arithmetic operations or program flow instructions are supported by the virtual 
machine on every node.  

…
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…
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0

…
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isOffCeilingLamp

…
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…
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Add

…

isOnCeilingLamp

isOffCeilingLamp

…

switchOnDeskLamp
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isOffDeskLamp

…

 
               (a)    (b) 

Fig. 3. An example of the instruction encoding space for ROVERS virtual machines. A specific 
virtual machine supports the shadowed items only: (a) a desk lamp, (b) a thermometer. 

In ROVERS, a node’s sensor and actuator resources are represented by (non-
generic) instructions of the node’s virtual machine. For example, a temperature sensor 
may be represented by the getLevelThermometer instruction, while a desk lamp’s 
switch by the switchOnDeskLamp, switchOffDeskLamp, isOnDeskLamp, and 

                                                           
4  We cover only those aspects of ROVERS that are directly related to the topic of this paper. 
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isOffDeskLamp instructions. A node’s virtual machine supports only those non-
generic instructions that represent the node’s sensors and actuators. 

An instruction (generic or non-generic) has a human-readable name and a binary 
encoding. The names constitute a specific assembly language, while the encodings – a 
machine language. What is unique is that the non-generic parts of the both languages 
are derived from a domain ontology as O-API and O-ABI, respectively.  

An instruction encoding space may look like the one presented in Fig. 3. The 
instructions shadowed in Fig. 3 (a) and (b) might be supported by nodes embedded 
into a desk lamp and a thermometer, respectively. As each node is equipped with only 
a small number of sensors and actuators, handling the ontology-derived representation 
of resources amounts to interpreting a couple of encodings. 

5.1   Semantically-Structured Binary Encodings 

The instruction encoding space presented in Fig. 3 does not suggest any structuring of 
the binary encodings (O-ABI). However, deriving the encodings from an ontology, as 
advocated in this paper, gives rise to an additional benefit – being able to 
automatically organize them based on their semantics. This subsection gives an 
example of such O-ABI structuring. The goal of this particular one is to reduce the 
size of ROVERS micro-agents’ binaries (and so the energy cost of their mobility). 

The structuring is based on the following observation. Consider the home 
environment domain. Assume that the ontology classifies domain concepts into sub-
domains. Examples might include the “physical” sub-domain (temperature, pressure, 
humidity, etc.), the lighting sub-domain (ceiling lamps, desk lamps, etc.), or the 
heating sub-domain. Since each micro-agent should do a single job well, non-generic 
instructions used by most micro-agents are likely to originate exclusively from a 
single sub-domain. For example, a temperature reporting micro-agent might use the 
getLevelThermometer instruction, originating from the “physical” sub-domain, as 
its only non-generic instruction. Similarly, a “light manager” micro-agent would use 
instructions from the lighting sub-domain. Of course, a complete application will 
likely include micro-agents working in different sub-domains. 

The above observation could be used to structure the encoding space of the 
ROVERS virtual machine instructions. Assume there are no more than 128 generic 
instructions and no more than 128 non-generic ones originating from a single sub-
domain. Then the instruction encoding space could be the one presented in Fig. 4. 

heating sub-domain

generic

lighting sub-domain

generic

physical sub-domain

generic

256

256

256

128

65536
…

 

Fig. 4. Semantically-structured O-ABI 
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The space is divided into 256-instruction segments. The lower half of each 
segment is occupied by the generic instructions (which in effect have multiple 
encodings), while the upper half belongs to non-generic ones originating from a single 
sub-domain. Assume there is a generic “segment prefix” instruction that specifies the 
segment that the subsequent instructions belong to (until the next segment prefix 
instruction). Then, in spite of the fact that the encoding allows as many as 216/2 = 
32768 non-generic instructions, each instruction can be encoded with only 8 bits. 
Obviously, the average encoding efficiency (number of bits per instruction) depends 
on how often the segment prefix instruction is used. Since a typical micro-agent is 
limited to a single sub-domain, only one segment prefix instruction per micro-agent is 
needed, and the average encoding efficiency approaches 8 bits per instruction. 

Even though the example pertains to the ROVERS middleware, semantic 
structuring of binary encodings seems to be a promising technique of wider 
applicability. It is easy to implement as a feature of O-ABI generation. 

6   Summary and Future Work 

This paper presents a novel approach to using ontologies in the development of 
pervasive computing platforms. We made initial experiments with generating 
representations from OWL ontologies, using the Jena API [4]. Our plan now is to 
develop more advanced ontology preprocessing algorithms. One of the challenges is 
to make them ontology-independent, so ontologies for various domains can be used as 
inputs. In addition, we plan to make the ontology preprocessor tunable so that, for 
example, the “granularity” of generated entities can be specified as a parameter. 
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Abstract. This paper presents a distributed middleware architecture
based on a service-oriented approach, to manage high volume sensor
events. Event management takes a multi-step operation from event
sources to final subscribers, combining information collected by wireless
devices into higher-level information or knowledge. An event correlation
service provides sophisticated event filtering, aggregation and correlation
over time and space in heterogeneous network environments. An exper-
imental prototype in the simulation environment with real world data
produced by the Active BAT system is shown.

1 Introduction and Background

The majority of current middleware for Wireless Sensor Networks (WSNs) is
based on the data centric approach, and a fundamental idea naturally came from
database management systems (DBMS). The database community has taken the
view that declarative programming, through a query language, provides the right
level of abstraction for accessing, filtering, and processing relational data. The
middlewares that take a database approach such as [3] provides an interface for
data collection but they do not provide general purpose distributed computa-
tion. For example, it is complex to implement arbitrary aggregation and filtering
operators and communication patterns with query languages. Thus, more gen-
eral interfaces for global network programming are desirable.

Recent evolution of ubiquitous computing with a dramatic increase of event
monitoring capabilities by wireless devices and sensors requires an open plat-
form for users to utilize seamlessly various resources in physically interacting
environments, unlike the traditional closed network setting for specific applica-
tions. There has been an effort to architect middleware for such environments
using service oriented architecture (e.g. RUNES [6] and P2PComp [1]). When
designing the middleware for sensor networks, heterogeneity of information over
global distributed systems must be considered. The sensed information by the
devices is aggregated and combined into higher-level information or knowledge.

Service Oriented Architecture (SOA) is a well proven concept for distributed
computing environments. It decomposes applications, data, and middleware into
reusable services that can be flexibly combined in a loosely coupled manner. SOA
maintains agents that act as software services performing well-defined opera-
tions. This paradigm enables the users to be concerned only with the operational

T. Enokido et al. (Eds.): EUC Workshops 2005, LNCS 3823, pp. 652–662, 2005.
c© IFIP International Federation for Information Processing 2005
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description of the service. All services have a network addressable interface and
communication via standard protocols and data formats (i.e., messages). SOA
can deal with aspects of heterogeneity, mobility and adaptation, and offers seam-
less integration of wired and wireless environments.

Generic service elements are context model, trust and privacy, mobile data
management, configuration, service discovery, event notification, and the follow-
ing are the key issues addressed for our design.

• Flexible discovery mechanisms for ad hoc networks, which provide the reli-
able discovery of newly or sporadically available services.

• Support for adaptive communication modes, which provides an abstract com-
munication model underlying different transport protocols. Notably, event-
based communication is suitable for asynchronous communication.

Peer-to-peer networks and grids offer promising paradigms for developing ef-
ficient distributed systems and applications. Grids are essentially P2P systems.
The grid community recently initiated a development effort to align grid tech-
nologies with Web Services: the Open Grid Services Architecture (OGSA) [4] lets
developers integrate services and resources across distributed, heterogeneous,
dynamic environments and communities. The OGSA model adopts the Web
Services Description Language (WSDL) to define the concept of a grid service
using principles and technologies from both the grid and Web Services. The
architecture defines standard mechanisms for creating, naming, and discovering
persistent and transient grid-service instances. The convergence of P2P and Grid
computing is a natural outcome of the recent evolution of distributed systems,
because many of the challenging standards issues are quite closely related.

The Open Services Gateway Initiative (OSGi) [5] is focused on the applica-
tion layer and open to almost any protocol, transport or device layers. The three
key aspects of the OSGi mission are multiple services, wide area networks, and
local networks and devices. Key benefits of the OSGi are that it is platform
independent and application independent. In other words, the OSGi specifies an
open, independent technology, which can link diverse devices in the local home
network. The central component of the OSGi effort is the services gateway. The
services gateway enables, consolidates, and manages voice, data, Internet, and
multimedia communications to and from the home, office and other locations.

We propose a distributed middleware architecture that envisages an inte-
grated service oriented architecture to manage high volume sensor events in
global computing. The current mainstream deployment of sensor networks col-
lects all the data from the sensor networks and stores them in the database
and data analysis is preceded from there. The proposed architecture deploys
distributed gateways to collaborate data management over hybrid network en-
vironments. The publish/subscribe paradigm is used for asynchronous commu-
nication, performing data aggregation and distributing filtered data to other
networks based on contents. We simulate distributed gateways with the real
world data produced by the Active BAT system [2].

This paper continues as follows: section 2 describes the middleware architec-
ture, section 3 briefly recalls the durative event model defined in our previous
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work [7], section 4 reports an experimental prototype, section 5 describes related
works and it concludes with section 6.

2 Middleware Architecture

We have developed a generic reference architecture applicable to any ubiquitous
computing space. The middleware contains separate physical, sensor compo-
nents, event broker, service, and service management layers including an open ap-
plication interface. An implementation of a reference architecture is in progress.

A service is an interesting concept to be applied in WSNs. It may be a role
on a sensor node, or a function providing location information. Services allow
cascading without previous knowledge of each other, and enable the solution of
complex tasks, where functional blocks are separated in order to increase flexi-
bility and enhance scalability of sensor network node functions. A key issue is to
separate the software from the underlying hardware and to divide the software
into functional blocks with a proper size and functionality. Another important
issue is that the sensed data should be filtered, correlated, and managed at the
right time and place when they flow over heterogeneous network environments.
It is not easy to provide reliable and useful data among the massive information
from WSNs. An event correlation based on our previous work [7] is integrated
with service composition.

2.1 Service Semantics

Service semantics is an important issue, in addition to the service definition, so
that services can be coordinated in the space. The model of the real world is
of a collection of objects, where objects maintain state using sensor data, and
applications’ queries and subscriptions are a relevant sets of objects. Fig.1 shows
an example of object mappings among applications, middleware and sensor com-
ponents. Objects are tightly linked to event types in an event broker. Exploiting
semantics will let the pervasive space’s functionality and behaviour develop and
evolve. Space specific ontologies will enable such exploitation of knowledge and
semantics in ubiquitous computing.

Social
Network

Person
“Andy”

Emergency
Alert

System
Movie Forum

Building
Maintenance

Temperature Resource
use

ContactPosition

Applications

Service objects

Sensors

  
 

Fig. 1. Mapping Real World to Applications

2.2 Layer Functionality

Fig.2 depicts the overview of the middleware, and the brief functionality of each
layer is shown below.
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Fig. 2. Middleware Architecture with Wireless Sensor Data

Physical Layer: This layer consists of the various sensors and actuators.

Sensor Component Layer: A sensor component layer can communicate with
a wide variety of devices, sensors, actuators, and gateways and represent them
to the rest of the middleware in a uniform way. A sensor component effectively
converts any sensor or actuator in the physical layer to a software service that
can be programmed or composed into other services. Decoupling sensors and
actuators from sensor platforms ensures openness and makes it possible to in-
troduce new technology as it becomes available.

Event Broker Layer: This layer is a communication layer between Sensor com-
ponents and the Service layer. It supports asynchronous communication using
the publish/subscribe paradigm. Event filtering, aggregation, and the correlation
service is a part of this layer.

Service Layer: This layer contains the Open Services Gateway Initiative
(OSGi) framework, which maintains leases of activated services. Basic services
represent the physical world through sensor platforms, which store service bun-
dle definitions for any sensor or actuator represented in the OSGi framework.
A sensor component registers itself with the service layer by sending its OSGi
service definition. Application developers create composite services via the Ser-
vice Management Layer’s functions to search existing services and using other
services to compose new OSGi services. Canned services, which may be useful
globally, could create a standard library.

Service Management Layer: This layer contains an ontology of the various
services offered, and the appliances and devices connected to the system. Ser-
vice advertisement and discovery use service definitions and semantics to register
or discover a service. Service definitions are tightly related to the event types
used for communication in the Event Broker Layer including composite for-
mats. The reasoning engine determines whether certain composite services are
available.

Application Interface: An application interface provides open interfaces for
applications to manage services, including the management of contexts.
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3 Durative Events and Interval-Based Semantics

In [7], we defined a unified semantics, combining traditional event composition
and data aggregation in WSNs. For event detection, we introduced a parame-
terized algebra. Parameters include time, selection, consumption, precision, and
subset policies. This approach defines unambiguous semantics of event detection
and supports resource constrained environments. The semantics is integrated
with the service composition engine in the middleware described in Section 2.

In our event model, a primitive event is the occurrence of a state transition at
a certain point in time. Each event has a timestamp associated with the occur-
rence time. The timestamp is an approximation of the event occurrence time.
In most event algebras, each event occurrence, including composite events, is
associated with a single value indicating the occurrence time. This may result
in unintended semantics for some operator combinations, for example nested
sequence operators. We define a composite event with duration and give a new
interval-based timestamp to a composite event based on an interval semantics.
An interval-semantics supports more sensitive interval relations among events
in environments where real-time concerns are more critical, such as wireless
networks or multi-media systems. An event can have a space stamp indicating
certain location, relative location, and grouping (e.g. position (x,y,z), global id).
Complex timing constraints among correlated event instances are precisely de-
fined (see Appendix in [7]).

Composite events are defined by expressions built from primitive and com-
posite events and algebraic operators. Operators consist of Conjunction, Dis-
junction, Concatenation, Sequence, Concurrency, Iteration, Negation, Selection,
Spatial Restriction, and Temporal Restriction (See [7] for the detail). We also sup-
port parameters, which help to define unambiguous semantics of event detection
and support resource constrained environments. In resource constrained network
environments, the event algebra must be restricted so that only a subset of all
possible occurrences of complex events will be detected, and this can be achieved
by applying appropriate parameters. The following example illustrates the use
of the operators to describe composite events.

Example: The temperature of rooms with windows facing south is measured
every minute and transmitted to a computer placed on the corridor. T denotes
a temperature event and T AV G

30 denotes a composite event of an average of the
temperature during 30 minutes. (Troom1+Troom7)AV G

30 denotes to take an average
of room 1 and 7.

4 Prototype with the Active BAT System

Sentient computing is a type of ubiquitous computing which uses sensors to
perceive its environment and react accordingly. A use of the sensors is to con-
struct a world model, which allows location-aware or context-aware applications
to be constructed. One research prototype of a sentient computing system was
the work at AT&T Laboratories in the 1990s and the research continues at our
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Computer Laboratory by means of the Active BAT system [2]. This is a low
power, wireless, indoor location system accurate up to 3cm. It uses an ultrasound
time-of-light trilateration technique to provide accurate physical positioning.

Users and objects carry Active BAT tags. In response to a request that the
controller sends via short-range radio, a BAT emits an ultrasonic pulse to a grid
of ceiling mounted receivers. At the same time that the controller sends the radio
frequency request packet, it also sends a synchronized reset signal to the ceiling
sensors using a wired serial network. Each ceiling sensor measures the time in-
terval from reset to ultrasonic pulse arrival and computes its distance from the
BAT. The local controller then forwards the distance measurements to a cen-
tral controller, which performs the trilateration computation. Statistical pruning
eliminates erroneous sensor measurements caused by a ceiling sensor hearing a
reflected ultrasound pulse instead of one that travelled along the direct path from
the BAT to the sensor. The SPIRIT (SPatially Indexed Resource Identification

Mobile transmitter 
(BAT)

Fixed receivers
Ceiling

Ultrasonic transponder

Measure pulse time-of-flight
Radio synchronised 

  
 

Fig. 3. Active BAT

and Tracking) [2] provides a platform for maintaining spatial context based on
raw location information derived from the Active BAT location system. It uses
CORBA to access information and spatial indexing to deliver high-level events
such as ’Alice has entered the kitchen’ to listening context aware applications.
SPIRIT models the physical world in a bottom up manner, translating abso-
lute location events for objects into relative location events, associating a set of
spaces with a given object and calculating containment and overlap relationships
among such spaces, by means of a scalable spatial indexing algorithm. However,
this bottom-up approach is not as powerful in expressing contextual situations.

4.1 Distributed Gateways

The current Active BAT system employs a centralized architecture, and all the
data are gathered in the database, where computational power is cheap. The
Active BAT system, as described, is expensive to implement in that it requires
large installations, has a centralized structure. The centralized structure allows
for easy computation and implementation, since all distance estimates can be
quickly shipped to a place where computational power is cheap. Moreover, the
active mobile architecture facilitates the collection of multiple simultaneous dis-
tance samples at the fixed nodes, which can produce more accurate position
estimates relative to a passive mobile architecture.
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It is inherently scalable both in terms of sensor data acquisition and man-
agement as well as software components. However, when constructing real-time
mobile ad hoc communications with resource-constrained devices, a distributed
coordination must be supported, so that mobile device users can subscribe cer-
tain information promptly. We simulate each room and corridors hold gateway
nodes (see the location map Fig.4), which is capable to participate in event bro-
ker grids. The software design follows the service-oriented architecture described
in Section 2. Thus, each local gateway node performs event filtering and corre-
lation. Each local node registers the service that associates states with abstrac-
tions such as ’Andy in the room SN04’. These states are decomposed to the units
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Fig. 4. Active BAT Location Map

operable by the event broker grid, where event correlation and aggregation and
filtering are supported. The details of high-level language for service composition
substantially event type definition is still under development, and out of scope
of this paper. The used data is taken on May 20th in 2003 for 24 hours. The
total number of original events received by the ceiling units is around 400,000,
and a sample is shown in Fig.5. On average a sighting probably gets around 10
receptions, of which perhaps 2 will be 100% noise, 2 or so will be too noisy and
will be rejected and the rest will be used for the final estimate.The format is:

---------- Position Start 
TIME: [02 0c 30 bb fa c5] 
DABR: 2 1000.582092 1044.230957 2.320667 31052.382812 1.302316 1 - 
DABR: 22 999.148926 1043.030518 2.319667 4677.762695 2.356863 1 - 
DABR: 23 999.549744 1044.223877 2.319667 2388.645020 2.217386 1 - 
DABR: 24 999.149475 1045.423706 2.323667 4777.290039 1.539556 1 - 
DABR: 24 999.149475 1045.423706 2.323667 3383.913574 2.123533 2 - 
Temperature: 27Curtailed: 0 
RESULT: 0 1000.422546 1045.085571 1.182180 0.673943 1.631099 1.966668 0.511598 00 11 
 
TIME: (UNIX TIME in hex) 
DABR: (Receiver chain)(Rec x pos)(Rec y pos)(Rec z pos)(amplitude)(range)(set)(state) 
RESULT: (error flag)(x)(y)(z)(error).... 

Fig. 5. Active BAT Raw Events

The ’set’ value can be 1 or 2 and represents whether the pulse was the first
received or the second (so the pulses marked 2 are irrelevant to positioning, but
there for other uses). A ’1’ pulse can be assigned a state A (accepted and used
in the positioning calculation) or R (rejected and not used). After the position
calculation, the total number of events around 200,000 are created (see Fig.6).
This shows BAT data after the location of the user is calculated, which consists
of timestamp, user, area, coordination (X, Y, Z) and orientation.
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    30408.802618,10,SN09,1002.335327,1033.320801,1.261441,-22.443605 
    30408.856115,10,SN09,1002.520386,1033.289429,1.251856,-20.335649 
    30409.063099,10,SN09,1002.533203,1033.279297,1.285185,-20.326197 
    30409.112594,10,SN09,1002.732910,1033.234863,1.270585,-22.712467 
    30409.315079,10,SN09,1002.921448,1033.175903,1.271525,-54.598316 
    30409.370575,10,SN09,1002.994690,1033.126587,1.283121,-56.499645 
    30409.564561,10,SN09,1003.170227,1033.044556,1.298443,-52.581676 

Fig. 6. Active BAT Location Events

4.2 Experiments

We performed several event correlations, and among those, we show the use of
durable events below. Fig.7 depicts the number of events over the local gate-
way nodes without durable event and Fig.8 shows the same operation with
durable event compositions. During this experiment, 21 BAT holders partici-
pated. The result shows dramatic reduction of event occurrences by the use of
durable events, where the state of the target object is maintained.
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Fig. 8. Durable Events over Locations

Fig.9 and Fig.10 depict the events identified on the BAT holders Andy and
Brian. Andy’s office is most likely the location 3 (room SN04), where the highest
number of events is recorded. Brian’s office is the location 8 (room SN10), where
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also the large number of events is produced. See the numbers corresponding to
the location is described in Fig.4. Fig.9 and Fig.10 show the events over the
location, however they do not indicate when they occurred.

Fig.11 and Fig.12 depict the events over the timeline (24 hours). Most ac-
tivities are recorded during the day time. Durable events composition over the
timeline (24 hours) shows significant reduction of the number of events.
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Fig.13 traces Andy and Brian over the time and location between time unit
1500 and 3300. One unit is 15 seconds, and 7 hours and half duration of activ-
ities is shown. It looks like Andy and Brian spent a lot of time in the location 8
(room SN10), where Brian’s office as well at the both corridors.

Fig.14 shows the specific period, when they were positioned at the corri-
dor west. The composite event (Brian;Andy)corrwest is detected at time unit
2564.
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In Fig.15, the detection of composite event (Andy+Brian)SN25(machine) is
shown at the time unit between 1523 and 1529. A local gateway can detect this
correlation, if the composite event is subscribed through the event broker. This
composition could be a part of services provided by the service grid.
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Fig. 15. Composite Event - (Andy+Brian)machine

4.3 Temporal Ordering in Active BAT System

The applications derived from Active BAT have high accuracy and real-time
tracking requirements. Problems of time synchronization and coordination
amongst beacons are easily resolved, because these systems are wired and have
a centralized controller. The timestamp is derived from a Global Clock Genera-
tor (GCG), which is a hardware clock that sends ‘ticks’ to every component of
the system over a serial link. When a location is computed, the location mes-
sage is timestamped using the GCG. In general, GCG delay is in the order of
microseconds, and the slowest part of the system is the bit that waits for ultra-
sound to propagate (speed of sound) after a position is requested but before a
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position can be calculated. This delay is used to measure the distance between
the BAT and the receiver at the ceiling. Once the location is calculated, the
message then has to travel up to SPIRIT (order of milliseconds), and the event
will be generated. However, no reliable information on that delay is considered.
However, when gateways are distributed temporal ordering of events requires
more complex time synchronization. The implementation of temporal ordering
mechanism described in [7] is in progress. The current experiment assumes that
all timestamps are properly synchronized.

5 Conclusions and Future Works

For WSN applications, distributed programming abstractions and middleware
will be key technologies. In this paper, we introduce a middleware architecture
and present an experimental prototype of object tracking with real world data
produced by the Active BAT system. The tracking system uses the proposed mid-
dleware, which provides an event correlation service. Our integrated approach of
event correlation, filtering and aggregation can express the complex composite
event for tracking conditions. Event management will be a multi-step operation
from event sources to final subscribers, combining information collected by wire-
less devices into higher-level information or knowledge in a global computing
environment. Event broker grids should seamlessly disseminate relevant infor-
mation generated by deeply embedded controllers to all interested entities in
the global network, regardless of specific network characteristics, leading to a
solution to construct large distributed systems over dynamic hybrid network
environments. We are working on a complete implementation including various
timestamping environments and different communication protocols.
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Abstract. This paper proposes a novel distributed routing system for
integration between peer-to-peer (P2P) applications and mobile ad hoc
networks (MANETs). This system takes advantage of the “zone” concept
to reduce the multicast flooding. Significantly, the system investigates a
mechanism to integrate key lookup in the application layer with rout-
ing in the link layer. The routing method provides a general-purpose
technique that is not limited to any specific P2P applications. This pa-
per presents the design of the routing system and sketches the layered
architecture built according to the system functions.

1 Introduction

Peer-to-peer (P2P) overlay networks are self-organizing virtual networks over
the IP-layer normally with TCP/IP connections. P2P services contribute to
effective file sharing and resource locating in a computing environment without
a central server. Mobile ad hoc networks (MANETs) are defined as wireless
multi-hop networks formed dynamically and self-organized by mobile services for
some purpose. Both of the networks have common characteristics in dynamicity,
autonomy and “multi-hop” routing. These similarities motivate us to exploit the
synergy [1] between P2P networks and MANETs.

P2P networks need high bandwidth network transmission and fast calculation
speed, which can be fulfilled by the wired Internet. There are two main searching
algorithms based on flooding [2] or Distributed Hash Table (DHT) [3], [4], [5],
[6] in wired networks. These advanced P2P techniques are largely restricted in
MANETs due to the autonomous distribution, scarce bandwidth and changing
topology in physical links. The broadcast or flooding methods applied in the
application layer are unable to supply smooth P2P applications under a MANET
environment. The DHT based algorithm may induce excessive load. The severe
situation is that the evoked broadcast storms [7] may break the whole system
down when these wired methods are directly applied to MANETs.

With the growing demand in wireless Internet services and P2P applications
such as instant messaging, ubiquitous computing and resource sharing, effective
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P2P searching is very important, considering especially the vulnerable charac-
teristics of MANETs. Although P2P systems and MANETs have many sim-
ilar characteristics, they are completely different networks based on different
layers and produce different broadcasts. When applying similar self-organizing
P2P applications to MANETs, the major problem is how to efficiently query
and find the matching documents in the MANET environment with limited
power, scarce bandwidth and changing topology. We consider the characteristics
of MANETs and propose a novel realistic system - Multicast Key-based Zone
Routing (MKZR) based on practical multi-hop flooding. We aim to build P2P
applications over MANETs smoothly and exploit the synergy between them.

In this paper, we sketch the system architecture and present the design model
for the MKZR system. Section 2 analyses the current problems and the corre-
sponding MKZR system idea. Section 3 describes our system architecture and
algorithms in detail. Section 4 compares some related work. Section 5 gives some
conclusions to our system designs and future work.

2 Current Problems and MKZR System

When applying P2P applications over “one-hop” MANETs with effective search-
ing in one hop region, the method of flooding and caching contents [8] is a prac-
tical method. When overlaying P2P applications to larger MANETs, we can
address some critical problems and the design notion for the MKZR system as
follows:

2.1 Broadcast Storm

The broadcast storm problem in MANET was discussed in [7]. Here we refer
to the broadcast storm problem from pure broadcast or flooding mechanism in
P2P mobile ad hoc routing systems.

Pure P2P flooding is fragile due to the congestion after frequent query broad-
casts. These query broadcasts are virtual broadcasts based on the application
layer. Furthermore they can induce real broadcasts in the network layer. How-
ever the growing demands of P2P applications in MANETs aggregate a lot of
text processing and querying, which unavoidably burden the network load in
MANETs. The overhead in this network architecture is as high as O(N2) [9].
This is disastrous in resource-scarce networks like MANETs. We reviewed cur-
rent related works and found that systemic P2P routing algorithm design is
still in its early stage in wireless MANETs. We argue that effective P2P rout-
ing mechanism is an important promising research area presenting the base for
modern information sharing and ubiquitous computing under the P2P MANET
environment.

In order to reduce the broadcasts, we use two novel and effective methods.
Firstly, our MKZR routing system aims to integrate P2P searching and link layer
routing. Secondly the MKZR introduces the “zone” concept to quickly locate the
destination node.
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2.2 Redundant Caching

Current caching of pairs <key, value> information in each node can reduce the
querying time and hence result in effective use of network bandwidth. Caching
systems in P2P MANETs obtain information mainly through dissemination and
as a result each node caches the same contents of pairs. This method needs to
be improved to save resources and reduce the administrative overhead.

The MKZR is motivated to be a routing system, which caches routing infor-
mation instead of application layer keyword matching information <key, value>.
Each node caches different routing information instead of the same content of
keyword matches. In addition, our system will attempt to cache the routing in-
formation matches of <key, node address>. The node address belongs to the
name space of link layer identification.

In the repository, an implementation of data index table presents the local
data information indices.

3 Models and Algorithms

We propose the Multicast Key-based Zone Routing (MKZR) system based on
the following main ideas:

“Zone” Concept. The network is divided into several zones where the hop
distance between the central node and other nodes in the same zone is restricted
to be within a specified radius, similar to Zone Routing Protocol (ZRP) [10]. The
radius distance is calculated in hops and the peripheral nodes are situated around
the radius distance. If a key search needs to find a new route, it will first multicast
within the zone. If that fails, it will take advantage of the peripheral nodes to
keep searching within their own zones. After the simulation, we will attempt to
implement more functions such as storing more sharing information in peripheral
nodes to reduce the searching overhead. We will compare the performance of the
added functions.

Routing Integration. Our system aims to form a “key-based” whole system
routing, which the key searching of the self-organized peers in the application
layer can combine with the link layer routing in MANETs. The whole network is
an integrated coordinating system to finish a key search or key lookup task. The
integrating of P2P key searching and link layer routing of MANETs operates as
a “resolver” in the network layer to transfer the IP address to the node ID in
the link layer via a one-to-one mapping. The routing information stored in the
application layer will be changed to <key, node ID route> instead of <key, IP
address> at the last stage of the implementation. At the first stage the <key,
IP address> is still used for the whole system simulation.

Cache Content. The cache system collects routing information as its content.
There are two different tables in each mobile node: one is a routing table related
with key <key, node ID> and the other is a neighbour table related with our
zone division. The neighbour table is designed to reduce the broadcast overhead
incurred from searching.
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3.1 Layered Architecture

As P2P technologies mature in wired networks, P2P is considered as a decen-
tralized symmetric computing model which various applications can run above.
Our system aims to build a system model or protocol for a MANET running
P2P applications. The mobile nodes in the model are randomly moving with
P2P networks overlaid. The lower layer behaviour is “Make a move” or “Have
a rest”, etc., as shown in Fig 3. The system architecture is layered as Fig. 1 ac-
cording to our requirement analysis. The system is virtually divided as various
subsystems or sub-models based on their different executing functions, e.g., the
Issuer can send query or reply messages. The functions of each subsystem will
be described in Section 3.3.

Fig. 1. Layered system architecture

3.2 Message Format

The system defines five types of message, QUERY , REPLY , QUERY ZONE,
REPLY NULL and PUSH which are shown in Fig. 2.

3.3 System Function Overview

A key search starts from the application layer model of “Issuer”. The network
layer model “Resolver” resolves the node ID in the link layer name space to
an IP address. Protocol identifier can distinguish the different messages. Zone
divider can divide zones according to the hop information in the protocol format.
We list some main system functions in Fig. 3. We gradually describe our system
model and functions from the application layer.
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Fig. 2. Message format

Fig. 3. System function overview

3.4 Application Layer

In our architecture model design, a routing task starts from a key search of a
peer node in the application layer.
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Peer (key, destination){
key:=NULL;
destination:=NULL;
class Query();
class DataReceive();
Main( )

key=k;
destination=des;
Query( );
DataReceive( );
do while (not stored)
if (not cached) AND (not stored)

destination:= Query(key).des;
update cache;
key:=NULL;
else if cached AND destination < >NULL

DataReceive(destination);
update repository;
destination:=NULL;
endif;

endif;
enddo;

}

Query Algorithm. MKZR provides an efficient key-searching algorithm by
combining querying in the application layer with routing in the network layer.
When a peer node issues a query for matching a key, it firstly checks its local
index key table in Repository. If there is no match, it will search in the routing
table. If it finds the key match in cache, the node directly sends a data request
to the destination node and then is pushed back the data needed. If it does
not find the route, the QUERY message piggybacks the key on the base of a
link-layer broadcast message, which is distributed by link-layer flooding. The
checking order is “local index key table - routing table - other nodes”. The
QUERY message builds reverse paths to the issuer node in all the intermediate
nodes it passed during the process to the destination node. In addition, when
node multicasts a QUERY message there are two following situations need to
be considered:

Destination Node Within the Zone Area. If there is a node that contains the
content or owns the routing information of the key, this node will send a REPLY
message containing the routing information such as the destination IP address
(“DES” in message) of the key match directly to the issuer node. After the
key-issuing node receives this REPLY , it will update its routing table and de-
cide to stop the query. Those non-peripheral nodes without the key information
are designed to simply discard the QUERY message. Those peripheral nodes
without the key routing information will send a REPLY message without any
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data included. We define this special REPLY message as REPLY NULL in
Section 3.2. In our implementation, only peripheral nodes of a zone can send
this empty data message. The issuer node discards this message after receiving
REPLY NULL if it obtains the matching information from other nodes.

Destination Node Outside the Zone Area. The query task will hand over to
peripheral nodes if there is no match within the zone. These peripheral nodes
will keep multicasting within the scope of their zone after the issuer node sends
a QUERY ZONE message. The notice must be sent with query key due to the
last discarding operation.

Data Delivery. After the issuer node gets the routing information, it can build
the direct connection to the destination node. The destination node can push
the data to the issuer node after the issuer node request. The initial design
ignores the information backup in P2P applications. The system can replicate
some information requested frequently in some bone node such as peripheral
nodes.

3.5 Network Layer and Link Layer

There is a “Resolver” in the network layer to complete the resolution between
an IP address and a link layer node address. The implementation is important
to the integrated routing between P2P networks and MANETs.

The protocol identifier model can extract the hop information. The system
can then divide zones and implement neighbour node tables according to the
hop information. The current P2P query algorithms or protocols are developed
in wired networks which is not suitable to the MANETs as analyzed in Section 2.
The MKZR link layer protocol is designed on the basis of multicast flooding but
merged with the idea of Ad Hoc On-Demand Distance-Vector Protocol (AODV)
[11] and our zone concept described above.

3.6 Integrated Routing

Protocol Integration. Firstly, the query algorithms in the application layer
combine with link layer protocols. MKZR piggybacks the application layer key
onto the message format and sends it through the link layer protocol to the next
hop. This type of integrated routing like MKZR between P2P networks and
MANETs operates a “key-based” routing style to drive the link layer protocol.
Secondly, each message contains a field SRC (Source) for the unique identifier of
the sender mobile node and a field SEQ for an increasing sequence number. The
implementation of SRC and SEQ (Sequence) guarantees the forwarding flow and
correct reverse path. The idea is borrowed from AODV.

Name Space Integration. In P2P routing, the general method to cope with
the naming of key or related IP address is to hash them into one name space.
The commonly used hash technique is consistent hashing Secure Hash Algorithm
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(SHA-1) [12]. Our approach is to use pairs <keyword, IP address> as the routing
table entries and then hash them separately as <key, peer ID>. We build a one-
to-one mapping scheme between peer ID and link layer node ID. Furthermore,
we will investigate the possibility of using the link layer node ID to hash as the
peer ID in P2P routing tables.

As a result of the above integration, the virtual broadcast overlaid in the
application layer can directly find the link layer route to reduce the algorithm
complexity from O(N2) to O(N). In P2P MANETs, a key lookup can get to
the destination node through the virtual application layer broadcasts to search
the key and the network layer broadcasts to route the search information. The
double broadcasts make O(N2) routing steps in the pure flooding method. The
MKZR protocol is a key-based application-layer driven network-layer routing
protocol (We define this key-driven protocol). We propose to skip the virtual
overlaying. This means that the virtual broadcasts induced by key searching are
incorporated with the network layer routing broadcasts. If there is a pure key-
based flooding method which is a network layer protocol like MKZR, then the
performance of the pure key-based network flooding is O(N).

4 Related Work

Wireless P2P research is often based on broadcast or flooding. For example,
7DS (Seven Degrees of Separation) [13] is implemented to exchange data for
web-browsing among peers without connecting to the Internet. End users can
advertise what they have, or query data objects related to the URL or host MAC
addresses and get the information through broadcasts. 7DS is an approach not
for discovery routing but for P2P application services.

Similar to 7DS, Passive Distributed Indexing (PDI) [8] and Optimized Rout-
ing Independent Overlay Network (ORION) [14] can provide file sharing locally
by the implementation of a file routing table. Far more than that, PDI and
ORION presents a P2P file sharing system based on MANET. Their general-
purpose design may present the foundation for the later practical research in
P2P MANETs. In particular, ORION introduces AODV techniques into the
peer searching. ORION uses multicast flooding and stores file routing table and
response routing table in the cache system for file sharing. However, data dis-
semination methods in both systems make the cache system in each node store
the consistent content at the end.

Proem [15] is a general-purpose mobile computing platform for P2P applica-
tions and developments. It integrates P2P protocol, database and development
tools. Messages are encoded using the XML language to communicate between
peers. Proem does not consider how lower levels in MANETs are connected or
self-organized. However, Dynamic P2P Source Routing (DPSR) [1] considers this
point.

DPSR exploits the synergy between routing in P2P systems and that in
MANETs, which designs a network layer routing protocol to integrate Pastry
with DSR. However DPSR needs further investigation when considering the
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seamless connection between application layer routing of Pastry and link layer
routing.

The MIN architecture [16] proposes an evolving architecture overlaid on top
of the application layer to integrate P2P applications with MANETs. The work
is in its early stages.

5 Summary

Our proposal suggests a routing protocol especially for applying P2P appli-
cations over MANETs. We argue that the performance improvement for P2P
MANETs is dependent on the breakthrough of MANET routing protocols. Our
design attempts to target a general-purpose routing algorithm, which seamlessly
integrates application layer key-lookup and network layer routing.

We have constructed a mobile model in ns-2 [17] and are implementing MKZR
protocols and simulating the system in this environment. We will conduct the
evaluation of the performance especially in packet delivery ratio (Data packets
ratio) and routing overhead. In the future, our system attempts to supply an
effective integrated routing model and protocols for MANETs running a variety
of P2P applications
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Abstract. Recently, research related to RFID technology has progressed vigor-
ously for the ubiquitous world. However, the privacy violation on tags embed-
ded in products has become a major stumbling block. This paper suggests a new 
architecture for a user-friendly and secure RFID service, which uses customiz-
ing privacy policy based access control for collection or gathering of tagged in-
formation in an RFID information system. Proposals on feasible security 
mechanisms for low cost RFID systems and analyses of these mechanisms from 
both security and privacy points of view are also presented. The proposed archi-
tecture of an RFID privacy enhancing middleware system can expend the multi-
domain level for various user services. Consequently, the proposed scheme ef-
fectively protects against abuse of tag related personal information using a con-
sumer-configured privacy policy. 

1   Introduction 

Recently, low-cost radio frequency identification (RFID) has attracted growing inter-
est from both industry and academic institutes. The RFID industry is very active, with 
numerous companies developing RFID tags of varying capabilities.  With the growing 
importance of RFID for the ubiquitous infrastructure, numerous works on RFID tech-
nology including development of related applications have been conducted in a vari-
ety of fields. RFID can be potentially utilized in a broad range of everyday applica-
tions because of its capacity to readily relay information. Using RFID, the informa-
tion of tagged products is given from an information server that utilizes data identified 
by a RF reader via the emission of an RF signal. While people often think of RFID 
tags as simply an updated replacement of the familiar bar code, they differ in several 
important ways, including usage of memory, identity individual items, writing of new 
data, interfacing with sensors, and digital data source. In order to adapt limited com-
puting resource, such as RFID to secure sensor networks, new security approaches to 
cope with new threats have also been studied[1]. 

The areas where RFID technology can be applied are diverse, from inventory man-
agement and supply chain management to environmental surveillance and detection 
of intrusion in security systems. Using these kinds of management systems, an inno-
vative business process can be constructed and various convenient services can be 
realized[2]. However, unless these systems are properly designed and constructed, 
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they can cause massive collateral damage to consumer privacy and company security. 
A store’s inventory labeled with unprotected tags may be monitored by unauthorized 
readers on behalf of competitors. In addition, personalized tags would radiate identi-
fying personal information to any tag reader anywhere, thus making their every 
movement traceable. Despite RFID’s many advantages, there are many problems in 
deploying RFID technology extensively. The privacy violation of people carrying tag 
embedded items is one of the most serious problems in terms of expanding services 
utilizing this technology[3]. Consequently, in the present work, we address the pri-
vacy violation in the RFID system and investigate previously proposed algorithms for 
privacy issues.  

With regard to the previously mentioned security threat to a store’s inventory sev-
eral approaches to RFID security have been reported, including killing tags at the 
checkout, applying a rewritable memory, physical tag memory separation, hash en-
cryption, random access hash, and hash chains[3-8]. These approaches are introduced 
in detail in the next section.  

Based on the pervasive deployment of RFID tags, we propose a novel privacy-
aware RFID architecture followed by a hierarchical privacy policy for customizing 
privacy preference in real-time. 

The remainder of this paper is organized as follows. Section 2 gives a brief de-
scription of privacy problems and previously proposed algorithms for privacy protec-
tion. Section 3 delineates a model of privacy protection and a technical working 
mechanism using a hierarchical and customizing privacy policy. Finally, conclusions 
and a discussion of potential areas for future research are presented in Section 4. 

2   Privacy on RFID and Analysis of RFID Security  

2.1   Security and Privacy for RFID Service 

Many companies and organizations, including EPC Global Network, have developed 
RFID systems and international standardization is ongoing. The architecture of an 
RFID system is shown in figure 1. 

Fig. 1. RFID System Architecture 
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In this model, the user holding the RFID reader requests information from the tag 
attached to the product and the reader transmits this information to the back-end in-
formation server via middle-ware. The information server subsequently returns the 
product information to the reader and displays it to user. The service model, as shown 
in Figure 1, is comprised of a RFID Tag, a reader, middleware, and an information 
server. 

In view of information protection, a serious problem for the RFID service is a 
threat to privacy. Here, the privacy issue involves the risk of exposing information 
stored in a tag and the leakage of information including personal data related to the 
carrier of the tagged products. Privacy protection in a RFID system can be considered 
from two points of view. One is privacy protection between the tag and the reader in 
this regard, ID encryption, prevention of location tracking, and countermeasures 
against tag forgeries are utilized. The other is the exposure of information stored in 
the information server along with tagged items. First, we consider the exposure of 
information between the tag and reader, and then discuss the proposed privacy 
mechanism. 

2.2   Previous Works on Smart Tag Based Security of RFID for Secure 
Communication   

The previously proposed algorithms for the protection of traceability are Hash-Lock, 
Randomized Hash Lock, Re-encryption and Hash-Chain[3-9]. 

2.2.1 Randomized Hash Lock 
Randomized Hash Lock algorithm improved the problem of traceability that the 
Hash-Lock algorithm has because of the unchanged meta-ID. Tag has two different 
hash functions and RNG (acronym for random number generator). The algorithm is 
following.  

1) Tag generates a random number R using RNG.  
2) Tag computes the Hash function H(x) using the result of concatenation(||) of tag ID 
and R as input and gets hash value V,   V = H(ID || R)  
3) Tag sends V and R to Reader and reader sends them to the database server storing 
tag ID. The server calculate the hash function using the result from concatenating the 
received R and tag ID stored in database and compares the calculated result with the 
received V from reader. If the server finds the same value with V, server returns tag 
ID back to reader.  

This algorithm can solve the privacy violation by generating a different random num-
ber every challenge. However, there is a problem that the database server has to trav-
erse sequentially all records to find a matched tag ID.  

2.2.2   Re-encryption 
A re-encryption algorithm can avoid traceability since it periodically updates and 
encrypts the stored data on a tag's memory space. However, due to the restricted re-
sources of a passive tag, the data on the tag cannot be updated by the tag itself. There-
fore, the data is encrypted by another party outside of the tag. Even though traceabil-
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ity can be prevented by changing the data on the tag memory, additional equipment 
should be made available. 

2.2.3   Hash-Chain 
In this algorithm, tag embeds the two different hash functions G(x) and H(x) and 
stores the initial state information S1. As the response to the reader, tag sends a1 
which is the result of calculating the hash function G(S1), a1 = G(S1)  

The tag's secret information Si is altered into the value acquired as the result of the 
computing H(si-1), S1 = H(Si-1)  

The Back-End database server stores the pair of tag ID and S1. The reader sends ai 
received from the tag to the database server. The server finds the tag ID which results 
the identical value with ai by computing hash function using S as input.  

S1 = G(Hi(S1))  
By these two different hash functions, there are benefits that the privacy of the 

owner can be protected and the tag can work with low power. However if the tag 
information is exposed, there are a few problems such as traceability and the forgery 
of the tag. 

2.3    Privacy Protection for Personalized RFID Tag 

Passive RFID systems, as opposed to smart active tags, are the most promising ap-
proach to provide low-cost ubiquitous tagging capability with adequate performance 
for most supply chain management applications. However, due to limitations in re-
sources and computing capability in a low-cost RFID tag, a smart security mechanism 
is not applicable[10]. As highly coupled limited resource problem of a low-cost pas-
sive RFID tag, security and privacy technologies (reader, middleware and server side) 
can be added or enhanced to overcome the security weaknesses in an RFID system.  

As tags are more widely utilized, the amount of information around us will increase 
dramatically, thus posing a critical privacy problem[10]. Privacy can be defined as the 
right that personal information be protected from exposure to others. From this point 
of view, we define requirements of privacy protection in an RFID system. 

• Avoid collecting unnecessary private information in the RFID system 
• Employ a controllable access control mechanism to the collected data in the 

RFID system 
• Avoid collecting unnecessary private tracing in the RFID system 
• Secure communication should be established for all communication links 

with the RFID system 

Using the code acquired from the tag, the accessing application can access infor-
mation about the tagged product by querying the server. In order to ensure privacy in 
this process, a mechanism that encrypts and decrypts the outgoing data from tag and 
server has been proposed. However, this creates limitations in the applicability of the 
RFID service. In addition, if decryption of the tag data is successful, all information 
can be exposed. For this reason, we propose a method that protects privacy in the 
RFID system using a personal privacy policy in order to administer information more 
flexibly and securely as well as mitigate the aforementioned problems. 
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3   Proposed Privacy Conscious RFID System 

The way which protects privacy through implementing Privacy Preference is de-
scribed like the following: the technology that provides pre-defined information in the 
level tag owner has selected and set according to his (or her) preference.

3.1   The Architecture for Personal Privacy Policy  

Our proposed architecture is uniquely identified by the attachment of an RFID tag. 
Figure 2 shows the fundamental architecture for the privacy conscious RFID system 
proposed in this paper. The components of this architecture, as depicted in Figure 2, 
are (i)Tag and RFID Readers, (ii) Middleware, (iii) Information Servers, (iv) a Pri-
vacy Manager, and (v) a Privacy Policy Manager.  

The tag owner set up his (or her) privacy policy for the tag and configures the au-
thority of access and the related privacy level for sharing of information through a 
terminal in the Privacy Manager. The tag sends the pre-established privacy value 
when the reader requests it and the reader sends it back to the back-end information 
server. The server analyzes the data received from the reader and provides informa-
tion in accordance with the privacy level set previously.   

 
 
 
 
 

 
 

Fig. 2. Architecture of Privacy Protection with a RFID system 
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3.2   Privacy Level of RFID by Product  

In order to gain maximum privacy protection for a personalized tag, the high level of 
privacy policy databases must be kept in the tag memory and information server. The 
privacy preference level refers to a grade of information the owner of the tagged item 
can open to the public. Table 1 shows 4 different privacy levels for example. Because 
of the difference of sensitivity to privacy according to different users, these levels 
were selected by tag attached product-owner in this paper. For example, if level of 
privacy set as level 4, only information about product class can be provided.  If owner 
select level 3, product name, company of production, price etc can be served. If the 
privacy level of tag is set to 1, all information related to this tag can be presented. 
When a tag is read by a user, the tag sends the privacy level to the reader. Using the 
data sent by the tag, the reader can obtain the location of the server and request infor-
mation customized to the privacy level obtained from the tag. 

Table 1. Privacy Level in Tag attached Product 

 
 

 
 
 
 
 
 
 
 

 
 
Table 2 shows an example of the access control policy in a tagged and personalized 

product by purchase.  
Access control policy of the information of the tag attached product can describe 

the description document of the product. In the figure, if the owner selects privacy 
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level 3 for an access group third party(others), the information of product class(such 
as health, food, cloth etc) can only provide to others. The associated table access pol-
icy with privacy level is needed for the following purpose in the policy database of 
the privacy manager. When the third party queries the information of tag, the owner 
wants to know who contact the database to obtain the tag related information. And 
owner wants to make the decision whether provide or not the information of the 
tagged product. For example in table 2, access group 3 mapped to the privacy level 3 
and access group 4 mapped to the privacy 2. Owner of product can select privacy 
level for access group. 

3.3   Privacy and Access Policy of RFID by Product 

The user memory bank of RFID tag can store the encrypted data of privacy policy 
owner configured, as shown in Figure 3. For example in Table 2, access control pol-
icy is 4,4,3,2,1 and the data is stored in tag. When anyone read the tag, encrypted the 
policy data must be transport to server securely and the information of tag can be 
provided by the access policy. 

The tag memory is insecure and susceptible to physical attacks. This includes a 
myriad of attacks such as shaped charges, laser etching, ion-probes, tempest attacks, 
clock glitching, and many others[10]. Fortunately, these attacks require physical tag 
access and are not easily carried out in public or on a wide scale without detec-
tion[10-13]. 

 
 
 

 
 

 
 
 
 
 
 
 
 

 

Fig. 3. Data Structure of Tag for Privacy and Security 
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Table 3. Security Level for Secure Communication in RFID system 

Security Level 1 2 3 4 

No Security o x x x 

Symmetric key based Security(password based lock/unlock) x o x x 

Symmetric based Security(encryption of Tag code), Protec-
tion of Location based Traceability 

x x o x 

Public Key based Encryption, Protection of Location based 
Traceability 

x x x o 

3.4   Privacy Protection Mechanism for Consumer Privacy 

The information about a product can transfer as a XML format with security(WS 
Security) and also can be subject to access controlled by a standard technology such 
as XACML.  

The procedures to set the policy for the disclosure of the product information and 
processing by the information server are shown in Figure 4.  

 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

Fig. 4. RFID Privacy Protection Mechanism in Information Server  
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server, and the information(who, what propose etc) of accessing user and com-
pany’s privacy rule.  
 
                      Pserver : Policy  defined in Policy Server 
                   Ptag  : Customized Policy in Tag  
         [Ptag ⊕ Pserver  ⊕ Pcompany ] with access policy   Pout   Server Decision 
 

5) If the server needs to notify to the owner by notify policy to make decision access 
policy, the server notifies and polls via a mobile SMS message.  

6) If the user replies with a positive response and the response is authenticated, the 
server provides the information according to the authority previously configured 
by the tag owner.  

The Information server stores the event logs and notifies them to the owner. Through 
monitoring the notified logs, the owner can re-configure the privacy preference and 
the access control for optimized privacy protection. 

3.5   Hierarchal Structure of Privacy Domain for RFID Privacy 

In this section we discuss the structure for the RFID privacy domain, which provides 
a personal policy based global combination of the RFID network.  

First, our privacy domain architecture is hierarchical in nature, organized as a bal-
anced tree topology, as shown in Figure 5.   

Fig. 5. Hierarchal Structure of RFID Privacy Domain for User’s Privacy Protection 

The root server of the privacy policy sets up the personal preference policy accord-
ing to service category. The low positioned local privacy manager inherits the root’s 
policy and adapts the policy to its own products. The local manager is audited by the 
root manager in terms of whether the inherited policy is properly adapted and whether 
the user’s policy as been maintained properly. In hierarchal structure, PPP (Privacy 
Policy Protocol) is used between the root privacy manager and the local privacy man-
ager for exchange of policy.  The root privacy manager establishes a permitted limit, 
which is also used for application to the local domain policy. 
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The messages of PPP consist of Query Message, Reply Message, Privacy Policy 
Message, Ack Message, Transfer Message, and Keep Alive Message.  

In the hierarchal structure, the user can configure a customizing policy to root the 
privacy manager. Then, the policy is applied to the local privacy manager for local 
domain RFID privacy using PPP. 

4   Conclusion 

In this paper, we considered privacy protection for the owner of a tagged product in 
terms of two aspects: privacy between the tag and reader and exposure of the product 
information. The proposed algorithms were presented in terms of privacy policy 
whereas we introduced a privacy protection scheme using owner configured privacy 
preference policy. In the proposed mechanism, the owner of the tagged product sets 
the privacy level and security level on tag data fields and configures the level of the 
information that will be accessible to the public and the access control. By doing so, 
customized privacy protection can be realized. In this regard, the suggested mecha-
nism is an effective solution for privacy protection in an RFID system.  
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Abstract. GridFTP is a high-performance, secure and reliable paral-
lel data transfer protocol, used for transferring widely distributed data.
Currently it allows users to configure the number of parallel streams and
socket buffer size. However, the tuning procedure for its optimal combi-
nations is a time consuming task. The socket handlers and buffers are
important system resources and must therefore be carefully managed.
In this paper, an efficient resource management scheme which predicts
optimal combinations based on a simple regression equation is proposed.
In addition, the equation is verified by comparing measured and pre-
dicted values and we apply the equation to an actual experiment on the
KOREN. The result demonstrates that the equation predicts excellently
with only 8% error boundary. This approach eliminates the time wasted
tuning procedure. These results can be utilized directly and widely for
the fast decision in typical applications such as GridFTP.

1 Introduction

According to the recent research and development on global climates, high en-
ergy physics, and computational genomics, Grid technology has advanced as a
promising method for widely distributed high speed data transfer. The Grid Al-
liance Team developed GridFTP especially to support safe and efficient transfer
of distributed data. In addition, this tool uses a parallel data transfer mechanism
to enable application level high-speed data transfer. Currently, GridFTP allows
users to configure the number of parallel sockets and socket buffer size. In other
words, the decision, for selecting the number of parallel sockets and buffer size
for maximizing the network availability, should be made by a user [1, 2].

So far, studies regarding high performance data transfer. TCP buffer tuning [3,
4, 5] and parallel data transferring [6, 7] have been executed separately. In a Giga-
bit scale network, the separate use of these transferringmechanisms can cause each
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end system overhead, due to its large buffer size or overwhelming parallel streams.
To overcome this problem, using parallel streams simultaneously with TCP buffer
tuning, can be a good solution. This combination balances the number of parallel
streams and buffer size, reducing these to a reasonably low level.

The socket buffer size and number of socket handlers are directly related
to the memory limits and maximum number of concurrent users, respectively.
Therefore, such system resources need to be carefully and efficiently managed.
However, balancing procedures require background knowledge in networks, and is
obviously a time-consuming task. Actually, it often takes more than 20 minutes.
In addition, only a few studies have delved into the characteristics of parallel
data transfer. In particular, the subject of buffer tuned parallel sockets has never
been examined in detail.

Therefore, in this paper, the characteristics of buffer tuning and parallel data
transfer are discussed by analyzing the results of various experiments. After,
a simple relational equation, representing the relationship between the optimal
number of parallel streams and buffer size, is developed. The system validity is
also verified on the KOrea advanded REsearch Network (KOREN) testbed that
supports Giga-bit bandwidth, by applying the equation to actual data transfer.

The remaining sections of this paper are organized as follows. Section 2 ex-
plains the concept of manual tuning, automatic tuning, parallel data transfer
mechanism, and multiple regression. Section 3 develops a simple relational equa-
tion based on the analysis of various experiments. Next we verify the accuracy by
applying the equation to an actual data transfer demonstration on the KOREN.
In Section 5, this paper is concluded, and future work is discussed.

2 Related Works

Current main streams high performance data transfer mechanisms are divided
into two categories; the first is a parallel data transfer mechanism [6, 7] to avoid
TCP buffer limit by using multiple sockets, and the second is TCP buffer tun-
ing, which adjusts the socket buffer to an appropriate size for each connection.
These TCP buffer tuning can also be categorized into manual turning [3, 4] and
automatic tuning [5]. The former configures the optimized buffer size referred to

Fig. 1. Hierarchy of high performance transfer mechanisms



Efficient Resource Management Scheme 685

the network estimation tool by a network administrator, and the latter tunes up
without the network administrator, through tuning daemon tool or the tuning
algorithm in TCP stack. Automatic tuning techniques are also classified into
startup phase tuning [8] which configures the buffer size at connection setup
time, and the steady state tuning [5, 9, 10] which continuously adjusts buffer size
during the life time. This paper focuses on both the parallel transfer mechanism
and TCP buffer tuning represented by the dotted line in Figure 1.

Manual Socket Buffer Tuning: The throughput of FTP on links having both
High Bandwidth and High Delay (HBHD) can be improved by “tuning” oper-
ating system parameters, using the TCP networking stack on the file transfer
endpoints. This tuning usually involves increasing memory buffer sizes to fulfill
the large data window’s request in high bandwidth. TCP uses the concept of
“windows” to throttle the amount of data that the sender injects into network,
depending on the receiver’s available capacity and the other link traffic. A win-
dow is the amount of new unacknowledged data that the TCP allows to be in
flight between sender and receiver. In order to continuously full the link capacity,
the TCP must maintain the window size into the Round Trip Latency (RTT)
multiplied by the bandwidth, therefore, called the Bandwidth-Delay Product
(BDP). Generally, in order to achieve maximum throughput, TCP requires a
receive buffer equal to or greater than the BDP, in addition, TCP often requires
a sender side socket buffer of 2*BDP to recover from errors [3, 4].

Automatic Socket Buffer Tuning: Linux autotuning refers to a memory man-
agement technique used in the Linux kernel, (stable version 2.4). The central dif-
ference between Linux autotuning and other automatic tuning techniques is that
autotuning does not measure the BDP, therefore it does not consider the condi-
tion of the network. Linux autotuning increases window size for TCP connections
when the socket buffer is full. Therefore the performance enhancements represent
a side effect of increased socket buffer size. The range of memory, which can be
allocated to the socket buffer, is limited by the proc files tcp wmem, tcp rmem.

Parallel Data Transmission: Parallel data transmission establishes multiple
connections; data is split and transferred simultaneously through each connec-
tion. This technique operates at application level. GridFTP uses this technique,
because it can complement the shortcomings of TCP buffer tuning, and simul-
taneously can achieve maximum throughput on high performance-long distance
network environments [2, 6, 7]. Parallel data transferring, unlike buffer tuning,
can get maximum achievable throughput even if RTT is short by using a suf-
ficient number of streams. For this reason, it is a good complementary scheme
for the buffer tuning. To identify the strength and weakness of parallel data
transferring, well-known facts regarding parallel streams are summarized below.

• Maximum throughput can be achieved without the administrator’s help.
• Parallel streams are stronger than the buffer tuned stream against packet loss.
• Parallel data transferring is effective regardless of RTT.
• Increasing the number of parallel streams reduces traffic interference.
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Multiple Regression: The purpose of multiple regression is to identify the
relationship between several independent variables and a dependent variable,
and to predict dependent variable by using two or more independent variables.
The multiple regression equation takes the form y = b1x1 + b2x2 + ...+ bnxn + c.
The bi’s are the regression coefficients, representing the amount the dependent
variable y changes when the independent changes 1 unit. The c is the constant,
where the regression line intercepts the y axis, representing the amount the
dependent y will be when all the independent variables are 0. Power terms can
be added as independent variables to explore curvilinear effects. Cross-product
terms also can be added as independent variables to explore interaction effects.
Interaction effects are sometimes called moderator effects because the interacting
third variable which changes the relation between two original variables is a
moderator variable which moderates the original relationship.

3 The Proposed Scheme

In this section, we propose an efficient resource management scheme that pre-
dicts optimal combinations of the number of parallel streams and buffer size
with considering delay variation. The main idea of this scheme is that the rela-
tionship of the number of parallel streams, buffer size, and network delay can
be represented by a single regression equation. In order to derive this equation,
multiple regression approach is used. The important contribution on using this
equation is that it can eliminate the time wasted for whole tuning procedure. In
addition, this equation gives important information which is used for balancing
the number of sockets and buffer size to tolerable level.

3.1 Modeling of Regression Equation

In this subsection we first set up some notations which will be used throughout
this paper. A certain buffer size exists, at which, increasing the buffer size has
no effect on throughput. In addition, a certain number of parallel streams exist,
at which, increasing the number of sockets does not increase throughput. In
addition, there is tradeoff between the optimal buffer size and optimal number
of parallel sockets. Therefore, It can be said that an optimal relationship exists
for achieving maximum throughput without waste of memory or socket handler.
For convenience, the buffer size and the number of parallel streams in its optimal
relationship are denoted as Bo (Optimal Buffer size) and Po (Optimal number
of Parallel sockets), respectively.

In the case of buffer tuning, throughput increases proportional to the buffer
size. However, the throughput is may not be exactly proportional to the buffer
size. Therefore, a power term C2 is added as independent variable to Eequa-
tion 1 below for representing curvature. In the case of parallel transfer, the ith

individual socket throughput is denoted by Ti and the aggregate throughput
is denoted by T . The T is exactly proportional to the Ti when T is less than
the maximum available throughput, and there are Po number of buffer tuned
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sockets. Therefore, the aggregate throughput is represented as a cross product
of Bo and Po terms. In addition, throughput increases when BDP increase. This
proportional relationship can be represented by introducing a constant C1. The
equation for the collective characteristics of Po based on Bo and RTT can be
derived as follows:

BW × RTT = C1 × Po × BC2
o (1)

Po =
RTT × BW

C1 × BC2
o

= C
′
1 ×

RTT

BC2
o

(2)

Here, the bandwidth BW is fixed to 1Gbps, because we assume that the net-
work environment is Giga-bit Ethernet. For this reason, C

′
1 is introduced which

is representing BW
C1

. The decision of correlation coefficients differs between exper-
iments. Therefore, average coefficients of each experiments are used, and these
can be determined using heuristic multiple regression analysis of many experi-
ments results.

3.2 Determining Correlation Coefficients Using Regression Analysis

The experimental environment is constructed using a NISTNet WAN emulator
[13], with a varying RTT and packet loss rate to determine the coefficients C

′
1

and C2 in Equation 2.

• Two 800MHz Pentium-III hosts A and B are used, and are directly connected
by a 1GBps Ethernet link.

• Enable high performance options: Window Scaling, Selective Acknowledge-
ment, Time stamps [15].

• Install the NISTNet WAN emulator on host A and impose an artificial delay.

In addition, iperf [14] is used to measure throughput. The socket buffer size
can be set using the -w option. Note that if the buffer size is set to 64KB then
the actual buffer size is set to 128KB. For accuracy, each experiment duration is
set to 30 seconds using the -t option, and an average of 20 experiment results is
used. The iperf using setsockopt(), application level system call, to set the buffer
size. In this case, the buffer size is limited by the maximum system buffer size.
Therefore, the maximum buffer size needs to be changed for providing enough
space and buffer setting commands are summarized in Table 1.

First, the RTT is configured to 5ms by using NISTNet. In order to examine the
optimal number of parallel streams, the number of parallel streams is increased
until throughput is saturated. The experiment is repeated for each 32KB, 64KB,
128KB, 192KB, 256KB, 384KB, 512KB, 768KB and 1024KB socket buffer size.

Table 1. Maximum buffer setting for application level buffer tuning in Linux system

Sender buffer size setting Receiver buffer size setting

sysctl -w net.core.wmem max=128388607 sysctl -w net.core.rmem max=128388607
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Fig. 2. Throughput for different number of parallel streams

Figure 2 demonstrates that throughput increases whenever the number of par-
allel sockets or buffer size increases.

Then the optimal number of parallel streams for each buffer size is determined
by following procedure. As throughput reaches its maximum, a throughput gain
for increasing parallel streams is reduced. In the case of a 256KB buffer size, as
the number of parallel streams is increased from 1 to 4, a steady throughput gain
of approximately 148Mbps, 141Mbps, 142Mbps and 131Mbps is shown. From the
point of an application using 4 parallel streams, the throughput gain decreases
and the throughput does not change when using more than 4 parallel streams.
To verify the result, 50 more parallel streams are provided with no additional
throughput gain. Finally, it can be concluded that Po is 5 and Bo is 256KB.

The optimal number of parallel streams for each buffer size is presented in
Table 2. The result shows that Po is in inversely proportional to Bo.

In order to examine the coefficient changes when RTT changes, the same
experiments are repeated on 10ms, 20ms, 30ms and 50ms RTT, and the results
obtained demonstrates a similar trend in the previous result of 5ms RTT. The
maximum throughput is decreased by 10Mbps for each 10ms RTT increase. Po

for the same buffer size is increased proportional to RTT.
Among the components of equation, Bo can easily be affected by packet loss.

However, research networks such as the KOREN have no packet loss. Therefore,
studies considering packet loss are not referred to in this paper, and are classified
as future work. Figure 3 shows the relationship between Bo and Po for each RTT
from the previous experiment result.

Table 2. Optimal number of parallel streams for each buffer size

Bo (KB)
32 64 128 192 256 384 512 768 1024

Po 36 20 11 7 5 4 3 2 2
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Fig. 3. Relationship between Bo and Po on various RTT

From the previous result, five regression equations can be easily obtained
with its own coefficients for each RTT of 5ms, 10ms, 20ms, 30ms and 50ms.
Because there are many applications which provide single regression analysis
functionality such as Excel and MATLAB. The regression equation for the ith

RTT is presented as the following form.

Po =
C

′′
1 (i)

B
C2(i)
o

= C
′
1(i) ×

RTT

B
C2(i)
o

(3)

Reviewing the five equations, C
′′
1 (i) is proportional to RTT and C2(i) is al-

most stationary to RTT, with minimal irregular variance. In order to present five
equations as a single equation, C2(i) must be averaged and C

′′
1 (i) must be re-

placed by a constant multiplied by RTT. The constant can be represented as the
average slope of C

′′
1 (i) for varying RTT. With the additional calibration process,

the representative value of C
′
1 and C2 is obtained as 155 and 0.86 respectively.
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This process is called as multiple regression analysis. Finally, the equation can
be written in the form of Equation 4 by replacing C

′′
1 (i) with a constant and

RTT. For convenience, RTT is used in ms and Bo is used in KB.

Po ≈ 155 × RTT

B0.86
o

(4)

Figure 4 demonstrates the differences between measured and estimated re-
sults. The dotted graph represents the measured result and the line graph rep-
resents the estimated result. The equation measures the relationship between
the optimal buffer size and the number of parallel streams with minimal 8%
difference. Thus, the results of the experiment strongly support the accuracy of
the proposed equation.

4 Verification of Relational Equation

The regression equation is developed based on a WAN Emulator. Therefore,
verification of the equation on a real environment is required. A verification
experiment is made on the KOREN, between Suwon and Daegu, which providing
1 Gbps bandwidth, and verifying the equation. The average RTT between Suwon

Table 3. The experiment environment of two organizations at a distance of 250km

KNU Server at Daegu SKKU Server at Suwon

CPU AMD Opteron(tm) Processor 244
1.8GHz

Intel(R) Xeon(TM) CPU 2.40GHz

NIC Broadcom Corp. NetXtreme
BCM5701 Gigabit Ethernet

Intel Corp. 82540EM Gigabit Ether-
net

OS Linux version 2.4.20-31.9smp Linux version 2.4.20-8smp

RTT 4 ms, Loss 0%
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Fig. 5. Actual transfer from Suwon to Daegu



Efficient Resource Management Scheme 691

Table 4. The comparison of measured and estimated results

Bo (KB)
64 128 192 256 384 512 768 1024

Po(measured) 11 6 4 3 2 2 2 1

Po(estimated) 11 7 5 4 3 2 2 1

and Daegu is 4ms. The server specifications used for the experiment are presented
in Table 3 and the results are presented in Figure 5.

Table 4 summarizes the result of Figure 5 as a relationship between Bo and
Po, comparing the result with an estimation. Based on this comparison, it can
be concluded that our equation estimates the relationship between the optimal
socket buffer size and the number of parallel sockets, even if it uses different
hosts with differing network performance.

This result of the optimal relationship can be utilized on a decision basis for all
applications using a parallel stream such as GridFTP. When these applications
establish connections, the buffer size and number of parallel connection streams
can be automatically configured to the most appropriate combination without
wasting time based on the equation.

5 Conclusion

A relationship based on statistical data can be identified using multiple regres-
sion analysis. Our regression based approach starts from it. Various experiments
on TCP buffer tuned parallel streams with varying RTT and packet loss rate
were conducted using the NISTNet WAN Emulator to obtain single regression
equation which represents a relationship of the number of parallel streams, socket
buffer size, and RTT. In order to verify our approach, the equation was applied
using actual data transfer between Suwon and Daegu. The verification experi-
ment results demonstrate that the proposed scheme can predicts extremely well.
The results can be utilized on a decision basis for all applications that require
balancing network resources such as the socket handlers and socket buffers.

In order to improve the equation, packet loss and traffic interference must be
carefully considered. Moreover, a parallel transfer management mechanism which
can be applied to GridFTP has to be studied in detail using the research results.
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Abstract. In the sensor networks, the data packets transmitted by the different 
devices in the home networking and the industrial application maintain the 
different levels of importance. In this paper, we propose two mechanisms for the 
IEEE 802.15.4 sensor networks to provide the multi-level differentiated services 
which are required by each and every device. The mathematical model based on 
the discrete-time Markov chain is presented and is analyzed to measure the 
performances of the proposed mechanisms. The numerical results show the effect 
of the variation of the contention window size and the backoff exponent for the 
service differentiation on the 802.15.4 sensor networks. From the results, we 
derive that the contention window size is more affective than the backoff 
exponent on the service differentiation while the backoff exponent is more 
affective than the contention window size on the average delay of every device. 
Simulation results are also given to verify the accuracy of the numerical model. 

1   Introduction 

For the last few years, the researches on the wireless sensor networks have been 
increased significantly. Terms such as pervasive computing and smart spaces are 
being used to describe the future computing and communications. These concepts are 
adopted to our personal and business domains being densely populated with miniature 
sensors, which are constantly monitoring the environment and reporting the data to 
each other or to some central base station. The sensor networks cover from small 
applications such as the health monitoring to large applications such as the 
environment surveillance. In other words, it can be used widely in practical 
applications from the home networking to the industrial application. 

The recent IEEE 802.15.4 standard for the low rate wireless personal area networks 
is considered as one of the technology candidates for the wireless sensor networks, 
                                                           
*  This research was supported by the MIC (Ministry of Information and Communication), Kor-

ea, under the ITRC (Information Technology Research Center) support program supervised 
by the IITA (Institute of Information Technology Assessment). 
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since it supports small, cheap, energy-efficient devices operating on battery power 
that require little infrastructure to operate, or none at all [1, 2]. 

IEEE 802.11e is the research for the service differentiation. It supports the service 
differentiation by applying a number of queues in one node. The contention-based 
channel access function of IEEE 802.11e is EDCF, in which multiple queues (up to 8) 
are used for different priorities (up to 8). Priorities are achieved by differentiating the 
arbitration inter-frame space and the initial window size. However, it is not possible 
to use multiple queues in the sensor networks. In addition, it does not considered the 
high capacity traffics, which is not suitable for the sensor networks. 

In this paper, we observe the data packets that are transmitted by the different 
devices which have different levels of importance in the sensor networks using in the 
home networking and the industrial application [3]. Considering the home networking, 
for the sensor devices performing the gate security system and the temperature sensor 
of the fire-warning facilities, the data packet losses for the sensor devices could be 
fatal. On the contrary, the data packet losses for the sensor devices which belong to 
TVs or refrigerators might be negligible. In addition, considering the sensor devices 
belong to the production line in the industrial application, each device requires the 
different bandwidth in a network. If there are two lines producing 30 and 60 products 
per second, each device in each line requires the different processing rates and the 
bandwidths in a network. Obviously, devices which require the high bandwidths and 
produce the emergency data have to take the priorities prior to other devices. 

In this paper, we propose two mechanisms for the modified 802.15.4 sensor 
network which provide multi-level differentiated services for each and every device 
[4, 5]. The proposed mechanisms make it possible to provide the superior services to 
the device which requests the high Quality of Service (QoS) prior to other devices. 
We present the mathematical model for the proposed mechanisms based on the 
802.15.4 sensor networks, which is based on previous works of analyzing IEEE 
802.11 [6]. We consider the beacon-enabled mode with the slotted CSMA-CA 
algorithm in our model and assume the saturation conditions, i.e. each and every 
device always has a packet waiting to be transmitted, for the performance analysis. 
The mathematical model is based on the discrete-time Markov chain in which each 
component of state is representing the situation of the head packet in the queue of a 
device. By analyzing the Markov chain, we obtain the access probability for the 
device and the probability that the medium is idle. Moreover, we obtain the saturation 
throughput and the saturation delay. We expect the model proposed in this paper can 
be a reference model for the people who produce and use the sensor devices in 
matters of the parameter setting. 

The rest of the paper is organized as follows. In section 2, we propose the 
operating mechanism and the mathematical model for the proposed mechanisms is 
presented in section 3. In section 4, we evaluate the performances of the proposed 
mechanisms such as throughput and delay through the mathematical analysis. Section 
5 provides the numerical and simulation results which show the accuracy of the 
proposed mechanisms. Finally, section 6 concludes the paper. 

2   Multi-level Service Differentiation Scheme 

In this section, we propose two mechanisms, differentiation by the contention window 
size and differentiation by the backoff exponent, to provide the service differentiation 
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by multiple different level priorities in the IEEE 802.15.4 wireless sensor networks. 
Priority of a device is chosen through the proposed two service differentiation 
mechanisms and all devices are divided into multiple different priority classes. Even 
though it can be also considered the combined mechanism of the proposed 
mechanisms, we describe the mechanisms separately in this paper. Before describing 
the mechanisms in detail, we first state our assumptions. The 802.15.4 sensor network 
model that we are considering operates in beacon-enable mode with slotted CSMA-
CA algorithm. In this paper we only consider the contention access period (CAP) and 
analyze the proposed mechanisms in the saturation mode. When the transmitted 
packet meets the collision, the packet is dropped and the device tries to transmit the 
new packet in the head of the queue. In the following we describe the proposed 
mechanisms in detail. 

2.1    Service Differentiation by Contention Window Size 

All devices within the network are divided into multiple different priority classes by 
differentiating the contention window size in phase. A CW value is set to CW[q] 
according to the priority of the device. Namely, the early stage of network forming 
phase, every sensor device is assigned with the different priority according to the 
importance of the function by differentiating the CW value. For example, if three 
priority classes, high, middle, and low, are considered, q may take the values of 0, 1, 
or 2. If q=0, then CW=CW[0] and it means the priority 0 class (high class), while for 
q=1 and 2, CW=CW[1] and CW=CW[2] mean the priority 1 class (middle class) and 
the priority 2 class (low class) respectively. To guarantee the priority, the relation 
among the three values has to be as follows.: CW[0] < CW[1] < CW[2] Such a setting 
of the differentiated CW value within the 802.15.4 plays a similar role in AIFS 
differentiation depending on traffics within the 802.11e EDCF. 

2.2   Service Differentiation by Backoff Exponent 

In the early stage of the network forming phase, every sensor device is assigned with 
the different priority according to the functional importance by differentiating the 
backoff exponent. A BE value is set to BE[q] according to the functional importance 
of the device. For example, if three priority classes, high, middle, and low, are 
considered, q may take the values of 0, 1, or 2. If q=0, then BE=BE[0] and it means 
the priority 0 class (high class), while for q=1 and 2, BE=BE[1] and BE=BE[2] mean 
the priority 1 class (middle class) and the priority 2 class (low class) respectively. To 
guarantee the priority, the relation among the three values has to be as follows: BE[0] 
< BE[1] < BE[2] 

The BE differentiation of the proposed mechanism differentiates the randomly 
chosen backoff duration. There is a difference between the backoff duration of the pr-
oposed mechanism and the backoff duration of the conventional 802.15.4 as follows.: 
At the beginning of the backoff stage 0, it chooses a random value in the range of [0, 

W0-1], [ ]
0 2BE qW = , as a backoff counter. When it senses the channel becomes busy, 

the backoff stage of it is increased by one and the BE value is also increased by one, 
and the backoff counter is randomly chosen in [W0, W1-1] (W1=2W0). More details are 
given to the next section. 
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Fig. 1. The operation of the multi-level service differentiation scheme 

2.3   Operation of Multi-level Service Differentiation Scheme 

Fig. 1 describes the operation of the proposed scheme. In the figure, step (1) initialize 
the NB value as 0 and set the values of CW and BE according to the priority classes 
(one of the two or both of mechanisms can be selected depending on the requested 
service differentiation). In step (2), the algorithm attempts to avoid collisions by 
selecting a random waiting time in the range of [0,2 1]BE − . The MAC sublayer will 

proceed with step (3) and performs the first CCA (Clear Channel Assessment) to see  
whether the channel is idle. If the channel is busy, the values of NB and BE are 
increased by one and the CW value is set to CW[q] again which is the same value as 
in the first backoff stage. If the number of retries in step (4) is less than or equal to 
macMaxCSMABackoffs (the default value of which is 5), the algorithm goes to step 
(5). In step (5), while the backoff period within the standard 802.15.4 can take any 
value in the range of [0,2 1]BE − , the proposed scheme can take the value in the range 

excluding the last backoff stage. In other words, the range of the backoff counter is 
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given by 1[2 ,2 1]BE BE− − , which is the randomly selected backoff period. Such a 

mechanism ensures the service of the high priority class devices prior to others by 
increasing the differences of the backoff period. If the values of NB is above 
macMaxCSMABackoffs, the algorithm terminates with a channel access failure status. 
The failure will be reported to the higher protocol layers. On the other hand, if the 
channel is idle, the procedure goes to step (6). In other words, the CW value is 
decreased by one and the channel is assessed again. When the channel is idle in 
subsequent slots and so the CW value becomes 0, the packet transmission begins, 
provided the remaining number of backoff periods in the current superframe suffices 
to handle both the packet and the subsequent acknowledgment. Whether the 
transmission succeeds or fails, the algorithm goes to the next packet of the queue of 
the device. 

3   Analytical Model 

To analyze the proposed scheme, we introduce the following three random variables 
for a given device in the priority q class. Let n(q, t) and c(q, t) be the stochastic 
processes representing the values of NB and CW, respectively at time t. Let b(q, t) be 
the stochastic process representing the value of the backoff counter. Note that NB 
represents the backoff stage within the range of [0, m+1], m= macMacCSMABackoffs, 
and q gives the multiple priorities taking values in [0, ).∞  

The process {n(q, t), c(q, t), b(q, t)} forms a multi-dimensional Markov process 
defining the state of the packet at the backoff unit boundaries. Since every and each 
device has its own priority which does not change, the process {n(q, t), c(q, t), b(q, t)} 
can be written simply as {n(t), c(t), b(t)}. Then the corresponding state space is 
denoted as follows: 

{( ( ), ( ), ( )) 0 ( ) 1,0 ( ) ,0 ( ) 1, 0, , }in t c t b t n t m c t q b t W i mΩ = ≤ ≤ + ≤ ≤ ≤ ≤ − = L  

where [ ]
0 2BE qW =  and 02i

iW W= . 

The state transition diagram of these states is illustrated in Fig. 2. For simplicity of 
the notations, we use the transition probabilities ( , , 1 | , , )P i j k i j k−  instead of 

( ( 1) , ( 1) , ( 1) 1 | ( ) , ( ) , ( ) )P n t i c t j b t k n t i c t j b t k+ = + = + = − = = = . 
For analysis, we consider a fixed number of devices n with each of them is always 

having a packet available for transmission, i.e. saturation mode. We assume that every 
device is classified into 3 priority classes according to its priority consisting of 

0 1, ,n n and 2n  devices satisfying 0 1 2n n n n+ + = . Then the one-step transition 
probabilities are given as follows.: 
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Fig. 2. Markov chain model 

Note that the states are positive recurrence and the system is stable. Therefore, 
there exist the stationary probabilities of the discrete-time Markov chain which is 
defined by , , lim ( ( ) , ( ) , ( ) ),i j k tb P n t i c t j b t k→∞= = = = for [0, 1],i m∈ + [0, ],j q∈ and 

[0,2 1]BEk ∈ − . Let b be the stationary vector, i.e., 

00,0,0 0,1,0 0, , 1 ,0,0 , , 1 1,0,0( , , , , , , , )
mq W m m q W mb b b b b b− − +=b L L L . 

Then it satisfies the following two equations: 

                                                     and  1= =bP b be ,                                                (1)  

where e  is the column vector whose components are consisted with 1 and P  is the 

transition probability matrix when Ω  is ordered lexicographically. By using the first 
part of Eq. (1), we obtain the following relations between stationary probabilities.: 
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We obtain 0,0,0b  by substituting Eq. (2) into the second part of Eq. (1). By 

substituting 0,0,0b  into each equation in Eq. (2), we can obtain the stationary 

probabilities , ,i j kb . Then, ,0,0ib  is derived as follows.: 

,0,0 2 1 1
1 0

2 (1 )

3 (1 ) (1 2 (1 ) ) 2(1 ) ( 2 1) 2 (1 )
3 2(1 )

2 1 1

q q i
I I

i q m q m q m q q q q
q m I I I I I I I
I q

I I

p p
b

W p p p p p p p
p

p p

+ −
+

−=
− − − − − + + −− − + +

− −

 

With these stationary probabilities, we find the probability that the device transmits 
a packet at the boundary of a backoff period which will be denoted by τ . Let qτ  be 

the probability that a device in the priority q class transmits during a generic slot time. 
Then we have 

,0,0
0

.
m

q i
i

bτ
=

=                                                             (3) 

Since the device belongs to the different priority classes has a different CW[q] 
value or BE[q] value, the index q of τ  is needed to differentiate the priority classes. 
Therefore, during the CCA procedure, the probability that the channel is idle is given 
by 

             0 1 2
0 1 2(1 ) (1 ) (1 )n n n

Ip τ τ τ= − − − , 0 1 2n n n n= + + .                    (4) 

By substituting Eq. (4) to Eq. (3), we can solve unknown parameters, 0τ , 1τ , and 

2τ , numerically and then calculate Ip  from Eq. (4). 

4   Performance Analysis 

4.1   Throughput 

Let ,S qp  denote the probability that a successful transmission occurs in a time slot for 

the priority q class. Then these probabilities are calculated as follows.: 

2
1

,
0,

(1 ) (1 ) , for 0,1,2
1

q hn q qn
S q q q q h I

h h q q

n
p n p q

τ
τ τ τ

τ
−

= ≠

= − − = =
−∏  

Let Bp  be the probability that the channel is sensed busy in a time slot. Then it is 

given by 

0 1 2
0 1 21 1 (1 ) (1 ) (1 )n n n

B Ip p τ τ τ= − = − − − − . 

Therefore, the probability that a collision occurs in a time slot for the priority q 
class which is denoted by ,C qp  is given by 

1
,

,

1 (1 ) (1 ) , for 0,1, 2q l
n n

C q q l
l Q l q

p qτ τ−

∈ ≠

= − − − =∏ . 
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Let qS  be the normalized throughput for the priority q class. Let , L, TS, q, and TC,q 

denote the duration of an empty time slot, the payload size, the average time that the 
channel is sensed busy because of a successful transmission for the priority q class, and 
the average time that the channel has a collision for the priority q class, respectively. 
Now we can express the normalized throughput qS  as the following ratio: 

,

, , , ,

(payload information transmitted in a slot time for the priority  class)

(length of a slot time)

( )
   

( )

q

S q

I S q S q B S q C q

E q
S

E

p E L

p p T p p Tδ

=

=
+ + −

 

where TH, TE(L), tACK, SIFS, L*, TE(L*), and γ  denote the time to transmit the header 
(including MAC header, PHY header), the time to transmit the payload, the time to 
transmit the ACK, the time of SIFS, the length of the frame in a collision, the time to 
transmit a payload with length E(L*), and the time of the propagation delay, 
respectively. Note that ,S qT  and ,C qT  are given by  

, ( ) 2S q H E L ACKT T T SIFS tγ= + + + +  

and 

 *, ( )
2C q H ACKE L

T T T SIFS tγ= + + + + . 

4.2   Average Delay 

In this paper, the delay of a packet is defined as the time elapsed from the instant of 
the generation of the packet to the instant of the successful reception or drop of it. Let 
D be the time to process the transmission. Note that D is a random variable depending 
on the priority q. Let E(D) be the mean value of D. In the discrete-time Markov chain 
model of section 4, for each state (i, j, k), the mean value of the delay , ,( )i j kE D  can be 

presented as follows: 
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Therefore, the mean of total delay can be found by the following equation. 

1

, , , , 1,0,0 1,0,0
0 0 0
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5   Numerical and Simulation Results 

In this section we present the performance of the analysis and compare the numerical 
and simulation results to verify the accuracy of the proposed numerical model. The 
numerical results show the effect of the variations of CW[q] and BE[q] for the service 
differentiation. Simulations are performed with a simple Matlab simulator. The 
parameters used in the numerical analysis and the simulation refer to the BPSK mode 
and are listed in Table 1. Also some assumptions are made for simplifying the 
simulation and the numerical analysis without losing the comprehensive analysis of 
the model. These assumptions can be accepted in the saturation mode we consider in 
this paper. We assume that the size of packets is constant. In addition, we assume that 
the required time to transmit a packet whether it succeeds or fails is the total time to 
transmit a data and an ACK packet with 2 SIFS intervals so that ACK packets are 
never lost. 

In order to verify the accuracy of the proposed model, the comparison of 
throughputs with a varying number of devices within the each class is presented in 
Table 2. The value of CW[q] is set by 2 for all the devices in every class and the 
values of BE[0], BE[1], and BE[2] at the device of each class are set by 2, 3, and 4, 
respectively. As shown in Table 2, the results of simulation are almost the same as 
those of numerical analysis. All simulation results in the table are obtained with a 
98% Confidential Rate. In the tables, the Confidential Rate (CR) between numerical 
and simulation results are given, which is calculated by the following equation.: 

[ ]
1 100%

[ ]
num sim

num

E S S
CR

E S

−= − ×  

Moreover, both results of the numerical analysis and the simulation show the 
throughput at a class is almost twice as that at the class of one level lower priority. 
Since the difference between the numerical and simulation results is negligible, in the 
remained figures we present the numerical results only. 

Table 1. The parameter set used in the numerical analysis and simulation 

Packet payload 816 bits Channel bit rate 20 Kbit/s 

ACK 40 bits SIFS 12 symbols 
MAC header 200 bits Retry limit 5 
PHY header 48 bits Slot time 20 symbols 

Table 2. Comparison of throughputs with varying number of devices 

The number of node for 
each class 

Analysis Simulation 

High Middle Low High Middle Low High Middle Low 
5 5 5 3,621.8 1,782.0 883.96 3,645.6 1,781.2 881.36 

10 10 10 2,514.4 1,236.2 612.95 2,522.4 1,213.7 612.45 
15 15 15 1,971.6 971.3 482.07 1,977.5 972.5 482.47 
20 20 20 1,653.7 816.1 405.39 1,654.8 817.3 401.23 
25 25 25 1,420 701.8 348.87 1,423 702.6 348.47 
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Fig. 3. Comparison of throughput 
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Fig. 4. Comparison of delay 

The saturation throughputs for the varying values of CW[q] and BE[q] are shown 
in Fig. 3. In the figure, x and y axis denote the number of devices at each class and the 
throughput, respectively. We assume the number of devices in each class is all the 
same in the figures of numerical results. In other words, if x is 5, there is the total 
number of 15 devices. We analyze the effect of the variation of parameters CW[q] 
and BE[q] for a varying number of devices. The throughput of the legacy 802.15.4 is 
equal to the average throughput of the three classes. The throughput of high classes at 
the variation of CW[q] or BE[q] outperforms than that of the legacy 802.15.4 while 
the throughput of middle and low classes is degraded below that of the legacy 
802.15.4. The throughput of a device in each class decreases as the total number of 
devices increases which dues to the fact that the device has to run the backoff 
algorithm more since more devices will lead more collision. The throughput of high 
class from results set with the variation of CW[q] is higher than that from results set 
with the variation of BE[q]. The increment of CW[q] means that the devices of lower 
class yield the opportunity to occupy the channel to the devices in higher class. 
Therefore, the probability of retrying the transmissions of a device in lower class 
increases as the value of CW[q] at the class increases. The delicate tuning of the 
throughput could be performed by varying the value of BE[q] while the value of 
CW[q] could be adjusted to increase the throughput of the high class. 

Fig. 4 shows that the saturation delay increases almost linearly as the number of 
devices increases. The delay of the low class is larger than those of any other classes 
with respect to the variation of CW[q] and BE[q]. The characteristic of the saturation 
delay is that there are differences between the delay summations of all classes with the 
variation of CW[q] and that of BE[q]. In other words, the delay summations of all the 
classes with the variation of BE[q] is smaller than that with the variation of CW[q]. 
Therefore, to minimize the saturation delay, it is better to vary BE[q] rather than CW[q]. 

6   Conclusion 

In this paper, we proposed two mechanisms for the IEEE 802.15.4 sensor networks 
which provide the multiple level differentiated services for each and every device. 
The mathematical model based on the discrete-time Markov chain is provided for 
analyzing the performance of the proposed mechanisms. 
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The comparison of numerical and simulation results is given to verify the accuracy 
of the numerical model. The numerical results of several performance measures are 
given to analyze the effect of the variation of the contention window size and the 
backoff exponent for service differentiation on the 802.15.4 sensor networks. 
Increasing the contention window size or the backoff exponent within a class means 
that the devices of lower class yield an opportunity to occupy the channel prior to 
those of higher class. Therefore, the probability to retry a transmission at lower class 
increases, which dues to a busy channel, as the contention window size or the backoff 
exponent at the class increases. The numerical results show that the variation of the 
contention window size has more effect on the service differentiation than that of the 
backoff exponent even though the average delay of every device is affected more by 
the backoff exponent. The delicate tuning of the throughput could be performed by 
varying the backoff exponent, while the increase of the throughput of the high class 
could be performed by adjusting the contention window size. 

The results obtained in this paper provide a criterion for using the parameters for 
specific purposes. Therefore, we expect the proposed model can be a reference model 
for the people who produce and use the sensor devices in matters of the parameter 
setting. 
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Abstract. Ubiquitous computing services have to adapt to the context informa-
tion. These services have to communicate with each other through fixed network 
or ad-hoc, it is the ubiquitous middleware to be able to help those services. With 
regard to the adaptation of middleware’s components, context manager and event 
manager are required. Recently there is a widely used middleware, Jini, but it is 
distributed without the event manager services. Therefore we implement the 
event manages which can manage events in Jini environments, and describe 
ubiquitous computing applications running environment using our event man-
agement system. Our event manager is implemented by modifying Javaspaces. 

1   Introduction 

An event in ubiquitous computing can be defined as an object that contains informa-
tion about external status in which other software components are interested. There 
are various events ranged from low level signals generated by sensors to deduced 
valuable information in high level. Users in the ubiquitous computing environment 
should be able to adapt themselves to their current context information and high level 
information generated by these events.  

Jini, the Home Network middleware, helps new service components connect to 
Home Networks at any time and helps clients promptly use them without extra set-
tings, and even in the case of service component upgrade, the existing client service 
can operate with no problems. If there are any interested changes in the outer world, 
whether Jini services are in local or not, it is necessary for them to be asynchronously 
notified. Jini can achieve it by using the event notification concepts as other java 
components. Jini’s lookup service finds the service which client is looking for and, if 
found, hands over a proxy.  However if not found, the client registers themselves with 
the lookup service as a remote event listener so that she can be notified when the 
event she is looking for is written to lookup. 
                                                           
* This research was supported by the MIC (Ministry of Information and Communication), 

Korea, under the ITRC (Information Technology Research Center) support program super-
vised by the IITA (Institute of Information Technology Assessment). 
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Even though there is a way of using Javaspace services or lookup services in order 
to manage events. In the ubiquitous environments which contain a lot of sensors or 
context managers, we need to systematically manage events by putting distributed 
event managers. By modifying the JavaSpace, we develop the event manager to man-
age events.  

This paper consists of as follows; 
Chapter 2 shows related work, and chapter 3 explains the design and implementa-

tion of event management system based on JavaSpace. In chapter 4, we explain how 
context managers and application services can utilize our event manager. Finally, 
makes a conclusion and further research works. 

2   Related Work 

The CORBA Event Service[1] standardized the transfer of asynchronous notifications 
between objects. An object that generates events is called supplier whereas an object 
which receives events is called consumer. A supplier passes an event to a consumer 
by invoking an appropriate method on the consumer interface. Suppliers and consum-
ers can be decoupled from each other by event channel objects. An event channel 
forwards all events it receives from any of its suppliers to all the consumers that have 
registered with the channel. The events themselves can be either of generic or typed 
format. The standardized CORBA Notification Service[2] developed by the OMG 
Telecommunications Domain Task Force provide much more flexible event filtering 
capabilities. It is possible to establish user-defined event filters by assigning priorities 
to events, generate timestamps, and introduce QoS criteria for the handling of events.  

One of middlewares is the Gaia of the University Illinois under active research. 
The event manager of Gaia[3] satisfies many of general needs in event management.  
The event manager distributes load among multiple machines. It creates event channel 
factories remotely on pre-configured machines whenever it decides that the existing 
event channel factories are already overloaded. In essence, the event manager keeps 
state for the channels it creates and recreates them if they crash, transparent to the 
event consumers. Event manager service implementation of Gaia makes use of 
CORBA event service as the basic event storage.  

The Java Message Service (JMS)[4] is a Java API that allows applications to cre-
ate, send, receive and understand messages. It defines a common set of interfaces and 
associated semantics that allows Java programs to communicate with other messaging 
implementations. JMS provides a loosely coupled architecture that supports asyn-
chronous communication and guarantees reliable delivery of messages. The specifica-
tion provides for both point-to-point messaging using queues and the pub-
lisher/subscriber approach using topics as intermediaries. Messages can be consumed 
both synchronously (''pull'') and asynchronously (''push''). It also has message filtering 
capabilities in the form of message selectors based on a subset of SQL92 conditional 
expression syntax.  

Distributed events in the Jini[5] framework allow an object in one virtual machine 
(VM) to register interest in the occurrence of an event in another object, possibly 
running in another VM, and receive notification when such an event happens. The Jini 
Event System uses the Jini Lookup Service for naming which can be optionally used 
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with Java Native Directory Interface (JNDI)[6]. An event is a Java object that can be 
subtyped for extensibility. The listener interface is simple and aids in the use of a 
flexible publisher model. Jini supports leasing and uses Java-RMI as the communica-
tion substrate. It leverages the built-in security of Java. However, Jini events are de-
signed to work only in the Java environment and are not equipped to work with fire-
walls and Network Address Translation (NAT).  

3   JavaSpace-Based Event Management System in Jini 

JavaSpaces™ are a networked repository for java objects. One of the functions of 
JavaSpace is to notify an event to the entity who is interested in the event object when 
that event object is stored in the JavaSpace. Therefore, notification services can be 
implemented using JavaSpaces. However there are some problems with the function 
of event managers, so we implement JS-EM(JavaSpace-based Event Management 
System) by modifying JavaSpace. In this chapter we briefly introduce JavaSpaces and 
then review the issues when we implement event managers with pure JavaSpace. 
After that, we explain how we implement our event manager.  

3.1   JavaSpaces 

JavaSpaces[7] are a Jini service that allows clients to share objects. Its goal is to fa-
cilitate cooperative distributed computing. It is a reliable distributed storage system. 
JavaSpaces should be thought of as a “place” in which it is possible to store and share 
information in the form of objects. Objects flow around space-based systems, allow-
ing clients to share and store information and also, via the use of dynamic class load-
ing, share behavior. In JavaSpaces, all objects must also implement the Entry inter-
face. Entries are found in association or matching.  

JavaSpaces use templates to match entries within the Space by their field’s values 
and type. JavaSpaces do use the value of the objects to do the matching. JavaSpaces 
export proxies to clients dynamically, via the Jini lookup service, so they are naturally 
distributed. JavaSpaces exist outside of other applications or services vecause they are 
themselves, but applications and services that use them import parts of the space to 
interact locally with the JavaSpaces interface.  

3.2   The Problems of Implementing Event Manager Using JavaSpaces 

Event managers can be implemented with JavaSpaces. Figure 1 shows the expected 
procedures of the event management when the event manager is implemented using 
JavaSpaces. There are, however, some issues with this implementation. 

If more than one event producers write the same type of objects on JavaSpace and 
then event consumers are trying to take a object with a read() method, there is a prob-
lem that only firstly matched object will be returned. For example, let us assume that 
every 4 seconds, 4 events with the same type are written on JavaSpace, and their lease 
time is 10 seconds. In this case, as we can see in figure 2, from the second event ob-
ject forth, there is the difference in event objects which event producers issued and 
event consumers read. 
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Fig. 1. Expected procedures of the event manager with JavaSpaces 
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Fig. 2. Events taken by consumer with JavaSpace implementation 

3.3   JS-EM Using the Modified JavaSpace 

Our event manager (JS-EM : JavaSpace-based Event Manager) is made by modifying 
JavaSpace. In the existing JavaSpaces, event consumer should read the corresponding 
event by calling a read( ) method which is a JavaSpace API with the information of 
the event object which her event handler received. Granting that it can read events, 
there is no guarantee that it can obtain the correct one.  

Hence by modifying JavaSpace for it to send the event object with the event notifi-
cation as well, as in figure 3, event consumers can immediately receive events without 
calling a read( ) method.  
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Event-
Consumer

Remote
Event

Listener

write(e_1, 10sec)REL.notify(  e_1   )

REL.notify(  e_2  )

REL.notify(  e_3 )

REL.notify(  e_4  )

write(e_2, 10sec)

write(e_3, 10sec)

write(e_4, 10sec)

at 0 sec.

at 4 sec.

at 8 sec.

at 12 sec.  

Fig. 3. Events consistency between sent events and obtained events 

The procedure that the event consumer takes events generated by the event pro-
ducer is as follows:   
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1. As JS-EM itself is registered as service in the Jini LookUp service, the event 
consumers or the event producers can search the JS-EM and use it. An event 
consumer registers herself to JS-EM as a listener of the event he or she is inter-
ested in.   

2. JS-EM takes the stub of event listener for the communication with the event con-
sumer through web server and by doing this, there accomplishes the channel be-
tween event listener and JS-EM. 

3. The event producers write its events to the JS-EM. 
4. Events written to the channel in JS-EM are transmitted to the event consumer via 

previously registered event listener. 

HOST 1

EJS-EM

Event
Generator

HOST 2

Event-
Producer

Event-
Consumer

Web
Server

Remote
Event

Listener

3. write

EJS-Service
Registration

EJS-ServiceDiscovery

EJS-Service

Discovery

1.  Listener
Registration

4. Event
Notification

2.  Download  Listener_stub

LUS 

 

Fig. 4. Event service procedures using the extended JavaSpace 

Our event manager provides a model for decoupled communication among event 
consumers and event producers. It allows creating and deleting channels. And through 
our event manager service, the context management service is able to generate the 
high level context information.  

In a room, if a sensor sends location position information of a person after sensing, 
the consumer who tries to achieve the event is able to take the event through JS-EM. 
It means that the event is saved in the event channel generated by event manager, and 
then more than two event consumers, registered in the event channel as listener, are 
able to receive the event whenever the event producer writes the event into the event 
channel. 

4   Prototype Implementation and Analysis  

Our prototype is implemented in Linux/Windows OS, JDK 1.3 and Jini 1.2 develop-
ment environment. We implemented our event manager by modifying JavaSpaces as 
described at chapter 3. In this chapter we describe how event managers having our 
proposed extended JavaSapce can be utilized. To implement our prototype first we 
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propose architecture and then make scenarios. After that, we implement the applica-
tion of each scenario by using Macromedia’s flash and Sun’s Java.  

4.1   Architecture 

In figure 5 which is the overall architecture of our prototype which we want to im-
plement, it describes how application devices and sensor devices can use our event 
managers. TV itself, an application device, registers at JS-EM to listen to needed 
events. Sensor devices write their issued events on JS-EM, and JS-EM notifies it to a 
context manager. 

Sensor DeviceApplication Device

EJS-EM

Context                                                         
Manager                                                       

Event Consumer1

Context Repository

TV Interface(*.swf) Location Sensor Interface

xmlsocket Class

Javaspace.write(…)

TvApple.notify(…)

Javaspace.write(eventType,..)

EventCon2.notify(…)

Event
Channel 1

Event
Channel 2

Event 
Consumer2

Event Producer

Event 
Producer

xmlsocket Class

DB Query

 

Fig. 5.  Architecture of our event system 

4.1.1   Devices 
For our demonstration we made the virtual S/W devices with Macromedia’s flash. 
Necessary devices for the demonstration are as follows. 

1)  Sensor devices: Transmit the event informations of location, temperature, and 
pressure to the context manager. 

2)  Application devices: Devices, such as a TV or a refrigerator, which adapts to 
events coming from context managers 

4.1.2   Event Manager 
Event managers play roles of conveying issued events from sensors to the context 
manager or transmitting high-quality events collected by the context manager to ap-
plication layer’s devices. 
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4.1.3   Context Manager 
The context manager processes context information coming from sensors, stores it, 
and converts it into high layer’s context information according to the inference policy. 
This context information is the events which application layer’s devices want, so to 
inference those events the context manager provides GUI for setting the inference 
policy. As this component is beyond our paper, we omit the explanation for this. 

4.2   Scenario 

The scenario for our prototype implementation is as follows.  

 6 PM, July 10, 2005. After finishing her daily work, Alice headed to 
home. On her way home she stopped by a fruit store. When she arrived at 
her home, the light of the porch automatically turned on, and she entered 
after authentication. First she changed her dress in her room, ate dinner, 
and sat down on the sofa. The context manager which recognized that Alice 
sat down on the sofa transmitted her favorite channel information to TV 
based on her preference and turned on TV. During watching TV, she recog-
nized that she left her wallet in the fruit store. So she left her house in a 
hurry with TV on. TV stored the current TV status and turned off itself after 
receiving an event from the context manager representing Alice left. When 
she came back and sat on a sofa, the TV channel which she saw right before 
she left is on. 

4.3   TV On/Off Algorithm 

The on/off event classes which a TV device received is as follows.  

Public   class  TvOnOffEvent extends JSEvent 

{  

 public Boolean flag ;   // TV State(false: On, True: Off) 

 public Integer counter ;  // number of the family 

 public String[ ] livingRoom ;  // family in living room 

 public String[ ] sofa ;   // family in sofa 

 public TvOnOffEvent(Integer family, Boolean currentTvState)  

{ 

totalcounter = family;   // assign the number of family 

flag = currentTvState;  // current TV On/Off State 

livingRoom = new String[counter];  

sofa = new String[ counter ] ;  

 } 

} 

The adaptation algorithm of event consumer after receiving TV’s on/off events is as 
follows. 
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Algorithm: TV Adaptation( TvOnOffEvent   tvevent) 
 
Inpu t :   tvevent                              //   TV On/Off Event Type   
Method: 

begin  
switch( tvevent.flag);             // TV state including in the event 
    begin 
         Case FALSE:                                //  in the case of TV Off event 

            if( (tvevent.livingroom ∩ tvevent.sofa)  ) 
                              TvOn( ); 
              Case TRUE:                                  // in the case of TV On event 
                       if( (tvevent.livingroom ∪ tvevent.sofa) = ) 
                              TvOff( ); 
         End 
End 

Fig. 6. TV On/Off Adaptation Algorithm 

4.4   TV On/Off Demonstration 

The procedures for TV to be on or off are as follows. 

1. A TV application device registers listener at JS-EM to obtain on/off event. 
2. If low level events are issued from sensors, the context manager infers the high 

level’s events from them which can make TV on or off, then notifies a TV device 
via an event manager. 

3. The TV device adapts to on/off events 

Below figure 7 shows our prototype implementing the previous scenario. 

 

Fig. 7. Demonstration of our prototype implementing our scenario 
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4.5   System Analysis  

As our event manager, JS-EM, has whole advantages of JavaSpace, it is cooperative 
and scales well for loosely-coupled systems. In our JS-EM, if the event producer write 
events on JS-EM with a write( ) method, then it conveys an event object to the con-
sumer through the parameter of a notify( ) method. When we compare JavaSpace with 
our JS-EM from the view of event management the result is like Table 1.  

Table 1. The comparison of JavaSpaces and JS-EM 

 JavaSpaces Our JS-EM 

Listener registration  5 5 

write( event ) 1 1 

Listener match module 1 1 

notify( ) 5 5 

Read( ) 5 0 

Num 
of 

call 

Object match module 5 0 

Characteristics 

Event consumers 
cannot make sure that 
they are taking the 
event notified by 
JavaSpace. 

Event consumers 
can make sure that 
they are taking the 
event notified by 
JS-EM 

In table 1, we assume that there are five clients waiting for one same type event. 
This table shows that our JavaSpace much faster and gives less load because it does 
not call read( ) and object match modules. In the previous JavaSpace, as it returns the 
firstly matched object when calling a read( ) method, there is no guarantee that the 
very event object which issued the event returns. On the other hand, in the modified 
JavaSpace, as it returns the object which issued the event when notifying the event 
consumer, the object which issued the event can be correctly transmitted. 

5   Conclusions and Further Work 

In the ubiquitous environments, above all adaptation is the most important. For this, 
we made the event manager so that we can manage events in distributed environments 
by modifying JavaSpace. As our event manager, JS-EM, inherits the properties of 
JavaSpace, it can have whole advantages of JavaSpace as it is.  

In the future work, we want to control events so that only owner who has the right 
authority can take events by extending our Jini. We will clarify differences between 
context manager and event manager in our further research. Formalization of ACLs is 
important because it possibly moves with events. In addition, we should consider 
where to put ACL related to event authorization. In our prototype, we only put it in 
the event producer in order to observe its possibility. 
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Because in order to minimize the event manager’s burden, the event manager only 
relays the event, the trust checking on the side of the event consumer is in the right 
process, appropriate encoding is necessary. In a sense that computing power of the 
event consumer is available, the first or the third method is prominent in this paper. 
Within the ubiquitous environment, security entities should be assigned as new ser-
vice, because client should keep working with substitute service.  
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Abstract. With the increased interest in the mobile wireless communication, 
the development of large-scale ad hoc networks has drawn a lot of attention and 
the scalability of ad hoc networks has been the subject of extensive research. 
The ad hoc network topology changes frequently and unpredictably, and 
mobility become extremely challenging in the circumstance. So, the broadcast 
storm becomes a very serious problem to migrate into such networks for the 
applications of group communications. The main concept of virtual subnet 
technology is the capability to group users into broadcast domains, which 
divides a virtual subnet into logic, instead of physical, segments and reduces the 
traffic overhead. With this characteristic, we propose an interoperability 
network model integrating self-organizing ad hoc networks and the Internet/a 
conventional network with the partition of physical/virtual subnets. Moreover, 
we describe a protocol to establish the virtual broadcast domains by using the 
IPv6 addressing concept in ad hoc networks and perform IP-based network 
communications in a multi-switch backbone. The hierarchical networks, 
physical/virtual subnets, addressing method and mobility management are 
described, and some performance issues are evaluated. 

1   Introduction 

Mobile ad hoc networks need the flexibility to collect more than two devices 
equipped with wireless communication and networking capability. Many handhelds, 
PDAs, laptops, notebooks and even mobile phones now also include wireless 
connectivity as a standard feature, and can access the Internet by a central system 
administration (like base stations in a cellular system or access-points in a wireless 
LAN) anytime, anywhere [4, 5, 11, 12]. However in some circumstances a group of 
people makes up a party, a conference, or participates a camping site, and there has 
been a growing interest in rapidly deployable and dynamically reconfigurable 
wireless network supporting multimedia communication (data, voice and video) not 
just voice as mobile phone does. Each node acts as a router and is responsible for 
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dynamically discovering other nodes which it can directly communicate with [6, 7, 8, 
9]. The network topology of an ad hoc network changes frequently and unpredictably, 
so scalability and mobility become extremely challenging in the circumstance we 
mentioned previously. For many multimedia applications, however, it is desired that 
an inter-working functionality between the protocols in the ad hoc network and the 
IP-based Internet. Ad hoc networks should be adapted to deploy rapidly and can 
freely communicate with the traditional mobile wireless networking systems without 
the support of the pre-existing network infrastructures [1, 2, 3, 10]. 

However, the broadcast storm becomes a very serious problem for ad hoc networks 
to migrate into such networks for the application of group communications.  The main 
concept of virtual subnet technology is the capability to group users into broadcast 
domains, which divides a network into logic, instead of physical, segments and 
reduces the traffic overhead. The network-layer address is used to inform the router 
physical segment where must send data to. While clients and servers may be 
distributed anywhere on a network, they are grouped together by virtual subnet 
technology, and broadcasts are sent within the same virtual subnet [16, 17, 18]. 

Previous work on mobile radio networks with heterogeneous communication and 
dynamically changing topology concentrated primarily on mobility and/or broadcast 
storm problems in arbitrary geographical topologies. To solve mobility problem and 
improve network performance and signaling/control overhead in such a heterogene-
ous scenario were proposed. More recently, the issues of cluster backbone and 
multi-cluster architecture for mobile ad hoc networks were also proposed [13, 14, 
15, 19]. 

This paper addresses the interworking between ad hoc networks and Internet 
Protocol (IP-based) networks, where we focus on network partitioning can improve or 
solve critical functions such as mobility management, routing and broadcast proble-
ms. It can be observed in this type of architecture using network partitioning concept 
may result in larger scalability. To achieve this network interconnection using partiti-
oning network, this heterogeneous communication establishes the installation of gate-
ways with the help of specific access routers, which understand the both protocols of 
the ad hoc network and the IP suite. We also discuss an architecture based on a 
specific logical topology by partitioning a mobile ad hoc network into logically 
independent subnets. 

1.1   Research Contributions 

We consider a core network of 802.1Q-liked switches interconnected by trunk lines in 
ad hoc networks, and this network can span one or more small towns in sparsely 
populated areas, interconnecting communities as well as company LANs. Our intent 
is to provide both telephony and data services over the same technology (Ethernet), 
stack (IP), with seamless integration with the Internet. Our work chooses to distribute 
the bandwidth according to a hierarchical link sharing model.  

The rest of this paper is organized as follows. We describe the problem for this 
network model in Section 2. Section 3 addresses in detail for the infrastructure of the 
scalable environment with ad hoc networks, Section 4 performance simulations with 
NS2 module are described. Finally, section 5 provides our concluding remarks and 
future works. 
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2   Problem Description 

With the fast development of wireless technology, the ad hoc network is walking out 
from research papers and becoming closer to the common consumers. A large-scale 
network issue will bring ad hoc networks a new future for distributed communication 
and computing. The motivation behind our approach is that network partitioning can 
improve some critical functions as broadcast storm problems defined such channel 
access, routing, mobility management and scalability, while reducing signaling/ 
control overhead within a hierarchical network.  

Hence broadcasting in a shared wireless medium may result in multiple nodes 
receiving a transmission destined for a single node, and ultimately, in multiple 
transmission mutually interfering at a single node. Nodes can reduce the chances of 
interference by separating transmissions in time, space, frequency, or spreading code. 
By coordinating this separation instead of acting independently, nodes can further 
reduce the chances of interference and hence increase network throughput. The 
partition-based control structure provides a natural organization of network nodes that 
simplifies coordination of transmission among neighboring nodes by geographic area. 
It can be observed in this type of network that portioning may result also in lower 
congestion and high throughput compared to one large network. 

This paper also discusses a network hierarchical architecture based on a specific 
logical topology superimposed over a physical topology (determined by transmission 
coverage of network nodes in the same geographic area); the architecture selects links 
to be affiliated (logical links) with physical links. Our main concern is finding an 
efficient logical topology and a suitable routing procedure which result in high 
performance and node mobility. In this architecture, network nodes of a cluster ad hoc 
network are grouped into two types of subnets: physical and virtual, and may 
dynamically change their affiliation with these subnets due to their mobility. Each 
node is allocated an address based on its current subnet affiliation and associated by 
IPv6 addressing. We consider networks that have several tens to several hundreds 
mobile nodes within this hierarchical network. We assume that there exists a channel 
access protocol which resolves contentions and/or interference in the network. 

2.1    Network Partitioning 

In the flat ad hoc network, all nodes participating in are assumed to be equal and share 
the same radio capacity. It has been proven that the flat network scheme works well in 
small size networks (e.g., fewer than 100 nodes) [20, 21]. However, when wireless 
network size increase (beyond certain thresholds), it becomes infeasible because of 
link and processing overhead. Building a physical hierarchical structure ad hoc 
network is a very promise way to solve the scalability problem. The most popular way 
of building hierarchy is to partition the networks into some clusters or group nodes 
geographically close to each other into clusters. 

There are several approaches to construct the cluster; these include (1) Lowest-ID 
Cluster Algorithm (LID) [22], (2) Highest-Connectivity Cluster Algorithm (HCC) 
[23], (3) Least Clusterhead Change Algorithm (LCC) [24], (4) Distributed Clustering 
Algorithm (DCA) [25], and (5) Weighted Clustering Algorithm (WCA), [26]. The 
existing clustering algorithms differ on the criterion for the selection of their 
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clusterheads. Once a node becomes the clusterhead, neither that node nor its members 
can participate in the cluster election algorithm. The election algorithm will terminate 
once all the nodes either become a clusterhead or a member of a clusterhead. 

3   Architecture of a Hierarcical Large-Scale Network 

As shown in Figure 1, four groups of mobile nodes form an internetworking wireless 
ad hoc network with IP-based Internet. The traditional ad hoc networks do not access 
the Internet or wired networks. However, due to the rapidly grow of the 3G 
communication and mobile devices, the hierarchical mobile communication architect-
ture will be a new trend in the future. The communication between each node in this 
network infrastructure is established by using agent multi-route equipments and 
wireless multi-hop paths. By using this architecture, some mobile nodes (MNs) in this 
ad hoc network can access the Internet or communicate with ad hoc nodes of different 
wireless groups. Some critical issues for these MNs are their mobility management, 
the overhead and the load analysis for the agents to adapt well to dynamic topology 
changes by partitioning a mobile network into logically independent virtual subnets.  

  

Fig. 1. An internetworking wireless ad hoc     Fig. 2. An IP-based Internet with two ad hoc 
network with IP-based  Internet  (including     network groups and three virtual subnets 
Routing Path) 

Hence mobile nodes may change their affiliation of physical and virtual subnets 
due to their mobility. First, in order to access the IP-based Internet and form the 
physical/virtual subnet, a set of Agent Multi-Route Routers (AMRs) is established in 
advance. The AMRs are connected to the Internet part as a gateway and communicate 
with the mobile nodes in wireless ad hoc networks via wireless transceivers. Each 
AMR consists of three components:  

1.) IP-based component with traditional IP-based protocol suite installed is 
designed to connect with IP-based Internet (either wired or wireless);  



718 M.-H. Tsai, T.-C. Chiang, and Y.-M. Huang 

2.) Ad hoc component with ad hoc related protocols installed is connected with ad 
hoc networks through a wireless interface;  

3.) Virtual subnet core component provide the intelligence to make filtering and 
forwarding decisions with configuration tables. Virtual subnet technology 
allows the nodes of different ad hoc network groups connected to form a 
virtual subnet, as Figure 2 depicted. 

3.1   Addressing Autoconfiguration with Physcal/Virtual Subnet Concepts 

We specify a mechanism by which mobile nodes in an ad hoc network may 
autoconfigure IPv6 addresses depending on their current physical and logical 
connectivity and address availability which make the IP address unique throughout 
the connected portion of the hierarchical network. Since Ipv6 defines both a stateful 
and stateless address autoconfiguration to enable plug-and-play networking of devices 
and reduce administration overhead. In general, each mobile node may autoconfigure 
a link-local address first and verifying its uniqueness on a link by using the duplicate 
address detection, and determine what information should be autoconfigured 
(addresses, other information, or both). However, in order to speed the autoconfigure-
tion process a mobile node may generate its link-local address in parallel with waiting 
for a Router Advertisement to generate a site-local and/or global address. 

In order to improve the scalability of our proposed network, this hierarchical 
network is segmented into two parts, x groups of ad hoc networks and an IP-based 
Internet. Assume that each group of ad hoc networks is segmented into y physical 
subnets each containing up to z mobile nodes. We describe the address space over an 
alphabet of size m = max(x, y, z) containing the numbers 0,1,2, … m-1. Each mobile 
node in the cluster ad hoc networks is given a triple number, where the global 
significant digit (GSD) is a digit in IP-based, the site significant digit (SSD) is a digit 
in site-local-based and the link significant digit (LSD) is a digit in link-local-based. 
Therefore, the total number of mobile nodes possible is N = xyz. The partitions of 
these groups are the basic building blocks and the Ipv6 address autoconfiguration 
process of the network. The address of a mobile node is separate to two: network 
prefix, which identifies ad hoc group networks and physical/virtual subnet ID, which 
identifies the affiliations of mobile nodes. Physical/virtual subnet ID is configured by 
the node on its current subnet affiliation as a result of its logical-topology or logical-
link position relative to other mobile nodes, and prefix is determined by the AMR. 

3.2   Node Affiliations 

Because ad hoc networks do not allow the aggregation techniques especially about 
scalability issue that are available to traditional IP-based routing protocols. In general, 
loss of aggregation results in bigger route table for proactive protocol or longer delay for 
reactive protocol. Our node affiliations maintain aggregation for ad hoc networks and 
involve in a physical subnet which nodes are close in a local geographical area and a 
virtual subnet which nodes form a logical network. Figure 2 also shows a hierarchical 
network with the aggregation concept of physical subnets and virtual subnets. We use 
the GSD to present a cluster ad hoc network group that all nodes in this group partition 
into physical subnets with the same SSD and virtual subnets with the same LSD. 
Therefore in this hierarchical network architecture, network nodes are grouped into 
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three types of clusters/ or subnets which mobile nodes may dynamically change their 
affiliation with these subnets according to their mobility. Members of different physical 
subnets are clustered together to form virtual subnets, each of which ideally spans all 
physical subnets and is used to provide communication paths among distant nodes. 

3.3   Routing 

Using hierarchical routing, the groups of ad hoc networks are physically and logically 
separated into different subnets. First, we describe a shortest path routing procedure. 
When a mobile node receives a packet, it checks the network prefix and the 
physical/virtual subnet ID. If it is the destination, it stops the relay process and 
operates the packet. If the mobile node is not the destination, the communication in 
this heterogeneous environment can be categorized into two scenarios: 

Communication among ad hoc mobile nodes across the Internet. If a mobile node 
wants to communicate with the mobile nodes across the Internet, it knows from the 
network prefix (GSD) of the destination address that this destination belongs to 
different AMR. In this procedure routes traverse one digit at a time in the same 
physical subnet. For example, when the address of the source is 2.8.2 and the address 
of destination is 3.4.9, this procedure would use the routing path 2.8.2  2.8.9  
2.6.9  AMR(2)  AMR(3)  3.7.9  3.5.9  3.4.9. Once the AMR receives the 
forwarding packets, it sends them to the AMR of the destination across the Internet.  

Communication among ad hoc mobile nodes in overlay ad hoc groups. This routing 
is performed in two phases. In the first phase routing is performed as the previous 
scenarios, Communication among ad hoc mobile nodes across the Internet. In the 
second phase packets are routed between the two connected ad hoc groups, where 
packets are routed inefficiently in strict hierarchical routing by using AMR gateways. 
Figure 1 gives an example for path selection in this network scenario. Two mobile 
nodes, 2.5.5 and 1.7.5, belong to two different ad hoc clusters located in a connected 
ad hoc network. Nodes 1.7.5 and 2.5.5 select AMR1 and AMR2 as a default gateway 
and use their network prefix respectively. If we use the hierarchical path which 
forwards the packets from AMRs instead of using the direct routing from these two 
different ad hoc clusters, a path selection function will be involved to choose a better 
routing between the hierarchical and flat routing. 

3.4   Mobility Management 

Each node in the cluster ad hoc network is affiliated with a physical subnet (SSD 
group) and use LSD group to form a virtual subnet. In order to connect the IP-based 
Internet communication, the mobile nodes need to discover the existence of the 
AMRs, which it belongs to, and join one of the AMRs first. The mobile nodes also 
must configure an IP address with the prefix of a reachable AMR (GSD group). With 
this partition-dependent address each mobile node can communicate with either the 
nodes in the same cluster network or the nodes through the Internet described as the 
above. The AMRs discovery could be done either by listening to an AMR 
Advertisement sent by AMRs (passive method) or sending an AMR REQUEST 
message sent by a mobile node (active method) at the initial state. In practice, both 
discovery methods can be combined and run in parallel. The AMR periodically sends 



720 M.-H. Tsai, T.-C. Chiang, and Y.-M. Huang 

out advertisement, and all nodes in its radio range store this information. An AMR 
REQUEST, which was broadcasted by a mobile node that is not in the radio range of 
an AMR, can now be answered by any intermediate node with stored AMR 
information, thus reducing the signalling traffic. After successful AMR discovery, the 
mobile node registers with one of the discovered AMRs.  

A mobile node which changed its subnet affiliation will notify all the nodes in its 
new physical and virtual subnets of its newly acquired address. We can classify two 
types of subnet affiliations of mobility management.  

(1)  Mobility within the same cluster ad hoc networks: 
After moving to a new location within the same cluster a mobile node (MNa) notifies 
its logical neighbors and the originated AMR by sending a location update 
(loc_update). Another mobile node (MNb) which desires to communicate with the 
MNa will inquire at its logical neighbors about MNa by sending a location inquiry 
(loc_inquire). At least one of MNb’s logical neighbors is also MNa’s logical neighbor, 
thus, one of their mutual logical neighbors will provide MNb with MNa’s address by 
sending loc_track. After tracking down MNa’s address, MNb sends its data to MNa 
via one of their mutual logical neighbors. If MNb is out of the cluster, the routing path 
will be updated while the MNa’s loc_update received by MNa’s originated AMR. 

(2)  Mobility within the different cluster ad hoc networks: 
Each MN has a permanent IPv6 home address, which has the prefix of its home 
network and serves as a consistent and unique identifier for the MN. While this MN 
moves far away from the originated register AMR and loses the connection with the 
members of its subnet affiliation, it may participate in the new cluster and configure a 
new CoA. Note that it could not only connect with its new physical and virtual subnet 
members but also aware of the location of this new AMR in this new cluster. Finally 
it sends out a BINDING UPDATE message across Internet through the new AMR to 
its originated register AMR (serving as Home Agent). The home agent stores the 
mapping between an MN’s home address and CoA in a so-called binding cache and 
acts as a proxy for the MN. Packets addressed to a node’s home address are received 
by the home agent and forwarded (tunneled) to the MN’s CoA according to the 
mapping information. 

Whenever a mobile node moves to another cluster and has to select a different 
AMR, it should become a new number of physical and virtual subnets of selected 
AMR, and configure a new IP address with the new prefix. Thus, when registers with 
a certain AMR, mobile node generates an IP care-of-address (CoA) with the IP prefix 
of the selected AMR. After the switch to the new AMR is completed, the mobile node 
generates a new IPv6 CoA with the new network prefix. The AMR can be regarded as 
the default gateway for virtual subnet. In other words, the entire ad hoc network is 
logically separated into several virtual subnets. 

Unicast routing in the ad hoc side is operated in a hierarchical way based on the 
subnet partitioning, i.e. packets addressed to a destination in the same subnet can be 
directly forwarded, while packets address to a destination in a different subnet must 
be routed through the AMRs (even if there is a direct wireless multi-hop link between 
the correspondent nodes).  
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4   Simulation Analysis 

To demonstrate the benefits of our adapted techniques, numerous simulations of our 
proposed protocol have been performed using the NS2 simulation which we enhanced 
the ability for mobile ad hoc nodes having communication with Internet. We also 
added C++ Partition Toolkit (CCPT) to determine the physical and virtual subnets to 
partition the nodes in a cluster ad hoc network of our proposed hierarchical network. 
The mobility model used in each of the simulations is in a random direction. In each 
ad hoc network group, nodes are initially placed randomly within a predefined 500m 
x 500m grid area. Each node then chooses a random direction between 0 and 360 
degrees and a speed from 0 to 20 meter/second.  

First, we compare the efficiency of the proposed method to Flooding, AODV, and 
DCA with our C++ Partition Toolkit. There are n (n = x * y * z) nodes in our 
simulation grid area with x ad hoc network groups, y physical subnets and z virtual 
subnets and nodes can communicate each other within transmission range. Each 
physical subnet and virtual subnet is formed with randomly members. In the 
simulation study, we vary x, y and z to compare how the network density and 
physical/virtual subnet sizes affect the efficiency. 
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Fig. 3. The percentage of successful deliver  Fig. 4. Packet delivery ratio with different speed 
packets 

Figure 3 shows the result for network sizes from 90 nodes to 1350 nodes with 3 to 
45 virtual subnets in a fixed 3 ad hoc network groups and 10 physical subnets. As a 
consequence of the greater node density, our proposed method is more efficient to 
deliver packets to all nodes in this hierarchical network. There are some nodes 
moving out of transmission range, which cannot re-route successfully. It shows that 
the packet delivery percentage up to 78% in a dense network with 45 subnets by our 
proposed method. In the same condition, AODV and original flooding achieves only 
69% and 50%. The main impact of the improvement is that our proposed method re-
routes successfully by virtual subnets before nodes moving out of transmission range, 
but original flooding has too many redundant transmissions to reach destination just 
in time. 



722 M.-H. Tsai, T.-C. Chiang, and Y.-M. Huang 

Figure 4 refers to a 600-node ad hoc network with 3 groups, 10 physical subnets 
and 20 virtual subnets. It shows the percentage of successful multicast deliver ratio 
for mobile nodes whose velocity varies from 0m/s to 20m/s (around 70km/h) using 
four different routing protocols, and all the nodes of the addressed multicast group 
received the packet more than 85% when the velocity is less than 8m/s for our 
proposed method. However, when the velocity of nodes is more than 2m/s, the packet 
delivery ratio of flooding will drop immensely as the velocity of nodes speed up. 

5   Conclusions and Future Research 

In this paper, we have described the adapted partition network model for large-scale 
ad hoc networks. The main objective of our protocol is to perform efficiently the 
behaviours of virtual subnets in ad hoc networks. We propose an interoperability 
network model integrating a self-organizing ad hoc network and the Internet/a 
conventional network with the same virtual subnet. Moreover, we describe a protocol 
to establish the virtual broadcast domains by using the IPv6 multicast-membership in 
ad hoc networks and perform IP-based network communications in a multi-switch 
backbone. Since the partition technology functions by logically segmenting the 
network into different broadcast domains, packets can only be delivered between 
fixed/mobile nodes with the same physical/virtual identity (group member). Therefore 
we can prevent the broadcast storm problem in MANET. 

We plan to identify the suitable cache table refreshing mechanism on the proposed 
method in the future works. We will also generalize the clustering method to progress 
the behaviours of virtual subnets so that they can be applied in mobile ad hoc 
networks. 
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Abstract. Recent unstructured Peer-to-Peer systems, represented by Gnutella 
and Freenet, offer an administration-free and fault-tolerant application-level 
overlay network. While elegant from a theoretical perspective, these systems 
have some serious disadvantages. First, due to knowing very little about the na-
ture of the network topology, the search algorithms operating on these networks 
result in fatal scaling problems. Second, these systems rely on application-level 
routing, which may be inefficient with respect to network delays and bandwidth 
consumption. In this paper, we propose a novel search algorithm, called Split-
Prober, to explore the small-world-like topologies of these networks efficiently 
and scalablely, by turning the power-law degree distributions in these networks 
to an advantage, and by making discriminative use of nodes according to their 
different roles in the network. As a result, we are able to reconcile the conflict 
of remedying the mismatch between the overlay topology and its projection on 
the underlying physical network, while at the same time navigating these net-
works with a guaranteed high efficiency and using only local knowledge as 
cues. Our simulation results indicate that the proposed algorithm outperforms 
several other well-known methods with significant performance gains. 

1   Introduction 

Providing large-scale and efficient content storage and delivery are becoming ever so 
important because the demand for Internet-based applications is growing at an in-
credible rate. Recent application-level unstructured overlay networks, such as 
Gnutella [1] and Freenet [2], due to their abilities to support uncoupled data alloca-
tion, complex semantic queries, self-organization in highly dynamic scenario, are 
considered more competent for these Internet-based applications, compared with 
structured overlays where both the data placement and the overlay topology are 
tightly controlled, such as CAN [3], Chord [4], and Pastry [5]. Nodes in these net-
works interact symmetrically and collectively contribute towards an administration-
free and fault-tolerance decentralized storage space, by hiding the underlying dyna-
mism and heterogeneity in these systems. While elegant from a theoretical perspec-
tive, these systems suffer from two limitations. First, due to knowing very little about 
the nature of network topology, the search algorithms operating on these networks, as 
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in the case of Gnutella, conduct a “blind” and explosive broadcast search, which re-
sults in fatal scaling problems. Second, these systems rely on application-level routing 
(search) that largely ignores the characteristics of the underlying physical networks, 
which leads to an unnecessarily large network delays with very high bandwidth con-
sumption. We argue that for a system to function efficiently, it is important for the 
search algorithm to take into account both the intrinsic topological nature stemmed in 
this system and its projection on the underlying network. 

To illustrate the topological nature behind these unstructured overlays, recent stud-
ies in measurements of Gnutella [6] and simulated Freenet networks [7], show that 
they contain a few nodes that have a very high degree and many with low degree 
following power-law distributions, that is, the probability that a node has k links is 
approximately proportional to 1/k , where  is the scaling exponent. This power law in 
the link distribution reflects the presence of central individuals who interact with 
many others and play a key role in relaying information, a fact that can be exploited 
when designing efficient search algorithms. In addition, further study of [6] shows 
that Gnutella topologies demonstrate strong “small-world” phenomena: characteristic 
path length is comparable to that of a random graph, while the clustering coefficient 
stays at a very high level similar to that of a regular graph. The small-world phe-
nomenon is pervasive in networks arising from society, nature and technology. In 
many such networks, empirical observations suggest that any two individuals in the 
network are likely to be connected through a short sequence of intermediate acquaint-
ances [8, 9]. One network construction that gives rise to small-world behavior is 
where each node in the network knows its physical neighbors, as well as a small 
number of randomly chosen distant nodes. The latter represent shortcuts in the net-
work. It has been shown that this construction leads to graphs with small diameter, 
leading to a small routing distance between any two individuals [9, 10]. 

The power-law degree distributions and small-world phenomena in Gnutella-like 
unstructured overlays can significantly impact the performance of algorithms such as 
those for routing or searching [9]. Therefore the existence of these properties in these 
networks presents an important issue to consider when designing new, more scalable 
application-level algorithms and protocols. As is pointed out in [11], the presence of 
high degree nodes in a power-law graph, so useful to speed up the search process, 
ironically, also worsens the search cost scaling with problems of traffic explosion and 
hotspots, which results in poor utilization of network bandwidth and hinders scaling. In 
this sense, the question we try to answer in this paper is, whether the search algorithms 
operating on such overlays can be coupled with considerations of these intrinsic topo-
logical nature and conduct the search process in a fashion of relatively high and but 
also balanced search efficiency and network utilization, using only local knowledge. 

In this paper, we propose a novel search algorithm, called SplitProber, to explore 
these networks efficiently and scalablely, by turning the power-law degree distribu-
tions in these networks to an advantage, and by making discriminative use of nodes 
according to their different roles in the network. As a result, we are able to reconcile 
the conflict of compensating the mismatch between the overlay topology and its pro-
jection on the underlying physical network, while at the same time navigating these 
networks with a guaranteed high efficiency and using only local knowledge as cues. 
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The main contributions of this paper are: (a) we develop a provably effective 
model for building unstructured overlays with desirable topological properties; (b) 
Based on this model, we investigate several useful techniques to realize the efficient 
local search in these overlay topologies and propose SplitProber, a novel local search 
algorithm by better exploiting the power-law degree distributions and the small-
world-like structure; (c) To further improve the performance of SplitProber, we also 
devise several unique optional optimization mechanisms as enhancements. 

The remainder of the paper is organized as follows. Section 2 provides related 
work. Section 3 discusses the design of the SplitProber algorithm in detail. We pro-
vide the evaluation methodology in Section 4 and then present our analytical simula-
tion results in Section 5. In the last section, we conclude this paper and highlight some 
directions as future work. 

2   Related Work 

All the above facts indicates that a realistic link-distribution plays a crucial role in the 
effectiveness of the search strategy and that it might be a crucial ingredient in explain-
ing the low diameter seen in messaging passing on the small-world-like unstructured 
overlays. To navigate these overlays efficiently, several alternative approaches have 
been proposed in the near past to examine the role of link distribution in overlay to-
pology, and to utilize it for the performance optimization.  

Motivated by real experiments with social networks, Kleinberg was concerned 
with how, given the fact that short paths existed, one could find them without com-
plete global information. The treatment given in [9, 12] had an elegant result, but the 
underlying graph model did not reflect all of the important features real world prob-
lems. An important shortcoming is its particular assumption of an inverse square 
correlation which implies that a majority of ones contacts lie in geographical prox-
imity. What happens if a large fraction of people know as many people outside of 
their city or state as inside? Would it become impossible to pass messages efficiently? 

Adamic et al in [11] prefer switching from broadcasting queries to passing them 
only to high-degree nodes, a situation similar to that of supernodes in the FastTrack 
network [13]. They assumed that higher-degree peers are also capable of higher query 
throughputs. However without some balancing design rule, such peers would be 
swamped with the entire P2P signaling traffic. 

The fact that the number of hops between nodes is shorter in a power-law graph 
implies that the broadcasting method of locating nodes and resources will return re-
sults more quickly, which inspires Yang and Garcia [14] to propose a method called 
iterative deepening. The method is an improvement over the default protocol when 
the queries can be satisfied by nodes closer than the maximum radius defined by the 
TTL of the default. In that case, bandwidth and processing cost are saved. Similarly to 
some extent, Lv et al in [15] argue that by making better use of the more powerful 
peers, Gnutella’s scalability issues could be alleviated. Instead of its flooding mecha-
nism, they used random walks. Their preliminary design to bias random walks to-
wards high capacity nodes did not go as far as the ultra-peer proposals in that the 
indexes did not move to the high capacity nodes. 
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The above approaches have examined strategies for finding a node on a network 
knowing nothing other than the identities of one’s first and second neighbors. How-
ever, a node can learn about the network over time and adapt its search strategies. 
Based on this intuition, a class of algorithms called adaptive search, represented by 
[16] and [17], suggests that adapting the search algorithm to incorporate information 
learned about the network can deliver results comparable to BFS (broadcast) search 
while using considerably less processing power and bandwidth. However, such topo-
logical changes might destroy the merits of the power-law degree distribution and its 
resultant small-world characteristics. 

In summary, these Gnutella-related investigations are characterized by a bias for 
high degree peers and very short directed query paths, a disdain for flooding, and 
concern about excessive load on the “better” peers. Generally, the analysis and utili-
zation of both the overlay nature and its mapping on the physical level remains open. 

3   SplitProber: Model and Algorithm 

In this section, we detail the model we use to build desirable overlays and the main 
ideas of the SplitProber algorithm, including several optimization mechanisms. 

As is shown analytically in [11], with high-degree seeking local search strategies in 
power-law graphs, the length of the average path found grows slowly as the size of 
the network increases, whereas the average cost in the amount of time necessary to 
find the path scales nearly linearly. The extremely high cost of this procedure sug-
gests that additional clues as to the location of the target or knowledge from the net-
work over time would be necessary to make such an approach worthwhile. 

We seek the advantages of power-law degree distributions and design overlays 
with a small-world structure. In our model of overlay topologies, a node’s links to its 
neighbors are divided into two categories: local links and global links. The local links 
connect close nodes and the global links connect nodes chosen randomly. The fraction 
of links that are local, called the proximity factor ( ), is a key design parameter that 
controls the properties of the resultant overlay topology. Different values of  let us 
span the spectrum of this class of overlay topologies.  

To examine the role of local links on the impact of the average search time, we 
give a rough theoretical complexity analysis below. If the expected degree of a 
neighbor is D and the fraction of random links is (1- ) according to the above defini-
tion of the proximity factor, then it would have approximately D2 second neighbors 
out of which (1- ) would be long range or random links so the average time it would 
take to reach the target if it were to never use local links is: 

global only 2 (1 )

N

D
β

δ
Τ = +

−
 (1) 

where  is the average minimum number of steps required to reach the target. 
The maximum number of steps it takes if the walker starts using local links after 

reaching within a distance l of the target will be following: 
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where  and  are constants. For a power law graph of power approximately 2 as is 
observed in Gnutella networks [18], we have the expression for D in terms of N: 

1/ 2

( )

N
D

Log N
=  (3) 

Now, substituting (3) into (2) and minimizing the resulting expression with respect 
to l we get an upper bound for the average number of steps: 

global+local ( )
(1 )

Log N
α β

δ δ
Τ = +

−
 (4) 

According to the results of (1) and (4), it is obvious that the most efficient search is 
when there are both local and random long distance links. On getting close to the 
target say a distance l, it becomes advantageous to use local as opposed to globally 
random links. This kind of topology is expected to allow one to search the power-law 
graph more rapidly using only local knowledge. Then here comes an important issue: 
how to navigate the topology in the mentioned fashion efficiently? In our proposed 
SplitProber algorithm below, we introduce novel techniques which operate independ-
ently and in a decentralized manner to achieve this goal. 

To turn power-law degree distribution into an advantage while at the same time 
minimizing the search cost scaling mentioned in Section 2, we advocate directing 
queries towards deliberately selected high-degree neighbors with the probability of a 
node being chosen proportional to its degree, following P(Ni)~(Degree(Ni)) , where  
is defined as the selection strength imposed upon the high-degree nodes. Given the 
dynamic conditions of both the peer content and its location in a peer-to-peer net-
work, we devise a unique adaptive better-neighbor selection scheme, by effectively 
coupling the “best results” scheme with the “best physical proximity” scheme. A 
SplitProber node first caches the nodes which had previously delivered a specified 
number of results in the least amount of time into its candidate neighbors list, and 
then updates its neighborhood by periodically evaluating the “distance” to the nodes 
in this list and its neighborhood according to a novel technique called Landmark Clus-
tering [19] explained below.  

Landmark Clustering. We pick m landmark nodes that are randomly scattered in 
the overlay. These landmark nodes can be part of the overlay itself or standalone. 
Each node measures its latencies to the m landmarks. For node P, suppose that the 
measured distances are <l1, l2, …, ln>. We then position node P in an m-dimension 
Cartesian space using <l1, l2, …, ln> as its coordinates. We call this Cartesian space, 
the landmark space. The intuition behind doing this is that nodes that are close to 
each other have similar landmark measurements, and are close to each other in the 
landmark space. We use the Landmark Clustering technique to re-rank all the nodes 
in the above both lists maintained by the peer, and then update its neighborhood by 
selecting the first kl best nodes as neighbors, here kl is the original number of the 
peer’s local neighbors. The aim we do this is to guarantee that all the local 
neighbors of a peer are really “local” both in physical proximity and in semantic 
proximity. 
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Take the dominant resource-locating application as an example, the SplitProber al-
gorithm makes discriminative use of nodes and probes the overlay topology by split-
ting the search process into two distinct sub-processes elaborated as follows.  

1. Local Probing: Due to the above two kinds of proximities, a majority of queries 
issued by a peer are expected to be answered successfully by or through its local 
neighbors. Thus the peer can forward the incoming queries to all its local 
neighbors using scoped-flooding with a much smaller TTL. If applied with the 
NoN-Lookahead local indexing mechanism (addressed later), a TTL value of 2 
will results in 4 hops away from the peer, which will cover a much large frac-
tion of the overlay due to the power-law degree distributions and the small-
world-like structure. 

2. Global Probing: To limit the explosive duplicate messages and heavy traffic 
load, we prefer random walks rather than flooding when probing long-range 
global neighbors. But much differently, we use a strategy, called Intentional 
Walks [20], to relay queries along global links towards the specified destination, 
say D. On getting close to D, the walks end and we then resort to Local Probing 
to complete the remaining search processes for the reasons addressed above. 

Optionally, we also propose an optimization mechanism below to improve the per-
formance of the SplitProber algorithm. 

NoN-Lookahead local indexing. With the above procedure, when we choose a 
neighbor closest to the destination we do not know if it has a neighbor to take us 
closer to the destination. As a remedy, the clients (or just some high-degree ones) can 
be modified to locally keep index of the files stored by their friends, in a 2-level loo-
kahead, their Neighbors-of-Neighbors. 

4   Evaluation Methodology 

In this section, we use simulations to evaluate SplitProber and compare its perform-
ance to three other well-known search algorithms used in unstructured overlays. Thus 
our simulations refer to the following four models: 

1. FLOOD: Search using TTL-based flooding over the standard Gnutella topolo-
gies. This represents the classical Gnutella protocol. 

2. RW: Search using random walks. This represents the recommended search tech-
niques suggested by Lv et al [15]. 

3. DS: Search using high-degree seeking strategies, suggested by Adamic et al 
[11]. In this model, queries are flooded only between high-degree nodes. 

4. SplitProber: Search using our proposed SplitProber algorithm over the desirable 
overlays with power-law degree distributions and small-world-like structure, ac-
cording the model we develop in Section 3. 

We consider a system model where peers are organized in an overlay network. 
Each peer has a set of neighbors with which it communicates by message passing. 
Links are directed: a peer P may have another peer P’ as neighbor without P’ consid-
ering P as its neighbor. Traffic can however flow in both directions on the links. We 
use a Gnutella overlay with a =2.1 power-law out-degree distribution and a simple 



730 X. Huang et al. 

cutoff at m~N1/  to validate our analytical results. In the simulations, 100~500 unique 
files with varying popularity are introduced into the system. Each file has multiple 
copies stored at different locations chosen at random. The number of copies of a file 
is proportional to their popularity. The count of file copies is assumed to follow Zipf 
distribution with 2,000~4,000 copies for the most popular file and 40~80 copies for 
the least popular file. The queries that search for these files are also initiated at ran-
dom hosts on the overlay topology. Again the number of queries for a file is assumed 
to be proportional to its popularity.  

To make a comprehensive comparison with the other three algorithms and models, 
we focus on the following three aspects of performance metrics. These metrics, 
though simple, reflect the fundamental properties of search algorithms. 

1. Search performance: a local gain perceived directly by a user of a system, 
measured along multiple dimensions such as search time, success rate of search, 
the cumulative nodes found, and the number of hops needed. 

2. Load aspects: overhead of an algorithm, measured by the metrics like the aver-
age number of messages per node and the percentage of duplicate messages. 

3. Utilization of the underlying network: a global property that is of interest to 
network service providers, measured by the metrics like the physical distance 
(latency) to the search results, and the mean stress, one of the most common 
definitions of the traffic load in overlay network [21]. 

Each experiment is repeated multiple times with different seeds to remove any bias 
in random number generation that is used in multiple stages of simulation. 

5   Simulation Results 

In this section, we present and analyze the results of the experimental evaluation of 
SplitProber. We first start by studying the overall impact of SplitProber on the search 
performance. We then analyze the traffic load to examine the overhead of SplitProber 
compared with the other three models. Finally, we evaluate the performance gains of 
SplitProber in the utilization of underlying network. 

Fig.1(a) shows the search success rate as a function of the number of hops. The re-
sults clearly indicate that, with our proposed SplitProber algorithm, we achieve higher 
success rate of search even within the initial two hops, especially when the optional 
NoN-Lookahead local indexing mechanism is applied. The results of Fig.1(b) show 
that SplitProber can explore the overlay network with a search time almost equal to 
that of the flooding strategy, the recognized fastest strategy with regard to search in 
unstructured overlays. This performance gain can be explained by Fig.1(c), where 
SplitProber can find much more unique nodes (only a little fewer than that of 
FLOOD) within the same hops than those of DS and RW. To examine the role of the 
proximity factor  we introduced in the SplitProber design, we plot the average num-
ber of steps for a successful query as a function of  in Fig.1(d), the results in which 
show that the presence of the proximity factor with a proper value (for example, here 
=0.8) will contribute greatly to speeding up the search process, and that it is also 

more beneficial to exploit the high-degree neighbors with a probability than in a sim-
ple determinate way used by DS. 
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Fig. 1. The comparisons of search performance. (a) The success rate of search as a function of 
the number of hops. (b) Scaling of the average node-to-node search cost. Here the power-law 
exponent =2.1. (c) Cumulative distribution of nodes seen vs the number of steps. (d) The 
average number of steps for a successful query as a function of the proximity factor, when 
selecting high-degree neighbors determinately or with a probability addressed in Section 3. 
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Fig. 2. The comparisons of the traffic load generated by different algorithms. (a) The percent-
age of duplicate messages as a function of the average number of hops traveled. (b) The aver-
age load on per node as a function of the file replication ratio. 
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Fig. 3. The comparisons of different algorithms in the performance aspects of the utilization of 
underlying network. (a) The average physical distance (latency) to the search result as a func-
tion of the network size. (b) The mapping of traffic load of the overlay topology on the underly-
ing physical links, measured by the mean link stress on the underlying network as a function of 
the network size. 

Fig.2 plots the simulation results of traffic load. We can see from Fig.2(a) and 
Fig.2(b) that, SplitProber produces not only a much smaller faction of duplicate mes-
sages in the network but also fewer messages on per node, which means that the algo-
rithm can generate lower traffic load and then distribute it more evenly across the 
network, with as few duplicate messages as possible. 

As for the aspect of the network utilization, we can see from Fig.3 that our algorithm 
can make better use of the knowledge of underlying network, by dynamically optimiz-
ing the neighborhood quality to reduce the distance to search result (see Fig.3(a)), and 
by mapping more logical links to local physical links (see Fig.3(b)). These results fur-
ther verify the significant performance gains of our proposed SplitProber algorithm. 

6   Conclusions and Future Work 

The unstructured overlay networks, while elegant from a theoretical perspective, have 
some serious disadvantages. First, due to knowing very little about the nature of the 
network topology, the search algorithms operating on these networks result in fatal 
scaling problems. Second, these systems rely on application-level routing, which may 
be inefficient with respect to network delays and bandwidth consumption. To chal-
lenge these situations, a novel local search algorithm special for these overlays, called 
SplitProber, is proposed in this paper. The main idea of SplitProber is to turn the 
power-law degree distributions in these networks into an advantage and make dis-
criminative use of neighbor nodes according to their different roles in the network. 
We first develop a provably reasonable model to construct desirable overlays with 
power-law degree distributions and small-world-like structure. Based on this model, 
SplitProber probes these networks by splitting the search process into two distinct 
sub-processes: Local Probing and Global Probing, using two kinds of modified search 
strategies respectively and several optional optimization mechanisms. The simulation 
results form extensive experiments justify significant performance gains of Split-
Prober, compared with the other three well-known solutions. 
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Our work in this paper mainly focuses on the search process in unstructured over-
lays, without considering the download process. A fact that increasing files in net-
works are large-sized (eg., multimedia files) [22] underscores the significance of 
decentralized multimedia sharing applications. Accordingly, our further work will 
study how to incorporate effective techniques related to large-sized (and even real-
time) file download process into our algorithm and make it be more practical. 
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Abstract. The IEEE 802.16, broadband fixed wireless access standard,
defines four service classes, USG, rtPS, nrtPS and BE on high speed
wireless networks. To guarantee the QoS requirement of these classes,
the subscriber station and base station require scheduling architecture
and algorithm. However, the IEEE 802.16 does not define any scheduling
architecture or algorithm, and the most existing scheduling mechanisms
only focus on working at the BS. In this paper, we propose two types
of scheduling architecture working at the SS. In the one-level scheduler,
we use a flow queue and class queue by differentiating flows with their
class priority. The two-level scheduler can provide more organized QoS
service with complementing the one-level scheduler. Adapting these ar-
chitectures makes scheduler efficiently control all types of traffic defined
in the IEEE 802.16. In the proposed architecture, any scheduling algo-
rithms such as SCFQ and EDF can be applied. We evaluate the proposed
scheduling architecture by simulation. The results of the simulation show
that our proposed architecture can use the bandwidth efficiently.

1 Introduction

Broadband Wireless Access (BWA) is emerging as a last mile broadband access
technology with several advantages: rapid deployment, high scalability, low main-
tenance and upgrade costs, and granular investment to match market growth [1].
BWA systems are designed to support quality of service (QoS) for real time ap-
plications such as video conference, video streaming, and voice over IP. The
newly developed IEEE 802.16 standard is one of the BWA systems receiving
wide attention from the industry and researchers.
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The IEEE 802.16 standard specifies QoS signaling mechanisms (per connec-
tion or per station) such as bandwidth requests and bandwidth allocation. To
support QoS, the IEEE 802.16 standard uses the concept of service flow. The
upstream service flow types defined in IEEE 802.16 are Unsolicited Grant Ser-
vice (UGS), Real-Time Polling Service (rtPS), Non-Real-Time Polling Service
(nrtPS), and Best Effort (BE). It also specifies the transmission grant mecha-
nisms, such as Grants per Connection (GPC) and Grants per Subscriber Station
(GPSS). When a SS (Subscriber Station) requests a bandwidth to the BS (Base
Station) in the GPC mode, the BS allocates the requested bandwidth to the SS
per connection basis. This means the SS can send only the packets belong to
the connection granted by the BS. Therefore, the SS does not need a scheduler
to schedule its multiple uplink connections since the uplink transmissions are
scheduled by the BS. On the other hand, the SS should have a scheduler when it
operates in the GPSS mode. When the BS receives a bandwidth request from the
SS in the GPSS mode, it allocates the requested bandwidth to the SS regardless
of the number of connections of the SS. Thus, the SS should schedule its multiple
uplink connections to efficiently utilize the allocated bandwidth. However, the
scheduler architecture and algorithm that determine the uplink and downlink
bandwidth allocation and the packet scheduling are not defined in the IEEE
802.16 standard [2].

There are some research results on the scheduling architectures and algo-
rithms of the IEEE 802.16 standard [3-5]. However, most of them focus on the
scheduler architectures and algorithms at the BS side while those at the SS side
are left unaddressed or just suggest some conceptual scheduling algorithms with
no validations. In this paper, we propose uplink scheduling architectures for SSs
to efficiently utilize the allocated uplink bandwidth in the GPSS mode: one-level
scheduling and two-level scheduling schemes. In the one-level scheduling scheme,
only one scheduler exists that manipulates multiple output queues. The two-level
scheduling schemes consists of five schedulers and multiple queues - four class
schedulers for each service class and one aggregate scheduler for coordinating
the class schedulers and sharing the bandwidth among them. We evaluate the
proposed scheduling architectures by simulation. The simulation results show
that the proposed scheduler utilizes the allocated bandwidth more efficiently
than other schedulers.

2 IEEE 802.16 QoS Mechanism

In the IEEE 802.16 standard, there are two channels between a SS and BS:
uplink channel (from the SS to the BS) and downlink channel (from the BS to
the SS). The downlink channel is the broadcast channel, while the uplink channel
is shared by multiple SSs. The frame size is fixed and a frame is consist of uplink
and downlink subframes. The BS dynamically determines the duration of uplink
and downlink subframes based on its scheduling algorithm. The downlink data
transmission is relatively simple because the BS is the only transmitting station
during the downlink period. The data packets are broadcast to all SSs and a
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SS picks up only the packets destined to it. In the uplink subframe, the BS
determines the number of time slots that each SS will be allowed to transmit.
This information is broadcast by the BS through the uplink map message (UL-
MAP) at the beginning of each frame. After receiving the UL-MAP, each SS
knows how long and when it can send data.

In the IEEE 802.16 scheduling architecture, two modules (The Admission
Control (AC) module and Uplink Packet Scheduling (UPS) module) reside in
the BS for supporting QoS. The AC module handles connection establishments
including handshaking connection requests and responses on starting a commu-
nication between a SS and BS. On the connection establishment time, bandwidth
allocation is performed between the BS and the SS. When the SS requests band-
width based on its backlogged traffic, the UPS module in the BS sees the request
on per station basis and then grants the requested bandwidth to the SS. This
type of bandwidth association is called GPSS mode. The standard specifies an-
other bandwidth association scheme called GPC mode. If GPC mode is used,
the BS grants bandwidth per connection so that it guarantees the QoS. So the
SS scheduler does not need to maintain QoS among its connections and control
for sharing the bandwidth among the connections for fairness. Thus, we assume
GPSS scheme is used in this system.

The UPS lets the flows that destined to the same destination have the same
connection ID in the SS. The connection classifier in the SS classifies data packets
with each connection ID and let all packets generated from application layer get
into the proper queue. Then the scheduler of the SS picks up the data packet
from the queues and transmits it in the appropriate time slots as indicated in
the UL-MAP sent by the BS [6]. Based on this architecture, the IEEE 802.16
standard [2] defines the following four categories of service flows to fulfill each
flow’s various QoS requirements.

Unsolicited Grant Service (UGS): This service is designed for supporting
constant bit-rate real-time flows such as voice over IP. To service this kind
of traffic, the BS provides fixed size unsolicited data grants on a periodic
basis.

Real Time Polling Service (rtPS): The rtPS is for real-time VBR-like flows
that generate variable bit-rate data in a period such as MPEG video. The ap-
plications belong to this category receive specific bandwidth for not missing
deadline.

Non-Real Time Polling Service (nrtPS): This service supports for non-
real time flows which are variable size data and requires delay-tolerant data
stream service, such as servicing high bandwidth FTP. The nrtPS offers
periodic timely unicast request opportunities, so the SS should contend to
request bandwidth to the BS.

Best Effort (BE) Service: The service BE is for best effort traffic such as
HTTP. There is no QoS guarantee. The applications of this category receive
the remained bandwidth after the bandwidth is allocated to the previously
mentioned three service flows.
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Fig. 1. The architecture of one-level scheduling scheme

3 Proposed Scheduler Architecture

3.1 Normal Scheduler: One-Level Scheduling Scheme

To fulfill various QoS requirements of flows, a scheduling algorithm is required to
schedule packets among multiple flows. The general scheduling algorithm, such
as SCFQ [7], EDF [8, 9], etc., has one criteria to set a priority of each packet.
Therefore one-level scheduling scheme, which is shown in Figure 1, treats all flows
equally no matter which class they belong to. The scheduling algorithm used in
one-level scheduler has multiple queues and, in general, one queue corresponds to
one service flow. But if the scheduler makes one queue whenever new connection
is established (one queue per one service flow), the queue management operation
may lead to much overhead at the SS. To reduce this overhead, we can use a static
queue allocation method. Because the IEEE 802.16 defines only four classes of
service flows, it is enough to the scheduler with four queues (one queue per one
service class). In this paper, we consider the two cases and refer them to as flow
queue structure and class queue structure, respectively.

There are tradeoffs between the flow queue and class queue. If a scheduler
uses a flow queue structure, the queue management operation may cause much
overhead. But the priority of packets of each flow is not affected by other flows
because all packets in the same queue belong to only one flow. Therefore a sched-
uler can guarantee fairness among all flows. As you can see in Figure 1(a), all
flow queues are treated equally without discriminating a flow’s priority when the
scheduler selects a packet to transmit. If the flows have similar characteristics,
it has no problem to use traditional scheduling algorithm. However, if the type
of flows is different, the traditional scheduling algorithm may not schedule prop-
erly because of its lack of scheduling criteria. The class queue divides incoming
packets into four categories based on their service classes. When a packet arrives
at MAC layer, the packet is inserted into an appropriate queue among four class
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queues (see Figure 1(b)). The static allocation of queues can reduce the queue
management overhead, but the packets of flows that belong to the same class are
inserted into one queue. Therefore an early arrived packet is served earlier than
other packets within the same class queue, and the scheduler cannot guarantee
fairness among flows belong to the same class.

In these two queue architectures, the scheduler cannot satisfy QoS require-
ments of each flow, because the scheduling algorithm has only one criteria but
flows have different characteristics and QoS requirements. For example, there
are two flows: a rtPS class flow requiring guaranteeing service delay bound, and
a nrtPS class flow. Suppose that the one-level scheduler uses the SCFQ schedul-
ing algorithm and a class queue. When a packet arrives at queues, the scheduler
classifies a class of the packet, calculates its weight, and inserts it into an appro-
priate class queue. But the SCFQ algorithm does not consider a delay and delay
variation of flows, and thus it cannot guarantee a delay bound requirements of
flows belong to the rtPS class. When the EDF algorithm is applied, it cannot
guarantee a required bandwidth of flows belong to the nrtPS class because it
has no methods to guarantee bandwidth. In the class queue structure, the EDF
algorithm also cannot guarantee the delay bound of flows belong to same class
because all packets on same class are inserted into one queue. If the flow queue
is applied, the problems stated above except guaranteeing delay bound among
flows belong same class in EDF algorithm, cannot be solved.

3.2 Efficient Scheduler: Two-Level Scheduling Scheme

The two-level scheduling scheme is designed for serving packets as well as satisfy-
ing specific QoS requirements of each flow. The two-level scheduling scheme can
support various QoS requirements of each flow using a hierarchical scheduler ar-
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chitecture. As you can see in Figure 2, two level scheduling scheme consists of ag-
gregate scheduler and four class schedulers. The aggregate scheduler distributes
bandwidth to each class scheduler when the BS allocates bandwidth to the SS.
When the class scheduler receives bandwidth from the aggregate scheduler, it
can serve packets of its flow queues in order of class priority. The class scheduler
uses flow queue for classifying packets and various scheduling algorithms can be
applied to each class scheduler. In each class scheduler, the two-level schedul-
ing scheme chooses an efficient scheduling algorithm which can guarantee QoS
requirements of each service class. Therefore, the two-level scheduling scheme
has multiple scheduling criteria and schedules well packets based on appropriate
QoS requirements per class. In each class scheduler, the backlogged packets have
similar QoS properties and constraints, and the class scheduler only schedules
flows having similar QoS constraints. Therefore the flows of each service class
can receive more fair scheduling service than the one-level scheduling scheme.
The aggregate scheduler distributes bandwidth to each class with proportional
ratio based on class priority and the amount of backlogged packets in each class.

3.3 Considering the Aggregate Scheduler

Each class scheduler only transmits packets to the BS based on the allocated
bandwidth from the aggregate scheduler. If a class scheduler does not receive
sufficient bandwidth from the aggregate scheduler, it may not guarantee the
QoS requirement. Therefore the distributing methods of the aggregate scheduler
should be carefully designed. For efficient distributing of allocated bandwidth
from the BS, the aggregate scheduler should know the amount of backlogged
packets of each class scheduler. Because the class scheduler knows the amount
of backlogged packets in its queues, the aggregate scheduler retrieves that value
from the class scheduler before it distributes the bandwidth.

One possible distribution method is that the aggregate scheduler provides an
opportunity for using bandwidth to the UGS class scheduler first. After serving
all backlogged packets of the UGS class, the remaining bandwidth is distributed
to the rtPS class scheduler. After that, the remaining bandwidth is distributed
to the nrtPS and BE class scheduler. Using this distribution method, aggregate
scheduler differentiates each class based on the priority of service classes. This
method is simple but rtPS or nrtPS flows may not receive sufficient bandwidth.
Another possible method is that the aggregate scheduler divides bandwidth into
four pieces to satisfy proportional fairness of service classes, and distributes each
bandwidth piece to each class scheduler. This method can prevent the starvation
of a relative low priority class such as the nrtPS. We compare the performance
of these two distribution methods by simulation in the following section.

4 Performance Evaluations

4.1 Simulation Environments

We use a simulation to investigate the effect of scheduling architectures (one-level
vs. two-level) and types of queue (flow queue vs. class queue). We implement a
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simulator using the C programming language including a BS module, a SS mod-
ule, a network module, etc. In the BS module, we use a simple round-robin
scheduling algorithm to allocate a requested uplink bandwidth because we focus
on the efficiency of the scheduling architecture in the SS. The BS module also
manages all SSs in its cell and we evaluate the performance of scheduling archi-
tectures in one of SSs. When the BS module allocates a requested bandwidth,
the SS sends packets according to its scheduling algorithms. In this paper, we use
the SCFQ and EDF algorithms in one-level and two-level architectures because
of their simplicity and efficiency. Therefore, we also implement the SCFQ and
EDF algorithms. We assumed that the size of a queue is unlimited, so there is
no packet drop caused by the buffer overflows. In the channel model, we assume
that the channel is static and the QPSK modulation scheme which is the default
modulation method in the IEEE 802.16 uplink packet transmission is used.

We compare the performance of each scheduling architecture when there are
10 SSs in the cell. A SS has multiple uplink flows belong to each service class.
In this simulation, we set the number of flows at each SS is 4 (one flow per
one service class) or 8 (two flows per one service class). The simulation runs
during 60 simulation seconds, and five simulation results are averaged. In one-
level scheduler, we use SCFQ and EDF algorithms with flow and class queues
(SCFQ-Flow, SCFQ-Class, EDF-Flow, EDF-Class). In two-level scheduler, the
FIFO algorithm is used in the UGS and BE class scheduler, and the EDF and
SCFQ algorithms are used in the rtPS and nrtPS class scheduler. In the aggregate
scheduler, a priority based distribution method (Two-Level) and a proportional
fair distribution method (Two-Level-Fair, which distributes the bandwidth to
rtPS and nrtPS class scheduler with 2:1) are used. Therefore the performances
of 6 scheduler architectures are compared in this simulation.

The performance metrics of our simulation results are the aggregate and ef-
fective throughput. The aggregate throughput is a cumulative throughput. The
effective throughput is an amount of packets which is meaningful at the re-
ceiver. When the SCFQ algorithm is used to schedule packets belong to a rtPS
class, packets which arrive at queues lately, may remain in the queue because
of limited bandwidth. In this case, remaining packets are transmitted at next
allocated frame from the BS. However, if these packets do not arrive at the re-
ceiver in the required delay bound, they are just dropped and thus waste wireless
bandwidth. We refer this wasted bandwidth to useless throughput, and the ef-
fective throughput is derived from subtracting the useless throughput from the
aggregate throughput.

4.2 Simulation Results

Figure 3 shows the throughputs of rtPS and nrtPS traffics when there are 4 flows
in the SS. During our simulation, the compared scheduling algorithms can serve
UGS traffics well, so we do not include the throughput results of UGS traffics
in this paper. Also, because the traffics of the BE class have no requirements of
QoS, throughput results of the BE class are not included. Figures 3(a) and 3(b)
show the aggregated throughput of rtPS and nrtPS traffics in one flow per one
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(b) Aggregated throughput of nrtPS traffics
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(c) Effective throughput of rtPS traffics
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(d) Effective throughput of nrtPS traffics

Fig. 3. Throughput of rtPS and nrtPS traffics (4 flows)

class case. When there is one flow per class, the class queue and flow queue is
the same. Therefore, plots of the SCFQ-Class and SCFQ-Flow, EDF-Class and
EDF-Flow are overlapped.

Comparing the throughput between two traffics, we can see that the two-
level scheduler achieves the highest throughput for the rtPS traffics, but lowest
throughput for the nrtPS traffics. This means that all the remaining bandwidth
is used for serving rtPS traffics after serving UGS traffics. However, the two-
level-fair can efficiently share the remaining bandwidth between rtPS traffics
and nrtPS traffics. We also derive the useless throughput of each scheduler,
but do not include in this paper. In the useless throughput plots, we can see
that there are no useless throughput in two-level and two-level-fair schedulers.
This means that the two-level-fair scheduler efficiently distributes the allocated
bandwidth to rtPS and nrtPS traffics with no throughput degradation.

The SCFQ based algorithm (SCFQ-Class and SCFQ-Flow) uses the weighted
sharing of the allocated bandwidth from the BS. In our simulation, the SCFQ
uses the same weight to each service class. When the application generates more
data than the scheduler can serve, data packets are stored in the queue of the
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(a) Aggregated throughput of rtPS traffics
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(b) Aggregated throughput of nrtPS traffics
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(c) Effective throughput of rtPS traffics
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(d) Effective throughput of nrtPS traffics

Fig. 4. Throughput of rtPS and nrtPS traffics (8 flows)

SS and served at the next interval. In this case, many data packets experience
much delay resulting drops at the destination because the delay constraints of the
rtPS traffics are violated. But the SCFQ-based algorithm just sends data packets
in enqueuing order because there is no delay consideration in the SCFQ-based
algorithm. So we derive the effective throughput results as shown in Figures
3(c) and 3(d). The effective throughput is derived by subtracting the useless
throughput from the aggregated throughput. In these figures, we also know that
the two-level-fair scheduler can efficiently use the bandwidth sharing between
rtPS and nrtPS traffics although the throughput of rtPS traffics is lower than
the two-level algorithm.

Figure 4 shows the aggregate and effective throughput of rtPS and nrtPS traf-
fics when there are 8 flows. In Figures 4(a) and 4(b), the aggregate throughput of
rtPS traffic in the two-level scheme is almost same as that of two-level-fair, but
the aggregate throughput of nrtPS traffic in the two-level scheme is almost zero.
In Figures 4(c) and 4(d), we can see that the effective throughput of rtPS traffic
in the two-level-fair scheme is almost same as that of two-level, and the two-
level-fair scheme also can support the nrtPS traffic much well than the two-level
scheme.
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5 Conclusions

The IEEE 802.16 defines four service classes, USG, rtPS, nrtPS and BE. To guar-
antee the required QoS of these classes, the SS and BS should have a scheduling
architecture and algorithm which are not defined in the standard.

In this paper, we propose two types of scheduling architectures: One-level
scheduler and Two-level scheduler. Between them, the two-level scheduler can
provide more organized QoS service than the one-level scheduler. Adapting these
architectures makes scheduler control efficiently all types of traffic defined in the
IEEE 802.16. We evaluate the proposed scheduling architecture by simulation.
The results of the simulation show that the proposed scheduler can use the band-
width efficiently than other schedulers. In the two-level scheduler, the bandwidth
distribution method of the aggregate scheduler is a critical factor on the perfor-
mance and should be carefully designed.
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Abstract. This paper provides a survey of searchable, peer-to-peer file-
sharing systems that offer the user some form of anonymity. We start
this survey by giving a brief description of the most popular methods
of providing anonymous communication. These include the Ants proto-
col, Onion routing, Multicasting, MIXes and UDP address spoofing. We
then describe a number of implemented systems based on one, or a com-
bination of, these methods. Finally, we discuss possible attacks on the
anonymity of these systems and give examples of particular attacks and
defences used by the systems we describe.

1 Introduction

File-sharing is a hot topic in academic circles, in the open source community
and in the media, but there has been very little exchange of ideas between
these groups. There are a number of peer-to-peer systems that offer some kind
of anonymity. However, when talking about anonymous systems it is vital to
be precise about what is anonymous, from whom, under what conditions, and
exactly how anonymous. In this paper we discuss both the theory of anonymity
and the implemented file-sharing systems.

The majority of anonymous peer-to-peer systems are “friend-to-friend” net-
works. These are peer-to-peer networks in which each peer (node) only connects
to a small number of other, known nodes. Only the direct neighbours of a node
know its IP address. Communication with remote nodes is provided by sending
messages hop-to-hop across this overlay network. Routing messages in this way
allows these networks to trade efficient routing for anonymity. There is no way
to find the IP address of a remote node, and direct neighbours can achieve a
level of anonymity by claiming that they are just forwarding requests and files
for other nodes. These systems offer anonymity against an attacker that is a
single node inside the system and that is looking for the IP address of someone
who is searching for, or offering, a file.

In these systems every node has a pseudo address that can be used for com-
munication. It is easy to find the pseudo address of any node that is sending or
receiving a file, but it is hard to link these pseudo addresses with the node’s real
IP addresses. Furthermore, a node may stop using a pseudo address at anytime,
independently make a new one or even have more than one.

T. Enokido et al. (Eds.): EUC Workshops 2005, LNCS 3823, pp. 744–755, 2005.
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There is a danger that the attacker will be able to link the pseudo address
and the IP address of their direct neighbours, and thus find out which files the
neighbour is requesting or offering. Some systems contain faults that leak this
information while others allow an attacker to be up to 50% certain of their
neighbour’s pseudo address. This is more of a problem than it seems because, in
the interests of growing the network, most systems make it easy for anyone to join
at any point. It would be possible for an attacker to try random IP addresses
until it finds someone running the protocol, and then negotiate a connection.
None of the current systems try to make it hard for an attacker to work out
whether or not someone is running the file-sharing software.

The level of anonymity a system offers usually degrades as more attackers
join the network. Successful attacks are much easier if the attackers can choose
where they join a system, particularly if they can surround a node. If the attacker
knows how the peers are connected to each other, the systems offer very poor
protection. There is also poor protection against attacks based on measuring
the time a node takes to respond. Most systems offer no protection against an
attacker that can observe all network communications, although it is possible
that a MIX [Cha81] based file-sharing system could be effective.

In Section 2, we detail a number of theoretical ideas and protocols that form
the basis for most types of anonymity. Section 3 catalogues implemented peer-
to-peer systems that offer some kind of anonymity. We pay particular attention
to systems that allow for anonymous searches and file downloading. We present a
number of possible attacks against anonymous file-sharing systems in Section 4.
The two most potent attacks against the current batch of implemented systems
seem to be the use of multiple attackers - especially when used to surround a
node - and time-based, statistical analysis attacks.

There are many interesting social, legal and economic issues related to anony-
mous peer-to-peer systems; too many to be covered in this survey. Many of these
issues also lie outside the field of computer science. A collection of papers on
these issues can be found at http://www.inf.tu-dresden.de/∼hf2/anon/. A
longer, more detailed version of this paper is available online.

2 Theoretical Background

When we design or analyse an anonymous system we must define what we mean
by “anonymous”. Generally speaking, our purpose is to hide the relationship be-
tween an observable action (for example, a message sent across a public network)
and the identity of the users involved with this action. Some questions that im-
mediately arise are “Which identity do we want to hide?”, “From whom?” and
“To what extent?”. The answers to these questions lead to different notions of
anonymity.

The main agents involved in file-sharing are the sender, who initiates a search
for a file, and the responder or receiver who answers the search query and pro-
vides the file. In peer-to-peer networks these agents are communicating through
a number of nodes which forward the request and possibly the search data. A
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global attacker is considered to have access to all messages that are sent over the
network. These definitions lead to the following kinds of anonymity.

– Sender anonymity to any node, the responder or a global attacker.
– Responder anonymity to any node, the sender or a globel attacker.
– Sender-responder unlinkability to any node or a global attacker.

It may also be useful to consider an attacker that is a combination of a global
attacker, sender, receiver and any number of nodes inside the system. Pfitzmann
and Hanse [PK04] provide an extended discussion on this topic. Considering the
level of anonymity provided by a system, Reiter and Rubin [RR98] provide the
following useful classification:

Beyond suspicion (BS) From the attacker’s point of view, the detected user ap-
pears no more likely to have originated the action than any other node.

Probable innocence (ProbI) From the attacker’s point of view, the detected user
appears no more likely to have originated the action than to not to have.

Possible innocence (PossI) From the attacker’s point of view, there is a nontriv-
ial probability that the detected user did not originated the action.

The following table gives a general idea of the anonymity provided by the
methods discussed in the rest of this section. In many cases only a rough estimate
of the anonymity guarantees is given in the corresponding papers, and the notions
examined are not always the same.

Anonymity Ants MixesCrowds Onion DC-netsMultiSpoofedFreenet
theories Routing -cast UDP

S. anon. to G.A. No No No No/BS BS No No No
R. anon. to G.A. No No No No BS BS No No
S. anon. to R. ProbI BS BS BS BS No ProbI ProbI
S. anon. to N. ProbI No ProbI No/BS BS No ProbI ProbI
R. anon. to S ProbI No No No BS BS No No
R. anon. to N. ProbI No No No BS BS No No

S.-R. unlink. to N. ProbI BS ProbI BS BS BS ProbI ProbI
S.-R. unlink. to G.A. No BS No BS BS BS No No

The Ants protocol [GSB02] was designed for ad-hoc networks, in which nodes
do not have fixed positions. In this setting, each node has a pseudo identity which
can be used to send messages to a node, but does not give any information
about its true identity. In order to search the network, a node broadcasts a
search message with its own pseudo identity, a unique message identifier and a
time-to-live counter. The search message is sent to all of the node’s neighbours,
which in turn send the message to all of their neighbours until the time-to-live
counter runs out. Upon receiving a message, a node records the connection on
which the message was received and the pseudo address of the sender. Each node
dynamically builds and maintains a routing table for all the pseudo identities
it sees. This table routes messages addressed to a pseudo identity along the
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connection over which the node has received the most messages from that pseudo
identity. To send a message to a particular pseudo identity, a node sends a
message with the pseudo identity as a “to” address. If a node has that pseudo
address in its table, it forwards the message along the most used connection.
Otherwise, it forwards the message to all its neighbours.

There exists no published anonymity analysis of the Ants protocol. It is widely
believed that the Ants protocol provides probable innocence if a proper proba-
bilistic time-to-live counter is used.

Onion routing is a general-purpose protocol [SGR97] that allows anonymous
connection over public networks on condition that the sender knows the public
keys of all the other nodes. Messages are randomly routed through a number of
nodes called Core Onion Routers (CORs). In order to establish a connection,
the initiator selects a random path through the CORs and creates an onion, a
recursively layered data structure containing the necessary information for the
route. Each layer is encrypted with the key of the corresponding COR. When a
COR receives an onion, a layer is “unwrapped” by decrypting it with the COR’s
private key. This reveals the identity of the next router in the path and a new
onion to forward to that router. Since inner layers are encrypted with different
keys, each router obtains no information about the path, other than the identity
of the following router.

There are two possible configurations for an end-user. They can either
run their own COR (local-COR configuration) or use one of the existing ones
(remote-COR). The first requires more resources, but the second provides better
anonymity.

Onion routing has also been adaped to a number of different settings. The
table gives the values for original Syverson, Goldschlag and Reeds version discuss
here, the two values of sender anonymity correspond to the remote-COR (left)
and local-COR (right) configurations.

Freenet [CSWH01] is a searchable peer-to-peer system for censorship re-
sistant document storage. It is both an original design for anonymity and an
implemented system. While it does not aim to hide the provider of a particu-
lar file it does aim to make it impossible for an attacker to find all copies of a
particular file. A key feature of the Freenet system is that each node will store
all the files that pass across it, deleting the least used if necessary. A hash of
the title (and other key words) identifies the files. Each node maintains a list
of the hashes corresponding to the files on immediately surrounding nodes. A
search is carried out by first hashing the title of the file being searched for, and
then forwarding the request to the neighbouring node that has the file with the
most similar hash value. The node receiving the request forwards it in the same
way. If a file is found, it is sent back along the path of the request. This unusual
search method implements a node-to-node broadcast search one step at a time.
Over time it will group files with similar title hash values, making the search
more efficient.

Return Address Spoofing can be used to hide the identity of the sender.
The headers of messages passed across the Internet include the IP address of
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the sender. This address is not used by routers, so it does not have to be cor-
rect. The Transmission Control Protocol (TCP) uses this return address to send
acknowledgements and control signals, but the User Datagram Protocol (UDP)
does not require these controls. Simply by using the UDP protocol and enter-
ing a random return address, a sender can effectively send data and hide their
identity from the receiver. Without the controls of TCP, packets are liable to
loss or congestion. However, if the receiver has an anonymous back channel to
communicate with the sender, it can use this to send control signals. A problem
with UDP-spoofing is that such behaviour is associated with wrongdoing, and
so it is often prohibited by ISPs.

A Broadcast can be used to provide receiver anonymity by ensuring that
enough other people receive the message to obscure the intended recipient. A
broadcast can be performed in an overlay network by having each node send
a message to all of its neighbours, which in turn send it to all of their neigh-
bours, and so on. If a unique identity is added to the message, nodes can delete
reoccurrences of the same message and stop loops from forming. In large net-
works it may be necessary to include some kind of time-to-live counter to stop
the message flooding the network. In anonymous systems this counter is usually
probabilistic. One of the most useful methods of broadcasting is Multicasting
[Dee89].

Crowds is an anonymous protocol for web-transactions proposed by Reiter
and Rubin [RR98]. This protocol involves a group of users, called a “crowd”, each
of whom wants to communicate with a corresponding web server but without
revealing his identity. The idea is to randomly route each message through the
crowd until one member of the crowd decides to pass it to the server. This
ensures that neither the receiver nor the nodes in the system can tell who sent
the message. This system requires all nodes to be connected to all other nodes,
and so it scales badly to larger networks.

MIXes [Cha81] provide anonymity by forwarding messages from node to
node, but instead of forwarding each message as it arrives, the nodes wait until
they have received a number of messages and then forward them mixed up. When
done correctly this can hide the sender and the receiver, as well as sender-receiver
linkablity from an attacker that can see the whole network. This can be done
without requiring all of the nodes to consistently broadcast packets. One draw
back is that each node has to hold a message until it has enough messages to
properly mix them up, which might be difficult in a file-sharing system due to the
asymmetrical nature of downloading files. There are many different kinds of MIX
systems. The values given in the table are for the classical Mixes described here,
in which end-users do not perform mixing themselves, but they communicate
with a mix node in order to send a message. Protection between the mix nodes
is better.

DC-nets [Cha88] and XOR-trees [DO00] use the XOR of combinations of
messages. These methods provide prefect anonymity by requiring all members
of the system to broadcast in every time slice.
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3 Implemented Anonymous Systems

This section discusses implemented and publicly available systems for searchable,
anonymous peer-to-peer file-sharing. The following table summarises the systems
discussed in the section.

The development of real anonymous peer-to-peer systems can be more trou-
blesome than one would at first suspect. A case in point was an anonymous
peer-to-peer system known as “Winny”. The author of this system pushed it
as a truly anonymous file-sharing system and file-sharers who wished to swap
movies quickly picked it up. While the specification of the system was never fully
released, there was soon firm evidence that the system did not really guaran-
tee anonymity, as police arrested two of the system’s users and charged them
with copyright theft. Shortly after this, the author of the software, who was a
researcher in the Computer Science Department of Tokyo University, was also
arrested and charged with aiding and abetting copyright theft [Ley04].

Mute, ANTS and Mantis [BASM04] implement the Ants protocol. Mute
uses a three-stage probabilistic time-to-live counter to avoid flooding the net-
work. The time-to-live is reduced by a value proportional to the number of
results found at a node and the number of connections the search message is
forwarded to. This stops a node being flooded with too many responses, while
allowing searches for less common files to go further. However, analysis of the
counter may allow a statistical attack. Another point of interest in Mute is that
all the probabilistic choices are fixed when a node starts running. This protects
against statistical attacks by ensuring that the repetition of the same action
yields no new information to the attacker.

Ants does not use a time-to-live counter. Instead, there is a chance that a
packet will be dropped at any time. The Ants routing algorithm may send re-
sponding packets along more than one path, which leads to faster file downloads.

Name Based on Website or Paper
Ants Ants http://antsp2p.sourceforge.net
AP3 Crowds [MOP+04]
APFS Onion routing [SLS01]
Entropy Freenet http://entropy.stop1984.com
Free Haven Secret sharing and MIXes [DFM00]
Freenet Freenet [CSWH01]
GNUnet MIXes http://gnunet.org/
I2P Onion routing http://www.i2p.net/
Mantis Ants and UDP spoofing [BASM04]
Mute Ants http://mute-net.sourceforge.net
Nodezilla Freenet http://www.nodezilla.net
Napshare Ants http://napshare.sourceforge.net
Tor Onion routing [DMS04]
SSMP Secret sharing and onion routing [HLX+05]
Waste Friend-to-Friend http://waste.sourceforge.net



750 T. Chothia and K. Chatzikokolakis

Mantis allows the searcher to exchange anonymity for download efficiency.
Anonymous communication is used to search for files and to send control signals,
while the data can be sent directly from the server to the client using return
address spoofed UDP. To protect against attackers surrounding a node, Mantis
uses a “Blender” to control access to the system.

Anonymous Peer-to-peer File-Sharing (APFS) [SLS01] is a searchable
system with responder and sender anonymity. It is based on Onion Routing, with
the addition of volunteer nodes that will act as proxies. Centralised servers are
necessary to handle the searches. When a node is willing to share a file, it first
picks an anonymous proxy and sends that proxy an onion route and a random
identity. The node then sends the server the names of the files it is willing to offer,
the name of the proxy and the random identity used to identify the connection.

Free Haven [DFM00] is an anonymous publishing system. It is made up
of a number of servers - known as servnets - which agree to store and provide
documents for anyone. The identities of these servnets are publicly known. All
communications are made over an external MIX-based communication layer.
When a publisher wants to publish a file on Free Haven it breaks it into a
number of parts using Rabin’s information dispersal algorithm and sends each
part to a different servnet. When a reader wants to download a file it must first
find the hash of the file it is searching for and send this to a servnet. The servnet
broadcasts the request to the other servnets, which then sends the pieces of the
file to the reader.

The WASTE peer-to-peer system carefully controls which nodes may join the
network. It is aimed at networks of 10-50 nodes and provides strong anonymity
guarantees on condition that no one allows an attacker to join the network.
Messages sent between nodes are encrypted, and idle nodes send dummy traffic,
making traffic analysis attacks harder.

Nodezilla is an anonymous transport layer that uses the Everlink protocol.
This protocol implements a version of Freenet in which both nodes and objects
have identities, and requests are routed to nodes with the closest identity to
the requested object. Unlike Freenet, when a node receives a packet and cannot
forward that packet to another node, it assumes that it is the packet’s intended
recipient. As with Freenet, nodes cache copies of the data sent across them. So,
after a node forwards a file to its neighbour, the neighbour will know that the
node is offering that file for download.

GNUnet is a searchable peer-to-peer file-sharing network whose transport
protocol, called GAP is based on MIXes. In GAP, a user can choose to trade
anonymity for efficiency by stopping the MIX nodes from rewriting the reply
address of each message. GAP also uses an economic system where each request
counts towards a node’s allocated credit. An analysis of GNUnet together with
some possible attacks can be found in [Küg03].

I2P is a network layer that allows applications to communicate anonymously.
I2P uses a technique called garlic routing, based on onion routing, in which the
sender defines the path for outgoing messages and the recipient defines the path
for incoming messages. Any of the intermediate nodes can inject a number of
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hops before forwarding the message to the next peer. Another feature of I2P is
that applications can select a tradeoff between latency and anonymity by adjust-
ing some parameters of the protocol, such as the number of hops in their tunnels.

AP3 [MOP+04] is a peer-to-peer overlay network which provides anonymous
message delivery, anonymous channels and secure pseudonyms. It uses the same
technique as Crowds but it is built on top of the Pastry [RD01] network. In
Pastry random delivery is possible without knowledge of the whole network. A
user can choose a random key and the network can deliver the message to the
node which is “closest” to the key. AP3 does not have a built-in search, but as
it supports anonymous multicasting one could be implemented.

Tor [DMS04] is an unsearchable transport layer system that uses Onion Rout-
ing. With care, it is possible to make standard file-sharing applications anony-
mous by running them over the Tor network. The Azureus BitTorrent client, for
instance, provides the option of running over Tor. Responder anonymity is not
part of the basic system, but it is made possible by “rendezvous points”.

Han et al. [HLX+05] have designed a file-sharing system based on Shamir’s
secret sharing scheme called the Secret-Sharing-based Mutual anonymity
Protocol (SSMP). It requires a search to be broadcast to all nodes, and for
some messages to be forwarded randomly until they reach their goal, so the
system scales badly to larger networks.

There are also a number of other anonymous peer-to-peer systems such as
Share, Rodi or UDPP2P. Unfortunately, they lack proper documentation, so
it is hard to assess their merit.

4 Possible Attacks Against Anonymous P2P Networks

The attacker in a peer-to-peer system may be the sender, the responder, any
node in the system or an outsider. The usual goal is to find out who the sender
or responder is, or what they are transferring. Alternatively, we can consider a
global attacker who can see the whole network, with the additional goal of linking
the sender and receiver. Attacks can become much more effective if there are a
number of attackers working together. If attackers can mostly surround a node,
in any system, they can usually degrade that node’s anonymity. Knowledge of
the network topology is also useful for an attacker. Just as many implemented
systems combine a number of the basic methods for anonymity, real attacks on
these systems may combine a number of the attack methods outlined below.

Time-to-Live Attacks: Time-to-live counters determine the maximum
number of hops for a message and are used in most peer-to-peer networks to
avoid flooding. If an attacker can send a request to a node with such a low time-
to-live counter that the packet will probably not be forwarded, any response
relieves that note as the responder. To avoid this problem, Mute, Ants, Freenet
and Mantis use probabilistic time-to-live counters. In these systems there is al-
ways a chance that a request will be forwarded to another node.

Nodes in closely connected networks will receive copies of the same packet
over each of its connections. If the attacker knows how the nodes are connected,
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it may be able to work out the pseudo address of certain other nodes from the
difference in the time-to-live counters of each of these copies.

There is also a time-to-live counter in the underlying Internet Protocol; In
systems based on UDP spoofing, such as Mantis, the IP time-to-live counter
could reveal some information about the sender.

Multiple Attackers or Identities: If attackers can make repeated connections
to a single node with different identities, the anonymity of that node is usually
lost. Some theoretical systems have complicated joining procedures to prevent
attackers surrounding a single node. However, most implemented systems do
not. This is one of the biggest security issues in up and running networks such
as Mute or Ants. Attackers can make repeated connections to the same node
and send that node a request for a file with an expired time-to-live counter. If
the request is forwarded it will most likely go to one of the attackers, so if the
attackers get any responses to their request they know it came from the node
under attack. Douceur [Dou02] points out that it is almost always possible for
a single attacker to assume a number of different identities, which he terms a
“Sybil” attack. Another example of the use of multiple attackers is the locking
or n − 1 attack [GT96] on a MIX that mixes n messages. Here n − 1 attackers
send a messages to a MIX node. The next message sent to the node then triggers
the MIX and can be traced, as it is the only message not known to the attacker.

One way to protect against this attack is to strictly control where a new node
may join a network. A different approach is to have all nodes connected to all
others, as in Crowds for instance. However, this tends to scale poorly to large
networks. Even with these preconditions most systems will loose anonymity if
the ratio of attackers to honest nodes gets too high.

Statistical Attacks: Any attacker can gather statistical data over time. Sys-
tems that are provably safe for a single run may reveal information about the
identities of their participants when all the observable messages of a longer run
are analysed for patterns.

An incorrect implementation of the Ants protocol search phase might call for
a node to make a probabilistic choice to forward or drop a packet every time it
receives one. While this would guarantee anonymity for a single run of the pro-
tocol, over time a node would be more likely to see requests with the identities of
its direct neighbours. Mute defends against these kinds of attacks by fixing the
probabilities of forwarding or dropping a packet when a node starts up. Hence,
a repeated request will result in exactly the same action every time and provide
no extra statistical information to the attacker. Another way to deal with this
attack is to ensure that probabilities are used in such a way that all actions are
equal likely. The nodes in Crowds forward messages to any other node in the sys-
tem rather than just their nearest neighbours. When a node repeats an action,
the message observable by the outsider is equally likely to come from any node.

If an attack can force a sender and a receiver to repeatedly re-establish a
connection, or can identify the sender or receiver from the contents of a data
stream, it may be able to gain the extra information it needs for a statistical
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attack. This is the case in both Crowds and Onion Routing, as shown by Wright
et al. [WALS01]. Shmatikov shows the same result for Crowds [Shm02] used
the Prism model checker. Back, Möller and Stiglic [BMS01] describe a traffic
analysis attack in the Freedom system. Raymond gives a good, but somewhat
dated, review of this area [Ray00].

Time-based attack: The time a responder takes to respond to a request may
indicate how far away the responder is from the attacker, or how many steps the
system took. Especially when combined with a statistical attack, this can provide
some information on the responder and help to compromise their anonymity.
Adding in artificial delays will help to mask these information leaks but at the
cost of performance (although, if implemented correctly the overall delay when
downloading a large file can be negligible). Levine et al. have looked at time-
based attacks and defences for Mix-based networks [LRWW04], much of which
could also be applied to file-sharing systems. Serjantov and Sewell [SS03] look
at time-based attacks for connection based systems.

Attacks as Nodes Leave or Join: If a node leaves a network it can no longer
send a signal. So, in a system using pseudo identities, if a node leaves the net-
work and the attacker still observes requests using a certain identifier, then the
attacker knows that the node that left cannot have had that identity. As more
nodes leave a network, the possible pool of nodes for a given long-lived iden-
tity will become smaller. In the same way, if an attacker sees n identities in a
network with n nodes, then observes a node join and searches messages with
a new identity, it is highly probable that the new identity belongs to the new
node. The best defence against this sort of attack is for the nodes to regularly
change their identities. As long as the life time of an identity is shorter than
the average time a node is a member of the system, the system should be safe.
Wright et al. [WALS03] describe passive logging and intersection attacks against
onion routing when nodes leave and join the system.

Denial of Service Attacks: A peer-to-peer system cannot be used for anony-
mous downloading if it cannot be used at all. Denial of service (DoS) attacks can
be particularly awkward when nodes can act anonymously, as this could mean
that the node performing a DoS attack could not be identified and removed
from the system. While anonymous systems cannot stop all DoS attacks, care
should be taken to ensure that their design does not make DoS attacks particu-
larly easy. Dumitriu et al. [DKK+05] have carried out an in depth study of DoS
attacks in non-anonymous peer-to-peer networks. An attacker may carry out a
DoS attack on another node in the Ants protocol by repeatedly broadcasting
search messages using the other node’s pseudo identity. If the attacker sends
more search messages than the node under attack, all messages and files sent
to the pseudo identity will be routed to the attacker. This could be avoided by
using an authentication key as a pseudo address and including a signature of the
message identity in the message. This way only the original user can generate
new messages.
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An attacker can gain a considerable advantage if it can use a targeted DoS
attack to knock out a single node. The attacker could then observe the effect
on communication of removing a node from the system, or it could remove a
number of nodes in order to reshape the network.

5 Conclusion

The implementations described here are all in the early stage of development,
so none of them provide the strong guarantees promised by the theoretical mod-
els. Currently, the advantage is on the side of the attacker. However, once the
systems mature, and provided there is sufficient interaction between theory and
implementation, real anonymity will be possible in a practical peer-to-peer file-
sharing system.

Interest in the field of anonymity and anonymous peer-to-peer systems has
grown rapidly. Papers on this subject are being published continuously; the Free
Haven project keeps a useful list of these at http://freehaven.net/anonbib.
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Abstract. This paper proposes a churn-resistant strategy designed on
top of a highly reliable P2P overlay network [1], with degree1 2Δ + 2,
where Δ is the degree of a De Bruijn digraph [2]. We show that when
each node in the network periodically retransmits only one KEEPALIVE
message to one of its neighbors in the network, any node’s failure can
be detected within an optimal timeout. As a major contribution, we
demonstrate that even in failure situations the lookup of any available
resource is achieved with the lowest possible maintenance overhead O(1)
along the shortest path of length DCMR = logΔ(N(Δ− 1)+Δ)− 1 with
N being the maximal number of nodes in the network.

1 Introduction

The proliferation of Internet-scale services and the advent of peer-to-peer (P2P)
applications for data sharing have brought about considerable attention to the
resource distribution and lookup problem in dynamic distributed computer en-
vironments such as P2P systems. An important characteristic of P2P systems is
the dynamic nature of their nodes, which are in a continuous process of “join and
leave”. The result is a topology changing network where resource management
issue is a highly challenging one.

Studies on dynamic graph theory [3] have shown that low-degree networks
suffer from network disconnection when even only one node is deleted. On the
other hand, networks of large degrees are indeed robust but susceptible to col-
lapse as some nodes collectively fail. Moreover, it is a fact that fast detection of
failures enables rapid recovery and contributes to keep the network in a stable
state. This means that the frequent retransmission of periodic information to
the neighborhood can significantly reduce the failure detection time. However,
frequent retransmission of presence information (also called KEEPALIVE mes-
sage in this paper) at high rate to neighbors would increase control overhead

1 The degree of a vertex Δ(x) is the number of vertices adjacent to x. The degree of
a graph G is ΔG = max {Δ(x), x ∈ V }. With G defined as G = (V, E), where V is
the set of vertex and E is the set of Edge of G.

T. Enokido et al. (Eds.): EUC Workshops 2005, LNCS 3823, pp. 756–765, 2005.
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in the network. Although several P2P proposals for churn management have
been proposed recently to deal with these issues [4, 5, 6, 7, 8], many fundamental
questions remain unanswered. Some of these are:

– How to conceive network maintenance strategies such that the deletion of a
node or a subset of nodes does not cause the network to become disconnected
or to collapse.

– How to choose the timeout for failure detection such that (i) the suscepti-
bility to use the alternative routing solution is kept low and (ii) the control
overhead and the message lost are minimized.

In what follows, we propose a churn-resistant strategy which responds to these
open questions. The strategy is to be deployed on top of a highly reliable P2P
network overlay, which is presented briefly in the Section 2. Interested readers
may refer to [1] for more details.

2 Overview of the Concentric Multi-ring Overlay (CMR)

The churn-resistant strategy presented in this paper is designed to detect and
recover failure in a P2P network based on the CMR overlay. For convenience,
we give an overview of the CMR network model in this section.

2.1 System Model

A CMR-based network is organized as a concentric multi-ring representation,
where each of the N nodes — N as
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Fig. 1. The Logical Representation of
Nodes on the Concentric Multi-ring Overlay

the total number of nodes in the sys-
tem — are interconnected with 2Δ+2
neighbors as shown in Figure 1. The
CMR representation consists of sev-
eral concentric rings, numbered with
ring identifier (RID) from 1 for the
innermost ring to Dmax for the outer-
most ring. Nodes on a ring with iden-
tifier D are interconnected so to form
a De Bruijn graph [2] with diameter
2 D and degree Δ. Each node in the
network is assigned an identifier (ID)
and each ring consists of ΔD nodes.
The node’s ID is a Δ-base number
with D digits; e.g the node x=213121
is a 4−base integer located on the
ring with identifier 6.

According to the dynamic behav-
ior of the P2P systems, the network can grow as necessary. Nodes always join
2 Diameter of a graph is defined as the minimum distance between the two most

distant nodes in the network.
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the overlay network on its outermost ring. The ring’s construction always be-
gins with the node x{init,D} having the lowest identifier on the ring; where
x{init,D} = xD−1xD−2...x1x0, with xi = 0 and i ∈ {0, 1, ..., D − 1}. The total
number of nodes in the network is at most Nmax = ΔD+1−Δ

Δ−1 with Δ > 1.
In this work, we choose to interconnect nodes on the same ring after the De

Bruijn principles owing to two reasons: (i) nodes in a De Bruijn network require
no more than Δ neighbors to ensure routing in the shortest path; (ii) the routing
distance between any two peers in a De Bruijn network is not longer than logΔ N
which is closer to the Moore bound [9] 3 than many other solutions based on
Distributed Hash Table like Chord (log N) for example. However, when nodes
join and leave continually in the system, there is a need to design management
strategy in order to resist to churn and continue to route along the shortest path.
The questions on how a failure is detected and how it is recovered, are detailed
later on in Section 3.

2.2 Routing Scheme

Routing in our CMR network is an extension of the De Bruijn routing, where each
node can forward a message toward its neighbor on the way to the destination.
Each node x in a CMR ring with identifier D has at most 2Δ + 2 neighbors,
where messages can be routed depending on the destination ID; these are (i)
the Δ nodes y = xD−1xD−2...x1β on the same ring; (ii) the Δ nodes y =
xD−1xD−2...x1x0β on the next outer ring; (iii) the node y = xD−1xD−2...x1
on the next inner ring; and (iv) the head node y = 0xD−1xD−2...x1 or y =
0xD−1xD−2...x2 if x is the ring contact node, with 0 ≤ β ≤ Δ − 1.

Each node x in the network maintains at most 2 tables:

– A routing table with the List 1 of pairs (NodeID, IP Address) for maintaining
information about the De Bruijn neighbors and the List 2 of pairs (NodeID,
IP Address) for maintaining information about the outer ring, inner ring
neighbors and the head node.

– A resource location table with the list of pairs (GUIDE, Provider’s IP Ad-
dress). Each resource is represented in the network with a Global Unique
IDEntifier (GUIDE) which is a Δ-base integer.

To route between any two peers x and y in the network, a next-hop is chosen
on-demand at each step on the way to the destination. Results in [1] show that
routing between any two nodes in the network can be achieved within at most
DCMR + 1 = logΔ(N(Δ − 1) + Δ) overlay hops.

2.3 Resource Distribution Scheme

The resource distribution scheme specifies how resources are distributed among
the peers in the network. Each node x on ring with ID Dx can place information

3 logΔ(N(Δ − 2) + 2) − logΔ−1 Δ with Δ > 2.
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about its resource R of length4 L at any node y = R ÷ ΔL−Dx on the same
logical ring with ID Dx and at any node y = R ÷ ΔL−Dx+1 on the next inner
ring5 with identifier Dx − 1. As the network grows, the resource placement is
extended to all nodes y = R ÷ ΔL−Dx−i, with i ∈ {1, 2, ..., Dmax − Dx} on the
outer rings. In this paper, node y indicates the ambassador of x for the resource
R in the network.

Lemma 1. For any resource R, each node in the network has at least 1 and
at most Dmax ambassadors in the network. Where N ≥ Δ and Dmax being the
total number of rings forming the network.

Proof. R ÷ ΔL−Dx is the ID of exactly one node on the same ring as x, when
N ≥ Δ. As the network grows, the outer rings are constructed and there is at
most one more node with ID equal to R ÷ ΔL−Dx−i when 0 < i < Dmax −Dx.
Thus, in a network with a total of Dmax rings, each node x has an ambassador
for its resource R on all the Dmax − Dx + 1 rings with ring identifier A, so that
A ≥ Dx − 1.

Hence, each node x has at most Dmax ambassadors in the network.

2.4 Resource Lookup Scheme

As resources are always distributed from the inner to the outer ring, a node z
on ring Dz looking for a resource R of length L = |R| provided by x sends a
resource lookup request to the node x̄ = R ÷ ΔL−Dz . With a high probability,
node x̄ knows x, a provider of R. The node x̄ and the node on the way to x
forwards the message to their outer ring until a possible node y is reached that
knows the provider of the resource R or until the provider itself is reached.

Theorem 1. Resource lookup in the network can find an ambassador of the
resource provider in at most DCMR hops.

Proof. If a resource R exists in the network, its furthest provider can be lo-
cated after at most DCMR + 1 forwarding hops as stipulated in Section 2.2.
If a provider is located on the outermost ring with identifier DCMR, then ac-
cording to Lemma 1 there is a node y on the ring with identifier DCMR − 1
which is ambassador for R. To route from any ring in the network to the ring
with identifier DCMR − 1, one needs at most DCMR hops. In conclusion, a node
y = R ÷ ΔL−DCMR+1 is reached after at most DCMR hops, which has a location
table entry with the resource R.

3 Network Maintenance

A CMR-based network is in a consistent state if and only if all the inner rings
are fully constructed and each node on the outermost ring knows its head node.
4 It is assumed that L > D.
5 ÷ is used for the division of two Δ-base integers.
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The head node of a node x is the node to which x regularly sends KEEPALIVE
message. In this manner, the nodes in the network must be able to detect node’s
failure in their neighborhood in order to start recovery procedure and bring back
the network to a consistent state.

3.1 Node Arrival

To join the network, a node must know the IP address of at least one node
already in the network — the so-called “network contact node”. In the following
description, we assume that a node x willing to join the network is aware of at
most one network contact node. In order to join however, the node x should: (i)
determine the identifier of the outermost ring and (ii) get a node’s ID from the
network.

Determine the actual outermost ring: A joining node x sends a “join request”
message to a network contact node, asking for the attribution of an ID on the
actual outermost ring. The “join request” message is routed to the node x{init,D}
on the outermost ring, which ensures that an ID is assigned to x. If the outermost
ring is full, then a new outer ring is created and x becomes the node x{init,D+1}
on that ring, else the newcomer is attributed an identifier in the middle of the
next larger space on the outermost ring. The operation of determining the actual
outermost ring may involve at most D nodes to forward the “join request”
message.

Determine the ID of a node joining the network: To better illustrate the node
joining procedure, let’s have a look of the abstract ring representation in form
of a tree in Figure 2.

To ensure an
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Fig. 2. Tree representation of the ring with RID = 3

even distribution
of keys at all times
in the system, the
outermost ring’s
contact node has
Δ − 1 branches with
well-defined branch
size. The branch size
decreases as a new node is inserted on the ring. The original size of a branch
is computed using the formula branchsize = ΔD−index−1

Δ−1 with index being the
position of the first occurrence of a non-zero digit from the left of the node’s ID;
for example the original size of the 3 branches of the node 020 is 1. After each
“join request” message, the outermost ring’s contact node forwards the message
to the branch that has the highest branch size and decreases the related branch
size by one. A new ring is created, if all the branches of the ring contact node
have a size being equal to zero. The head node is the node who sent the “join
invite” message to the newcomer node. Hence, after joining the system the
new node notifies its presence to its neighbors, distributes its resources, and
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collects notification messages received from others nodes to construct its tables.
After this, the node is connected and can request and exchange resources from
respectively with the rest of the network.

Each node joining the network generates one message to determine the ID of
outermost ring, one resource location message to distribute each of its resources,
and at most Δ + 1 messages to update its routing table. This makes a total
number of Δ + 3 messages involving at most D nodes for forwarding.

3.2 Failure Detection and Recovery

In order to keep the network in a consistent state, the failures of nodes due to e.g.
sudden or intentional departures should be detected, and their effect on message
routing and resource lookup operations in the network should be minimized.

Network Failure Detection: In order to still aware of the presence of their neigh-
bors, any node x on the logical overlay network informs after a time period T its
head node denoted as x head about its presence in the network. The choice of T
is conditioned by the dynamic pattern of the network. In this work, we consider
two cases of node departure in the network. When a node x voluntary leaves
the network, it informs a successor about its intention to leave. However, when
a node has been deleted from the network by a malicious actor for example,
its head neighbor must automatically detect its absence after a given timeout.
That is, when the head neighbor of a node x does not receive any message from
x after a timeout period Tout = f (T ), then x has probably crashed. The study
presented in [4] demonstrates that the choice of the timeout value Tout is a sig-
nificant factor for the network reliability and hence for the lookup latency under
churn. For our network simulation, we choose the style of timeout calculation as
in mature TCP works such as [10] for message retransmission during network
congestion. Hence, we choose

Tout = T +
AVG

2
+ 4 × VAR,

where AVG is the observed average round-trip time and VAR is the observed
mean variance of that time; T is derived from experimental network measurement
study of a KaZAa network [11]. That is, after each period Tout , if the head
neighbor does not receive any message from x, then the node is assumed as
probably failed. We say probably, because it may happen that x is still available
in the network but the link between x and x head is congested. In this work, we
assume that the absence of a KEEPALIVE message between two nodes x and
xhead is a sign that x has failed.

The Network Recovery Procedure: Once a node x head has detected the failure
of a node x, two operations are processed. First, node xhead sends a “route
obsolete message” to all the nodes, who know x as a forwarding hop. On re-
ceipt of a “route obsolete message”, nodes update their routing table. Secondly,
node xhead chooses a successor for the node x. Therefore, it sends a “choose
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successor” message to the outermost ring’s contact node, which forwards it to
the smallest leaf on the tree representation of the ring. The smallest leaf leaves
the outermost ring and replaces the failed node on the inner ring. Once on the
new ring with a new ID, the node subsequently informs its ongoing De Bruijn
neighbors on the same ring. It also informs its inner ring’s neighbor and its Δ
neighbors on the next outer ring about its new IP address. This stabilization
process enables the network to converge very fast and generates only 2Δ + 2
messages.

Further, the new node x chooses one ambassador for each of its resource.

3.3 Concurrent JOIN and LEAVE

We also study the complexity of concurrent join and leave events in the network.
The concurrent JOIN protocol is similar to the isolated JOIN protocol with

a difference on the join duration delay. That is, when k nodes want to join the
network simultaneously, their requests are processed subsequently and the join
request can be delayed.

The concurrent LEAVE protocol is a challenging issue which basically relies on
the isolated LEAVE protocol. After a malicious attack, several nodes on different
rings could detect failure of their neighbor. In any case, the failure detection is
done after a time t, with 0 ≤ t ≤ Tout . The recovery from a concurrent LEAVE
event is a successive processing of the isolated network recovery procedure.

Additionally, if a request reaches a deficient node before the recovery from
all failures is complete, the adaptive routing scheme is applied as described in
Subsection 3.4.

3.4 Static Resilience Scheme

The routing between any two nodes x and y in the network is a multi-hop
forwarding operation as shown in Section 2.2. However, the routing operation
presented there assumes that the network is in a consistent state and will conse-
quently fail to route packets to its destination when a neighbor z along the path
from x to y suddenly fails. To address this issue, we propose a static resilience
scheme which enables routing around the failure region.

When the computed next-hop node z is not available in the table, the message
is forwarded to the alternative node x̄ which is chosen as follows:

– If the message target y is a node on an outer ring and node z is on the same
ring than x, then x̄ is the neighbor of x on the next outer ring such that x̄
is the node closest to the node prefix (Dx̄ , y) in the ID-space6.

– Else x̄ is the head node

Theorem 2. Any resource request in the network is forwarded along the shortest
path to its destination, even at high rate of node failure.

6 prefix(i , y) returns the first i letters to the left of the word y.
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Proof. The static resilience scheme in this subsection ensures that a packet can
be routed around a failure region. Here, we choose the most optimal next-hop
for packet forwarding so that the routing operation as specified in Section 2.2
can still be applied. Additionally, we’ve shown that routing in the network is
always achieved along the shortest path in the consistent network state. Thus,
we can conclude that any request in the network is always forwarded along the
shortest path to its destination even in failure situations.

4 Performance Evaluation

In this section, we evaluate the CMR protocol by means of a network emulation.
The performance evaluation is given for high churn rate situation with little
or no congestion. Our findings are based on nearly real network conditions as
studied in [11]. We emulate a network of about 1300 nodes running on 7 SUN Fire
V210 machines with 2x1,0GHz UltraSPARC III 64 Bits with 2GB RAM; all the
machines are connected with each other over a Gigabit Ethernet. We simulate
node joining and leaving the network, resource distribution and resource request.
During the simulation, one node is inserted in the network each two seconds.
After the first five nodes have been initialized in the network, we start the churn
situation at the rate of one failure or one leave after each five joins. While the
network is growing, each node sends one KEEPALIVE message to its head node
at a rate of one per 10 seconds and requests one arbitrary selected resource every
15 seconds.

In the sequel, we discuss some measurements results.

Lookup Path Length: At high rates of churn at least 99.5 percent of the 194109
requested resources are found by the requesters. Figure 3(a) shows that each
successful lookup is achieved within DCMR = logΔ(N(Δ− 1)+Δ)− 1 hops and
compares the average path length of CMR against Chord [5]; this result reveals
that lookup in CMR is achieved within a lower path length than Chord at high
rate of churn.

Load Balancing: We show in Figure 3(b) that even when many nodes come and
go continually the available resources are fairly distributed between nodes in the
network. The Figure 3(b) shows that the average distribution of resources per
node is almost constant independently of the network size.

Routing Table Size: Figure 4(a) shows the evolution of the mean routing table
size per node in a network. The routing table size is limited to maximum 2Δ+2.

Failure Detection Delay and Recovery Delay: For our emulation, we set T = 10
seconds for sending regular KEEPALIVE message. The graph of Figure 4(b)
shows that the failure detection time mainly depends on T . The graph of Fig-
ure 4(b) also presents the failure recovery delay, which is the time spent from the
failure detection time until the recovery operation is complete. We can see that
the failure recovery time is very short, depending on whether the failed node
and the successor are on the same emulation machine or not.
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Fig. 3. (a) The average lookup path length of CMR with degree Δ = 3 compared to
Chord. (b) The average number of resources stored per node in a failure-prone growing
network.

5 Related Work

A plethora of different overlay networks with various interesting technical prop-
erties have been developed over the last five years [5, 8]. The protocols not only
aim at defining scalable overlay structure for fast lookup of resources in P2P net-
work environments but also address the failure resilience issue. In order to sup-
port resilience, they are mostly based on two principal classes of failure detection
algorithms: (i) the reactive approach, where the nodes only send KEEPALIVE
messages in data packets and (ii) the proactive approach, where the nodes peri-
odically send KEEPALIVE messages to their neighbors. The reactive approach
is generally used in the literature as an optimization of the active approach.
Thus, many proposals for P2P network resilience techniques such as [4, 6] rely
on KEEPALIVE techniques to detect failure of peers in the network. The study
of failure detection algorithms in [7] shows that the delay during failure detec-
tion is an important performance factor for resilience in P2P systems; thus, it is
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worth to minimize the detection time of a node’s failure. Moreover, in order to
minimize the delay until the detection of a failure in the network further, some
timeout calculation techniques are presented in [4].

6 Conclusion

We have presented a churn-resistant algorithm designed on top of a highly reli-
able concentric multi-ring overlay for management of large-scale highly dynamic
P2P systems. We have proposed a network maintenance strategy where each
node periodically retransmits only one control message to remain connected. A
major contribution of the strategy is its ability to enable network consistency
and resource lookup in at most DCMR = O(logΔ(N(Δ − 1) + Δ) − 1 overlay
hops even at high rate of churn with a lookup success percentage of about 99, 5.
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Building a Peer-to-Peer Overlay for Efficient Routing
and Low Maintenance
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Abstract. Most of current structured P2P systems exploit Distributed Hash Ta-
ble (DHT) to archive an administration-free, fault tolerant overlay network and
guarantee to deliver a message to its destination within O(logN) hops. While
elegant from a theoretical perspective, those systems face difficulties in a realistic
environment. Instead of building P2P overlays from a theoretical perspective, this
design tries to construct an overlay from the physical network. By combining dif-
ferent network topology aware techniques, a distinctive overlay structure closely
matching the Internet topology is created. The P2P overlay based on this structure
is not only highly efficient for routing, but also keeps maintenance overhead very
low even under highly dynamic environment.

1 Introduction

Most of current structured P2P overlays exploit Distributed Hash Table (DHT) to
archive an administration-free, fault tolerant overlay network and guarantee to deliver a
message to its destination within O(logN) hops.

While elegant from a theoretical perspective, DHT-based systems face difficulties in
routing efficiency and high overhead in a realistic environment. Although DHT designs
guarantee to solve a query within O(logN) hops, the previous study [1] has shown that
a significant fraction of nodes could be connected over high latency / low bandwidth
links. The presence of even one such slow logical hop on a logarithmically long path
is thus likely. This increases the overall cost of the lookup. Recent DHT designs have
tried to optimize routing by exploiting physical network information, however, latest re-
search [2] has pointed out that the latency of last few hops in a lookup still approximated
1.5 times the average round trip time under Proximity Neighbor Selection (PNS). The
situation will be worse under dynamic environment. As mentioned by Rhea et al. in [3],
for 1000 nodes system under modest churn rate, a Pastry system (FreePastry) failed to
complete 70% requests. While almost all lookups in a Chord system were completed,
the lookup latency increased more than 20 times.

In order to handle system churn, the node in the latest Pastry, Bamboo DHTChurn
system is designed to periodically detect its neighbors and share the leaf set with them.
The overhead of those operations is substantial. The bandwidth is about 1.8kps per
node, and the traffic is more than1.5TBytes daily for a 100,000 system, which is 7.5
times larger than the Gnutella system [4].

In order to build an efficient structured P2P overlay in a realistic environment, this
paper, from a different angle, proposes a new protocol. Opposite to current P2P designs,

T. Enokido et al. (Eds.): EUC Workshops 2005, LNCS 3823, pp. 766–775, 2005.
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our approach focuses on building the system overlay closely matching the physical
network. As a result, physical network characteristics, such as the power law of the
Internet, network locality among nodes and asymmetric throughput of major network
connections, are fully exploited. By a novel piggyback mechanism, the system subtly
integrates maintenance work into a common operation. As a result, the overhead of the
system maintenance is reduced to the minimum.

The rest of this paper is structured as follows. Section 2 presents the background
of the Internet topology and related techniques. Section 3 describes in detail how to
construct the system overlay closely approximating the Internet topology and build an
highly efficient system on it. In section 4, we evaluate this approach using simulation.
Section 5 compares it to related work. Section 6 concludes the paper.

2 Internet Structure and Related Techniques

The Internet is made up of many Autonomous Systems (ASes). An AS, normally an
ISP or organization like companies or universities, is a network under a single ad-
ministration authority using a common Interior Gateway Protocol (IGP) for packet
routing. Machines within an AS are normally geographically close and connected by
LAN/MAN techniques. Some border routers running Border Gateway Protocol (BGP)
connect it with neighboring ones. There are many methods and techniques to acquire
network aware information, such as BGP routing tables [5, 6], widely used landmark
technique [7] and the network of physical springs [8].

BGP routing tables can provide router-level Internet topology. However, they are not
only hard to obtained, but also too complex to use. For AS-level information, lots of
public services, such as the CIDR Report [6] and WHOIS service, are available. All in-
formation, such as IP address span, AS number and connectivity, are announced. Some
service even updates daily and provides thorough analysis. By measuring RTTs between
particular node and other nodes or pre-selected hosts (landmarks), landmark techniques
and the Vivaldi can provide some kind of coordinates to reflect node’s relative position
in the Internet. Since many unpredictable factors, such as changes of routing, network
bandwidth and traffic, can affect RTTs, those techniques are not that accurate and stable,
and do not directly reflect network topology.

Above techniques will be used together in our design to ensure the overlay structure
close matching the physical network, which will be discussed later.

3 Overlay Design

In this section, we will firstly discuss how to construct the overlay closely approximat-
ing the physical network, and then to build an efficient P2P overlay based on it.

3.1 Building an Overlay Based on Internet Structure

As Figure 1 shows, based on published AS-level Internet topology, all nodes are divided
into groups by their AS locus. The group is the basic unit for routing and organizing
nodes in the system. However, to partition nodes only by the AS may be too coarse,
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Fig. 1. Building the system overlay closely matching Internet topology

especially for large ASes with lots of nodes. Thus, we propose to use landmark technique
to further divide nodes into teams. The default routers of previously joined nodes would
be good candidates for landmarks. As Ratnasamy et al. mentioned in [7], 6 to 8 random
selected landmarks were enough to divide a network with thousands of hosts. Hosts will
be grouped by their latency ordering of landmarks, which is called landmark vectors.

Several nodes with high bandwidth and availability will be elected within each
group as agents to perform routing for the group. A leader will as be selected to route
for the team. Although each peer arbitrarily joins and leaves the system, previous re-
searches [1, 4] have showed that their behaviors were highly skewed. Most of nodes
have very short uptime, however, there are 18% and 10% nodes with 90% uptime in
Napster and Gnutella, respectively. Also, those 10% hosts also contribute 90% of the
total traffic. Thus, those 10% nodes are appropriate candidates for agents and leaders.
The more detail will be addressed in later sections.

3.2 Peer-to-Peer Overlay Design

In order to support ID lookup operation like structure P2P overlays, the similar ID
mechanism is employed. Each object in our overlay has a 128bits ID, which can be
generated by a basic hash function such as SHA-1. Instead of mapping a small range
of objects to each node, a two levels mapping mechanism is used in our overlay. The
first level is among groups. The second level is among teams. Since valid Internet AS
number is from 1 to 64511 and only about 17,000 AS is active currently, a 32bits ID for
groups is considered enough. Also, each team will be assigned a 32bits team ID. Each
group and its teams will be assigned the unique ID randomly when they first appear.
Each group will store the objects with the first 32bits between its group ID and the next
one, which is similar to Chord [9]. Within a group, the object will be further mapped
into a team by its second 32bits. In other words, given a 128bits object ID, the first
32bits is used to locate its responsible group, and the second 32bits is used to find the
related team.

The team is the basic unit to store objects. Two copies of objects will be kept within
a team for improved reliability and availability. One copy will be kept in the leader to
reply queries for other peers. The other one will be striped into blocks by erasure code
technique and store among teammates. Previous researche [2] has pointed out that era-
sure code technique can significantly improve dependability, and reduce bandwidth for
updating objects. The only drawback is the read latency. However, our design success-
fully solves this problem. Since more than 50% peers are connected with asymmetric
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network connections, such as DSL and cable modems, to retrieval information from
several nearby peers will be evidently faster than from one. Also, this characteristic is
helpful to quickly recover failure leaders and agents. The number of nodes within a
team will be varied to facilitate clustering physical nearby nodes and keep team stable
under extremely churn. Our experiments show that the suitable team size can be from
10 to 50 nodes.

Routing. The routing mechanism is actually simple compared with DHT designs. As
mentioned early, since a two levels mapping mechanism is used in the overlay, the rout-
ing table is made up of two tables. One records each group’s ID and information of
agents within the overlay, called routing table. This table is maintained in each agent
and leader to route messages for normal nodes. The other one is only kept in each agent
for its group. It records each team’s ID and leader’s information within the group, called
delivering table. Given an object ID, the responsible group and agents can be located by
the routing table. Instead of hop by hop approaching the destination, messages will go
directly to the agent in the target group. When the message reaches the agent, it simply
forward that message to the response team leader by the delivering table. Finally, the
leader replies the message. Normally, 3 agents can provide enough availability and per-
formance without loading the host machines. A detailed analysis is given in section 3.3.

Node Joining and Leaving. The procedure of nodes’ joining and leaving is simple.
When a node N joins the system, its AS number can be determined by its IP by pub-
lished services. The bootstrap protocol is straightforward. By any node within the sys-
tem, the joining request will be forwarded to an agent of the node N ’s AS. After measur-
ing N ’s landmark vector, the node will join one team according to its network locality.
The overhead is minimal, since only the leader has to update some book-keeping in-
formation. If a team is too populous, it will split into two based on network locality. If
the joining node is the first one in the AS, that request will be sent to a physical nearby
group. Instead of forming a new group, the node will become a teammate within that
group, called mother group. When nodes within that AS are enough for three teams,
agents will be selected and an individual group is born.

For the normal node, its leaving or failure is automatically tolerated by the team.
When an agent or a leader is leaving the system, a new one will be selected. As men-
tioned early, datum from different nodes can rebuild the routing tables and objects for
the new one in seconds. Its information will quickly spread out by a piggyback mecha-
nism, which will be discussed in the following section.

3.3 Maintenance

In P2P environment, not only each peer’s leaving and failure is unpredictable, but also
the whole system is highly dynamic. Thus, to build a system of efficiency and low
maintenance under such dynamic environment is really a challenge for all P2P over-
lays. Although current DHT designs can tolerant nodes’ failure, latest research [3] has
showed that those systems degenerated quickly under dynamic environment.

Although agents and leaders are considered to have higher availability than normal
nodes, they are not well-maintained servers. The leaving of agents and leaders will not
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Table 1. All traffic generated by different roles and system functions. * is the ratio to DSL or
calble modem connection with 3Mb downlink and 384kb uplink.

System Agents (Bps) Leaders (Bps) Nodes (Bps)
Operations Downlink Uplink Downlink Uplink Downlink Uplink
Lookups 666.67 666.67 200 200 10 10

Ring Protocol 20 20 26.67 20 0 0.33
Update Others 44 264 0 0 0 0

Piggyback 400 0 0 120 0 0

Total 1131 (0.38%*) 951 (2.48%*) 271 (0.09%*) 560 (1.46%*) 10 10.33

impact the system much, since their datum can be rebuilt quickly. Although node’s
crash is not considered a common case, it should be quickly detected and recovered. A
modified ring protocol [10] is used to monitor agents and leaders. As the AS 701 showed
in Figure 1, all leaders will form a ring as their ID relationship. Every second, each node
will send a keep-alive message to its successor and predecessor. By combining reports
from other leaders, the agent can accurately find the crash leader. The same method
is also used between agents. Normally, the leader can monitor teammates’ changing
through their query messages.

Since the leaders cache the routing table from group agents, some method is needed
to keep them consistence. For small groups, like the AS6 in Figure 1, leaders can di-
rectly exchange information with a nearby agent. However, this simple schedule is not
suitable for large AS. Since nodes are organized as the AS, a same network admin-
istration, administratively Scoped IP Multicast can be exploited. For the AS without
multicast, dissemination trees with agents as the root will be used to multicast the in-
formation to all leaders, as the structure of AS200 in Figure 1 shows. For even larger
AS, it will be partitioned into two or more groups.

To keep those routing tables up to date is critically important for lookup correctness.
Also the overhead to maintain them should be low. Otherwise, both system performance
and scalability will be affected. Thus, our overlay is designed to integrate this work into
the common operation, lookup. When the leaders send out or answer messages, the in-
formation of changed agents, which is about 4 bytes for one agent, will be appended
to the messages and reach an agent within the destination group, and then spread to all
leaders. After that, the information will be further sent to more groups with outing mes-
sages. Actually, this gossip-style piggyback mechanism is highly efficient and robust.
It is well known that with high probability all groups will be informed within O(logN)
turns, in which N is the number of groups. Assuming one turn costs about 3 seconds,
which is the time for an update to reach and spread in a group, a system with 5000
groups for one million nodes could be updated within 4 turns, 12 seconds. Our exper-
iments show that in a system with 10,000 nodes distributed in 100 ASes, assuming a
median session time of 15 minutes for each node, the success rate of first attempt with
the piggyback technique is 99.53%.

Scalability Analysis. Currently, the hosts of real world systems are distributed in 4 to
5.5 thousands ASes. The total number of nodes is from 200,000 to 1,000,000, and the
number per AS varies from several to thousands [4]. Thus, the size of routing table with
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5000 groups and their agents’ information is about 60KB, and size of delivering table
with 300 teams is about 3KB.

Previous researche [3] has pointed out nodes’ joining and leaving in the P2P envi-
ronment can be modeled by a Poisson process. Thus, an event rate λ corresponds to a
median inter-event period of ln 2λ. Therefore a churn rate of λ corresponds of a median
node session time of N nodes within a network is the following.

tmed = N ln 2/λ (1)

Considering an overlay with one million nodes, distributed in 5000 ASes with 3 agents
each group, the median session time of 15 minutes for agents, the churn rate for 15,000
agents is 11 per second by Formula 1. The total bandwidth to deliver the information
within a group by router-based multicast protocol is 44Bps for downstream. As for the
dissemination trees, the bandwidth is 220Bps for 5 fanouts per agents and middle lead-
ers. By assuming average 20 nodes a team, average query rate of 0.5 per node/second,
piggybacking three agents information each time, and 20 bytes per message, Table 1
shows the break down of bandwidth of every role and operation. As Table 1 shows,
the extra overhead for agents and leaders is trivial. Even the load of agents or leaders
are highly skewed, the overhead is not a burden for most of peers with DSL or cable
modem connections.

4 Simulation and Experimental Results

In this section, we compare our design to Chord by simulation with real Internet AS-
level topology and latency.

The Internet latency datum used in the simulation is from the King method [11],
which has measured the network latencies of more than 1700 DNS servers. The AS-
level topology graph is from the CIDR Report [6]. By mapping each DNS server to
its AS, a 1701 nodes (ASes) graph with their network latency and topology has been
formed. The average round trip delay between nodes pairs is 168ms, and the average
AS path length is 2.97 hops. The p2psim [12] has been used to simulate the Chord
protocol with Proximity Neighbor Selection (PNS). All experiments were performed in
a Dell Dimension PC, which has one 2.8GHz Pentium IV processor and 1.2GB RAM,
running Linux.

In order to make the experiments close to the deployment environment, the density
and distribution of nodes of real P2P overlay are needed. The previous research [4] has
showed that the average nodes for KaZaA and Gnutella were about 200 and 60 per AS,
respectively. Also, all nodes distributed in about 5000 ASes. The host density, connectiv-
ity and traffic volume of P2P systems are highly skewed and exhibited heavy tails, which
can be approximated by Zipf’s distribution. As a result, our experiments are modeled to
have 10,000 nodes over 100 ASes under the Zipf distribution. The 100 ASes is carefully
chosen from the 1701 ones to keep almost equal latency and AS path length with the
original one. For the Zipf distribution, the largest AS has 1,000 nodes and the smallest
one has 36 ones. Also, the uniform distribution has been simulated for comparison.

We use metrics of lookup latency stretch and failure rate for overlay performance,
and bandwidth per node and link stress for overhead. In the simulation, each node al-
ternately crashed and re-joined the network; the interval between successive events for
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each is exponentially distributed with a mean time from 15 minutes to 1 hour. Every
node issues lookups for random keys at intervals exponentially distributed with a mean
of 10 seconds. The p2psim is configured with successors number of 16, base of 16
and refreshing intervals of 1 minute for both successors and fingers. Actually, this is a
normal and modest configuration without favoring either request successful rate or con-
sumed bandwidth, according to the research of Li et al. [12]. Our overlay is configured
to have 3 agents for a group. The maximum nodes number of a team is 19, each leader
is directly connected to an agent, and each message can piggyback up to 3 agents’ IP
addresses.

4.1 Experimental Results

The picture on the left of Figure 2 shows the result of the comparison of lookup latency
stretch of the two overlays. The stretch is the ratio between the latency of the overlay
routing to the ideal one. All protocols time out individual messages after an interval
of three times the round-trip time, and the message is considered failure. The stretches
include both successful and failure ones. As the figure shows, compared with the Chord
protocol, our overlay is much more efficient even highly dynamic environment, the
latency stretch is nearly the ideal one. Actually, the stretch under uniform distribution is
a little better than skewed one for slightly higher successful rate. However, the skewed
node distribution favors the Chord protocol with PNS supporting, since an AS with lots
of nodes can facilitate a message to quickly approach the destination without traipse.
Although the Chord protocol with PNS gets the benefit from skewed nodes distribution,
its stretch increases quickly with the extent of system churn.

The picture in the middle of Figure 2 shows the request failure rate of different
protocols. The system churn significantly impacts all P2P overlays. As the figure shows,
the request failure rates of all protocols increase quickly with churn. Although the Chord
with PNS can make a little benefit from skewed node distribution, its failure rate rapidly
raises to more than 5% under 15 minutes mean node life time. Opposite to the Chord
protocol, the failure rate of our protocol under uniform distribution is evidently better
than skewed one. This is because that skewed distribution may exacerbate the churn
in our overlay, since it will be harder to find more stable nodes for agents and leaders
in some very small groups. Although the failure rate of our protocol is also increased
fast, it will be no more than 1%. Also, our design is much better than Chord under all
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under different system churn rates and node distributions
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configurations. We argue that to involve unstable nodes into routing may not be a good
choice, though the DHT can tolerate them.

The picture on the right of Figure 2 shows the bandwidth consumed by different
protocols and roles. Since our protocol is asymmetric one, the bandwidth of both agents
and the whole overlay are illustrated. Although the bandwidth of agents of our overlay
is significantly larger than Chord, it is not a burden for most peers with high speed
network connections as analyzed early, and they are no more than 3% of the overlay.
For the mean bandwidth of the overlay, our protocol is highly efficient compared with
Chord, and it is not sensitive to system churn.
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Fig. 3. Link stresses put by different protocols to the Internet back bone, under different system
churn rates and node distributions. The left one is for Chord protocol, the right one is for network
based one.

While the bandwidth reflects the overhead of each peer, it can not indicate the traffic
of the whole overlay. By mapping each node to its exact AS number and finding out
the paths between them, we evaluate the traffic impact to the Internet back bones. By
recording each link used by every message, the link stress has been computed. Figure 3
shows the link stress of different protocols. Both the total overlay link stress and the
lookup (useful) one are presented. As the figure for Chord illustrates, system churn
will significantly increase the P2P traffic in the Internet. Compared with uniform node
distribution, skewed one generates less traffic due to more communication within one
AS. However, Chord protocol is far from efficient. Not only is the average traffic value
12 to 20 times larger than ours, but also the useful (lookup) one is just about 40% of all.
In another words, the useless (maintenance) overhead consumes most resource of the
whole overlay. The link stress of our protocol is much less than the Chord, since most
of maintenance work is accomplished with the same network. Moreover, the useful
(lookup) part is more than 80%.

5 Related Work

In order to improve routing efficiency, physical network information is exploited in
many DHT designs. Current works can be classified into three main categories: proxim-
ity routing, topology-based node ID assignment and proximity neighbor selection [13].

Proximity routing is employed in Chord [9] and their improvements. While physical
network information is not taken into account when building system overlay. heuristic
algorithms are used to choose many hops with small latency instead of large latency
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ones. Topology-based node ID assignment is employed in CAN. When a new node
joins the overlay, it joins a node that is close to it in IP distance. Proximity neighbor
selection is employed in Pastry [14]. Routing table entries are selected according to the
proximity metric among all peers that satisfy the constraints of logical overlay.

In Brocade [15], a secondary overlay network of supernodes based on AS-level
topology is used to improve routing performance. Nodes in the default network es-
tablish direct connection to a supernode nearby. At the same time, supernodes collect
the information of connected nodes and advertise their information in the second over-
lay. Although their benefits are limited by logical overlay restrictions, those systems
produce significant improvements compared to original designs.

Some constant time lookup schemes have been proposed for P2P environment.
Gupta et al. [16] proposed to maintain accurate routing table with complete membership
in every node through quickly information dissemination. Although their design could
reach the optimal stretch, the overhead to maintain the routing tables in each node was
real expensive. Kelips [17] and HiScamp [18] were proposed to use gossip-style proto-
col and keep more states within each node to solve a key within O(1) hops. However,
their convergence time for an event, such as node’s joining and leaving, was too long.

6 Conclusions

Aware of the difficulties faced by current structure P2P designs, from a different angle,
this paper proposes a new approach to build P2P overlay. Our approach focuses on the
physical network, and builds the overlay closely matching it. Thus physical network
characteristics, such as the power law of the Internet, network locality and asymmet-
ric network connections, are naturally and fully exploited. The whole system not only
keeps routing highly efficient, but also adapts extremely system churn by low mainte-
nance overhead.
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Abstract. Object-based Storage Devices (OSDs) are the building block of Ob-
ject-based Storage Systems. Object assignment in OSDs can largely affect the 
performance of OSDs. A real-time object assignment algorithm is proposed in 
the paper. The algorithm aims at minimizing the variance of Mean Response 
Time (MRT) across disks. To address the online problem with a priori un-
known workload parameters, the algorithm employs an adaptive mechanism to 
estimate the parameters of workloads. The simulation results show that the al-
gorithm can effectively balance the MRT in the disk I/O sub-systems. 

1   Introduction 

Object-Based Storage (OBS) is the new trends in network storage field [1]. Combin-
ing the benefits of the NAS and SAN architecture, OBS is allowing storage systems to 
reach petaBytes-scale levels. As the building block of OBS, Object-based Storage 
Devices (OSDs) play an important role in OBS and have great effects on the overall 
performance of the storage systems. Many efforts have been made to improve the 
performance of OSDs. RAID is one of the performance enhancing techniques that 
have been studied widely [2]. Through data striping, one object can be distributed 
among multiple disks to achieve parallel data transfer. Another important technology 
is object assignment. In order to remove the system bottleneck, objects should also be 
uniformly allocated among all the disks, thus balancing the load in a disk sub-system. 

In on-line storage applications built on OBS systems, real-time object assignment 
is an essential issue which affects the overall performance. In such applications, data 
objects usually need to be stored immediately they are produced. For example, in 
high-energy physics, a particle accelerator can produce 100MB raw data per second. 
Moreover, these large mount of data should be stored in OSDs as quickly as possible 
for scientific research. This requires parallel I/O sub-systems to support on-line stor-
age, involving providing a real-time algorithm for assigning objects to multiple disks. 

Many data assignment algorithms have been proposed [3,4,5,6,7]. However, these 
algorithms employ off-line methods. Although off-line algorithms can produce opti-
mized results, they are not suitable for real-time environment. Lin-Wen Lee et al. [6] 
have introduced an on-line algorithm for file assignment based on Mean Response 
Time (MRT), and assumed that the workload characteristics are known in advance 
and the service time of files is fixed. However, in some situation, it is unreasonable to 
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suppose that the characteristics of workload are known a priori. To tackle this prob-
lem, Scheuermann P. et al. [7] present a method to keep tracking of the change of 
workload and balance the heat (access rate) of disks using temperature (ratio between 
block heat and block size) as the criterion for selecting blocks in disks to be reallo-
cated. Balancing heat of disks can reduce system response time, but only consider the 
access rate as the metric of response time is insufficient. To evaluate the response 
time of disks, we also need to consider the service time of objects, as well as the ac-
cess rate of objects. 

In this paper, we propose a dynamic algorithm for object assignment adopting 
MRT as cost function in real-time environment. Different from other algorithms, our 
algorithm can learn the parameters of workload and adaptively update information 
according to object access history. 

The rest of this paper is organized as follow: In section 2 we introduce the object 
assignment in OSDs. Section 3 describes the dynamic assignment algorithm. Section 
4 gives the simulation results and analyses. At last, we conclude the paper. 

2   Object Assignment in OSD 

OSD is a real-time system which exports an object-based interface. It contains proces-
sor, RAM, multiple Gigabit Ethernet channels and multiple high-speed disk drives, 
allowing it to process OSD commands (e.g., CREATE_OBJECT, READ_OBJECT 
and WRITE_OBJECT [8]) and perform much more sophisticated object management. 

 

Fig. 1. Object Assignment in OSD. m is the total number of network ports, and N is the total 
number of disks in OSD 

The process of OSD commands is shown in Fig. 1. Each network port has an I/O 
command queue, and all the commands are scheduled by the Dispatcher. When a 
CREATE_OBJECT command is processed, the Dispatcher should assign one of the 
disks for the incoming object. The Assigner is the decision maker for object assign-
ment. It returns the most optimized results in response to the inquiry of the Dis-
patcher. The Dispatcher also sends update notice to the Assigner after processing an 
I/O command, so the Assigner can maintain up-to-date information.  
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The goal of assignment is to minimize the MRT of disks and reduce the variance of 
MRT between disks. The Assigner uses the dynamic greedy assignment policy to 
choose a disk with the minimal MRT. In this way, we can do real-time load balancing 
among all the disks. 

Usually, an M/G/1 queue is used to model a single disk. Suppose that
kD  (0 k N-

1) denotes the kth disk in OSD, and the bandwidth of the 
kD  is 

kB . Let 
kOS  be the set 

of indices corresponding to the objects which are stored in
kD , and Ok,i be the ith ob-

ject in 
kD . According to the model of M/G/1, the MRT of 

kD  can be given as follow-

ing three formulas [6]: 
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object assignment. OSD maintains the real-time value MRTk (0 k N-1) for each disk. 
When disk allocation is requested, OSD selects the disk with the minimal MRT. 

Note that the value of MRTk is computed by k,i and Sk,i. Although we know nothing 
about the characteristics of workload, we use an adaptive method to learn and dy-
namically update the value of k,i and Sk,i. 

3   Dynamic Object Assignment Algorithm 

The load characteristics of objects need to be tracked dynamically since they change 
with time. To do this, OSD records the history access information of Ok,i within a 
moving window which has the length WLk,i .  

We treat the history information as attributes of object. Here we define a new at-
tribute page following the T10 OSD protocol to save this information [8]. The page, 
named Access Attribute Page, is shown in Fig. 2.  
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In Fig. 2, the attributes with subscript “k,i” denotes the attributes belonging to the 
ith object in Dk. Array Ak,i[j] and Bk,i[j] (0 j Mk,i-1) store the access time and request 
size for the same request. Here Mk,i is the maximal length of array. Mk,i can be deter-
mined by Mk,i WLk,i•MAX( k,i), where MAX( k,i) is the maximal possible access rate 
of Ok,i. The pointer pk,i is the index of array Ak,i and Bk,i, and points to the latest re-
quest information within WLk,i. The counter ck,i is the total access number of the object 
in WLk,i. 

We also need to store the up-to-date value of Qk, Pk and MRTk. Because they are 
only related to Dk, we save them in attribute page of Root object in Dk. 

 

Fig. 2. Access Attribute Page for Ok,i 

Using the attributes of objects, the Assigner automatically learns load characteris-
tics and adaptively assigns objects. When inquired by the Dispatcher, the Assigner 
should return a disk ID with the minimal MRT. While I/O command except for 
CREATE_OBJECT is processed, the Assigner will be informed to update values of 

k,i and Sk,i and recompute MRTk. The estimated value of k,i can be obtained from the 
access frequency within WLk,i. Similarly, Sk,i can be get from the average request size 
within WLk,i.  

The message passing between the Dispatcher and the Assigner contains following 
items: 

 Type: The type of the message; 
 Oi: The object to be accessed, and i is the index of the object; 
 k: The index of disk which Oi is located in; 
 O: The object to be created; 
 m: The index of disk which O will be assigned to; 
 CT: Current time; 
 RS: Request size for Oi in Dk 

The pseudocode for the dynamic assignment algorithm used in the Assigner is de-
picted as follows: 
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for(;;){ 
Receive message from the Dispatcher; 
if(Type  CREATE_OBJECT_NOTICE){ 
 Get Qk and Pk from Root object attribute page; 
 Get Access Attribute Page associated with Oi in Dk, as is shown in Fig. 2; 
} 
switch(Type){ 
 case CREATE_OBJECT_NOTICE: 

 For 0 j N-1, get MRTj from Root object attribute page in Dj; 
 MRTm=MIN{MRTj | 0 j N-1 and Qj/Bj<1}; 

  if(Can not find MRTm)  
exit(); /* OSD is overloaded*/ 

  Assign O to Dm (Suppose the index of O is l after O is created); 
  Create Access Attribute Page associated with Ol in Dm; 
  

, , , , 0m l m l m l m lS p cλ = = = = ; 

  Initialize Mm,l and WLm,l according to the type of Ol; 
  Initialize Am,l[j] and Bm,l[j] (0 j Mm,l-1); 

break; 
 case REMOVE_OBJECT_NOTICE: 
  

, ,k k k i k iQ Q Sλ= − ; 2
, ,k k k i k iP P Sλ= − ; 

  Update MRTk using formula (4); 
break; 

 case READ_OBJECT_NOTICE: 
 case WRITE_OBJECT_NOTICE: 
  X= ; c=ck,i; 
  if(pk,i+1<ck,i) 
   init_index = pk,i+Mk,i-ck,i+1; 
  else  

init_index = pk,i-ck,i+1; 
  pk,i=pk,i+1; Ak,i [pk,i]=CT; Bk,i [pk,i]=RS; ck,i=ck,i+1; 
  index = init_index; 
  while(index  init_index){ 
   if(Ak,i[index]<CT-WLk,i){ 
    ck,i=ck,i-1; 
    index=(index+1)%Mk,i; 
    X=X {index}U ; 

} 
} 

, . ,k i k i k ic WLλ′ = ; 
, , , ,( [ ] )k i k i k i k ij X

S S c B j RS c
∈

′ = − +� ; 

, , , ,k k k i k i k i k iQ Q S Sλ λ′ ′= − + ; 2 2
, , , ,k k k i k i k i k iP P S Sλ λ′ ′= − + ; 

, ,k i k iλ λ′= ; 
, ,k i k iS S ′= ; 

Update MRTk using formula (4); 
} 

} 
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It should be pointed out that different types of objects need different WLk,i. For ex-
ample, a multimedia object should have a short WLk,i since users access pattern 
changes frequently, whereas a history archive object needs a long WLk,i due to its low 
access frequency. 

Note that the utilization of Dk is Qk/Bk. We avoid assigning objects to an over-
loaded disk when its utilization is close to 1 and assign object to the disk which sat-
isfy the condition Qk/Bk<1. 

4   Simulation Results and Analyses 

The simulation is based on the synthetic workload. In our tests, NO=5000 objects are 
partitioned to N=4 disks. The objects are numbered from 0 to 4999, and created in 
OSD with the ascending order. For the sake of simplification, objects will not be 
removed from OSD after they are assigned to disks. In order to generate unbalanced 
MRT across disks, the access rate and request size of objects are distributed according 
to exponent distribution. To make sure that the utilization of each Dk (0 k N-1) is 
less then 1, the mean values of the access rate and request size of objects in Dk , that is 

kλ and 
kS , will satisfy the following condition: N

k k kS B
NO

λ <� . In our experiments, we 

set 2kλ = (accesses/minute), 20kS = (ms). We also assume that all the disks have the 

same bandwidth, that is Bk=1. 

 

Fig. 3. Workload characteristics tracking 

In order to evaluate the effect of workload tracking, we produce an access se-
quence. For each object, we generate a Poisson arrival sequence according to its arri-
val rate. The item in the sequence indicates the time the object will be accessed. We 
also associate each item with a service time according to the mean service time of the 
object. Then we synthesize all the sequences into one big sequence in ascending time 
order and input it into our simulation program. The program reads the sequence and 
gets the object access time and service time, and dynamically estimates the mean 
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arrival rate and mean service time for each object. Fig. 3 plots the arrival rate esti-
mates for one object. The object has the changing workload with Poisson request 
arrival rate. At first the mean arrival rate λ  is 1, and then changes to λ =2. We can 
see that the estimated value fluctuates around its actual value, which means that our 
algorithm can successfully learn the workload. In order to show the influence of the 
length of the moving window (WL), we set two window length, that is 
WL=200(minutes) and WL=800. Fig. 3 tells us that the longer the length of window is, 
the more precise the estimated value can get. But the long window also leads to low 
sensitivity to the change of workload. In Fig. 3, the curve of WL=200 keeps up with 
the changing workload more quickly (but with larger fluctuation) than the curve of 
WL=800. So it is important to choose an appropriate length of moving window. 

We compare the dynamic assignment algorithm with a random assignment algo-
rithm. The MRT of each disk and the covariance of MRT of all the disks are plotted 
in object creating order as shown in Fig. 4 and 5. The results show that, under dy-
namic algorithm, the covariance of MRT among disks tends to be smaller, while the 
covariance under random algorithm rapidly increases with more and more object 
being assigned to disks. It is worth to notice that there is some fluctuation at the be-
ginning of curve. This is because the accumulated MRT of each disk is small at first, 
and any coming object makes the MRT change drastically. 

We also study the efficiency of the dynamic object assignment when the workload 
characteristics changes. To do this, we randomly change the access rate and request 
size of all the assigned objects after the 5000th object is assigned. Due to the change of 
workload, the MRT of each disk is markedly different from others. Then we generate 
a new workload with another 4000 new objects and continue to assign these objects to 
disks. In this way we evaluate the adaptability of our algorithm, and the results are 
drawn in Fig. 6.  

 

Fig. 4. Effect of dynamic algorithm 
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Fig. 5. Effect of random algorithm 

 

Fig. 6. Effect of dynamic algorithm after workload changes 

From Fig. 6, we can see that the algorithm quickly learns the new workload pa-
rameters and has the ability to balance the MRT among disks. With more objects 
assigned, the covariance of MRT drops to a low value, despite the covariance was 
large before. 
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5   Conclusions 

In this paper, we have presented a dynamic object assignment algorithm that aims at 
minimizing the covariance of Mean Response Time (MRT). The algorithm can learn 
the parameter of the workload under the real-time environment with the changing 
workload. The simulation results show that the algorithm can effectively balance the 
MRT across disks. 
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Abstract. As sensor networks mature the current generation of sensor
networks that are application-specific and exposed only to a limited set
of users will give way to heterogeneous sensor networks that are used
dynamically by users that need them. The available sensors are likely to
be dynamic (e.g., due to mobility) and heterogeneous in terms of their
capabilities and software elements. They may provide different types of
services and allow different configurability and access. A critical com-
ponent in realizing such a vision is dynamic resource discovery. In this
paper, we develop a resource discovery protocol for sensor networks, out-
line some of the challenges involved, and explore solutions to some of the
most important ones. Specifically, we first discuss the problem of what
resources to track and at what granularity: in addition to the individ-
ual sensor capabilities, some resources and services are associated with
sensor networks as a whole, or with regions within the network. We also
consider the design of the resource discovery protocol, and the inherent
tradeoff between interoperability and energy efficiency.

1 Introduction

The success and increasing deployment of Wireless Sensor Networks (WSNs)
is driving towards a new generation that envisions commodity sensor networks
providing standard services that can be composed by clients into a wide range
of applications. These sensor networks then form a critical, yet generic inter-
face between the physical and digital worlds, converting physical qualities into
measurements that can be then harnessed for a wide-ranging spectrum of appli-
cations. The impact of such a development would be profound: no longer would
sensor networks be specialized networks serving a limited set of users, but rather
a basic infrastructure supporting and encouraging unanticipated functions and
modalities of operation. Increasingly advanced and accessible applications will
be enabled as sensor networks are shared dynamically and ubiquitously, allowing
clients to unite disparate components on demand into virtual sensor networks.
Some clients may even compose services spanning multiple sensor networks into
a single end-to-end service for use by applications.

� This work was partially supported by NSF Awards SCI-0330568, CNS-0454298 and
DBI-0446298, and Air Force grants FA8750-04-1-0211 and FA8750-05-1-0130.

T. Enokido et al. (Eds.): EUC Workshops 2005, LNCS 3823, pp. 785–796, 2005.
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Despite the recent emergence of sensor networks as a field of study, already
many sensor hardware platforms with a wide range of capabilities have emerged.
In addition, there are large differences in the software elements (operating sys-
tems, networking protocols, data base systems, etc.) used for these platforms. We
believe that this heterogeneity is inevitable, and, furthermore, we believe that an
attempt to impose uniformity on this diversity would stifle experimentation and
innovation. But without some commonality, interoperability is not possible. We
thus believe in the adoption of minimal, extensible standards that can promote
interoperability by supporting the discovery of formats and protocols.

A necessary precursor to interoperability is the ability to discover beneficial
resources and the attributes of these resources required for interoperation. Re-
source discovery in sensor networks is challenging for a number of reasons. Since
different sensor networks are deployed and managed by different organizations,
they are heterogeneous in aspects such as protocols, architectures, security poli-
cies, and management policies. Also, the nature of resources (sensing and cover-
age characteristics, connectivity characteristics, available energy, computational
and storage capabilities, protocols and software elements) and services (e.g.,
localization, synchronization, calibration) are significantly different from tradi-
tional distributed systems. Furthermore, the potential mobility of sensors and
clients introduce unique challenges [17]. Finally, the embedded nature of sensors
place a premium on energy efficient solutions. Thus, WSN resource discovery
requires significantly different solutions from traditional naming and resource
discovery in distributed systems [1, 10].

The resource discovery problem in sensor networks can be broken down into
two components: (1) Determining what resources to track and at what gran-
ularity to track them. In the context of sensor networks this is a challenging
and multifaceted problem; and (2) determining the resolution protocol that
queries the sensor network for the resource information and transfers this in-
formation to queries in an energy efficient way. Note that the two components
are similar to other distributed resolution systems (e.g., DNS’ servers and re-
solvers [15]). However, sensor network operation introduces many characteristics
that make this problem unique such as resource attributes that are associated
with the network as a whole or regions within, as well as energy efficiency con-
cerns.

2 Dynamic Resource Discovery in Sensor Networks

An essential component in systems where foreign and heterogeneous elements
interoperate is the ability to discover relevant information regarding available
resources. A new client generally has no knowledge of what sensor resources
exist around it. Moreover, properties such as protocols and formats that are
relevant to interoperation must also be obtained. We call this problem Dynamic
Resource Discovery (DRD). This section overviews the challenges in DRD for
sensor networks. The discussion is organized into the two major aspects of DRD:
(1) Determining tracked attributes; and (2) Resource Discovery.
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Determining Tracked Attribute Set: The decision on what resources, ser-
vices and other system attributes are tracked to support interoperability and
service discovery is an important one. The candidate attribute set for track-
ing may be classified along multiple axes. First, attributes can be classified into
those that provide information regarding interoperability (e.g., protocols used or
formats for messages), and those that describe the metastate of the system (re-
sources or services provided). Standardization plays a role in determining what
interoperability information to track (e.g., if sensors are standardized to be com-
pletely homogeneous, no interoperability information needs to be tracked). It is
important to discriminate here between resource discovery and data collection.
While both operations require collecting information from the sensors, DRD
collects meta-information and not data. Although the resource discovery and
data collection may be combined for efficiency in certain cases, it is likely that
separating them will lead to a more effective and modular solution.

A different axis for classifying tracked attributes resource granularity. We
classify attributes as simple (associated with single sensors) and complex (rep-
resenting multiple sensors). Clearly, individual sensor resources are of interest.
These include sensing resources (such as available sensors, their tolerances, and
their coverage) as well as computational, storage and communication resources.
Additional properties exist for the network as a whole (e.g., what routing proto-
cols are used). Moreover, resources may be aggregated: instead of tracking and
reporting sensor resources in detail, they may be summarized (e.g., coverage in
an area instead of individual sensor location). Thus, the system must be able to
associate and track resources at these different granularities.

A related issue arises due to the data-centric nature of sensor networks: they
are embedded within the environment they are monitoring, and are mostly of in-
terest only in terms of what information they can provide about the environment.
Resources may be associated with regions in terms of network organization (e.g.,
resources or services in a cluster) or in terms of the environment being monitored
(e.g., resources or services available in a room). The resource discovery protocol
should provide the flexibility of tracking resources in terms of application-level or
infrastructure-level organization. The choice of what attributes to track and at
what granularity to track them is left to application developers and not discussed
further in this paper.

Resource Discovery Protocol: Once the tracked attributed set is determined,
the role of the resource discovery protocol is twofold: (1) Track the values of
the attributes at selected points within the network; and (2) Respond to client
queries. It is necessary to minimize the communication required for implement-
ing DRD due to energy efficiency considerations. Energy efficiency also dictates
being able to aggressively power down sensors when they are not being used;
powered down sensors cannot receive or respond to queries.

In terms of tracking the selected attributes, a choice exists between pushing
the attributes proactively to selected points in the network or pulling them in
response to received queries. In distributed systems, generally pull is preferred
to push when requests are infrequent relative to the data change rate, while
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push is preferred when requests are frequent. In sensor networks, two additional
factors favor at least partial push of resource information: (1) because sensors
must operate on a low duty cycle, pulling the data causes large delays if the data
is locally maintained at sensors which are currently sleeping; and (2) for com-
plex attributes, the attributes must be summarized across multiple sensors; this
requires pushing the data to points in the network where they can be combined.

Depending on the chosen approach, query resolution is implemented. In this
component of the resource discovery protocol, the client query is forwarded to
attribute repositories (locations in the network where attributes are collected)
that are relevant to it. In a brute force unstructured approach, the queries may
be flooded within the network. More efficient unstructured solutions may use
probabilistic algorithms such as gossiping. Alternatively, if the resource space is
structured such that the location of attributes relevant to a query are known then
more efficient query forwarding can be used (e.g., name resolvers in DNS [15]).
Further, caching may be used to optimize operation in either approach [20].

Interoperability favors a standardized protocol like ASCII-based XML that
does not presume specialized protocols with potentially foreign elements generat-
ing the queries. However, efficiency dictates custom protocols that are compact.
In the next two sections, we investigate alternatives to balance these require-
ments and show that it is possible to optimize the size of the exchange messages
without sacrificing interoperability.

3 Architecture

To explore the feasibility of our vision of future sensor networks, we have de-
veloped a simulation-based prototype for DRD. We use an architecture where
sensors self-organize to form clusters. A cluster is a collection of sensors that
are associated/represented by a single Cluster Head (CH). For DRD, this or-
ganization serves the following purposes: (1) The CH represents a logical point
for maintaining complex attributes; (2) The CH receives DRD queries and is
able to respond to them, freeing the remaining sensors to be powered down in
periods of inactivity; and (3) Finally, if hierarchical naming is desired, clusters
can in turn themselves be clustered into bigger entities to provide more efficient
query forwarding for structured attribute sets. We note that the use of clusters
is common in sensor networks [11], mainly to allow data aggregation/reduction
(similar to our complex attributes) and resource arbitration resulting in more
scalable and energy efficient solutions.

In our algorithm, similar to GAF [30], cluster membership is determined ge-
ographically. The sensor field is divided into zones such that all sensors within
a zone are in range with each other. Cluster selection is then localized to a zone
such that a sensor only considers CH advertisements occurring in its zone; only
one CH is selected per zone. We note that this approach requires either pre-
configuration of the sensors or the presence of a location discovery mechanism
(GPS cards or a distributed localization algorithm [3]). In sensor networks, lo-
calization is of fundamental importance as the physical context of the reporting
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sensors must be known in order to interpret the data. We therefore argue that
our assumption that sensors know their physical co-ordinates is realistic. We
emphasize that cluster formation is orthogonal to the proposed resource discov-
ery protocols and other cluster formation approaches can be used. The overall
operation consists of the following phases:

1. Cluster head election: Cluster election identifies cluster heads, which serve as
control points, data sinks and meta-data repositories for their cluster mem-
bers. In this phase, sensors send Resource Description Format (RDF) [27]
advertisements indicating their remaining energy to neighbors. Upon receiv-
ing all neighbor messages, the node with the highest remaining energy is
elected as CH. Other selection criteria are possible.

2. Meta-data exchange: In this phase, nodes send their meta-data to the CH as
an RDF message, where it is inserted into an SQL database using a simple
mapping from RDF properties to table columns. For static attributes, this
phase is combined with CH election, piggybacking meta-data on CH election
messages. For dynamic attributes collection may be required more frequently.
For example, if a video sensor changes its angle, zoom, or resolution such
meta-data needs to be registered with each change.
Up till now, we have focused on the discovery protocols (attribute tracking).
However, meta-data is also needed to describe the data stream reported
by a sensor. Interestingly, for some long running queries, the data reported
by a sensor might change more dynamically. Consider a sensor that has
temperature and audio transducers on board. A query may require the sensor
to report its data when any of the temperature or audio measurements have
interesting events. In such cases, the sensor needs to associate meta-data with
its data stream so that the receiver can identify whether its a temperature,
audio, or a combination of these streams.

3. Query generation: In this phase, new clients that need to ineract with the
network pose queries to it. The query API is either standardized or negoti-
ated via the resource discovery protocol. In our study, the query message is
an SQL query sent as ASCII.

4. Query forwarding: In this phase, queries from clients are forwarded towards
attribute repositories that can satisfy them. Depending on the application,
there may be room for optimized query forwarding (e.g., for attributes that
are strictly hierarchical, or when queries can benefit from the results of pre-
vious ones). For unstructured resources, multicast or epidemic algorithms
are most efficient.

5. Query processing: A CH upon receiving a query, processes it and sends back
the appropriate reply.

6. Resource/service usage: Based on the reply from the previous stage, S1 (or
a client) starts accessing the requested resources and services. For example,
the new sensor might find its current physical coordinates using localization
service provided by location anchors and upon negotiating data transfer
protocol, it might start reporting its observations to the new CH.
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4 Architecture Discussion

DRD involves several aspects, including resource description, resource registra-
tion, resource query, and message encoding. The presented architecture describes
the overall interaction of these aspects, but is not tied to the particulars of how
resources are described, how queries are formulated, or how information is en-
coded. These can all be done in a number of ways, each with different trade-offs.
Resource discovery in sensor networks can draw from a number of efforts in dis-
tributed systems and web services. In this section, we provide further discussion
of some of the important facets of DRD.

Resource description: A number of possibilities exist for resource description.
We could of course simply use a completely ad hoc resource model. This has
the advantage that we can customize it to be very compact, and tailored for
DRD needs. The disadvantage, though, is that it would be incompatible with
other resource descriptions. This means that it would not be able to leverage
other associated software and standards. Since we could not see any significant
advantage to creating our own resource descriptions, we used the RDF model
developed by the W3C. We anticipate that as our research matures, we will
actually develop an ontology of resources. This will allow us to apply description
logic to resources. As we develop an ontology, we will naturally move from RDF
to OWL. This is aided by the fact that OWL actually uses RDF. We are currently
not using the standard RDF/XML syntax, but we anticipate that we will as our
work matures. We have addressed size concerns by using binary XML, which we
describe below.

Query formulation: When a client needs to query the CH for the available re-
sources, it needs to formulate the query in some language. We are currently map
the RDF description to a table, and thus formulate the query as an ASCII SQL
string. This has the advantage of using a common, simple language for queries,
but cannot handle more complex, structured resource queries. Query formula-
tion for resource descriptions and ontologies is currently an active research and
development area. A number of RDF and OWL query languages exist, such as
OWL-QL [8], RDQL [18], and RQL [14]. Further investigation is necessary to
determine which approaches will work best for sensor networks.

Formats and encodings: A number of formats can be used to encode the
messages used in the various phases. Since communication requires large energy
expenditures, a compact format has the advantage of conserving energy. For
example, the resources of a node may be represented as: (41 1000 0 500 1000).
This data being 5 integers, takes only 20 bytes, but to interpret these numbers
correctly, the client must know that the first number is the ID, the second number
is the precision, the third number is the minimum of the range, the fourth number
is the maximum of the range, and the last number is the capacity. Such detail
is error-prone, and the format may lack flexibility and interoperability. Changes
to the format will be hard to detect, may cause strange failures or hard-to-find
bugs.
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Formats such as XML, along with standards such as SOAP [26] and WSDL [6],
offer the advantage of having a large community of developers and researchers
working on a common, well-known language. By using these, we can leverage
the standards and available expertise. The disadvantage of these formats, how-
ever, is that they are verbose. The verbosity incurs large energy costs during
communication. An XML document typically contains many identical strings
referring to tags, namespace prefixes, and namespace URIs. Every XML element
also includes a redundant end tag. The following XML document contains the
same data as the custom message above, but requires 191 bytes.

<?xml version=’1.0’ encoding=’ISO-8859-1’ ?>
<index version=’’1.0’’>
<id>41</id>
<precision>100</precision>
<minrange>0</minrange>
<maxrange>500</maxrange>
<capacity>1000</capacity>

</index>

One alternative that reduces the energy costs, but retains many of the advan-
tages, is to use alternative encodings of XML. XML is specified as a textual
format for structured data. The specification implicitly suggests an abstract
data model for tree structured data consisting of parent nodes and child nodes,
with their associated attribute, content, and other information. This model does
not inherently preclude an efficient encoding, and thus alternate serializations of
that are much more concise than textual XML. These alternative serializations,
are commonly known as “binary” XML, since they often utilize the full 8-bit
range of the constituent bytes. Since binary XML is logically the same as tex-
tual XML, a single API can work for both. Also, all standards based on XML
work with binary XML, since most XML standards reference the XML abstract
model known as XML Infoset.

We have tested two versions of a binary XML. The first version eliminates the
redundant end tag, and replaces ASCII numbers with their two’s complement
representations. The second version achieves further compactness by separating
much of the static meta-data about the message from the data of the message
itself. This is achieved by using a separate XML Schema of the message, and
combining the Schema with a compact representation of the data to reconstitute
the complete XML document. This is similar to ideas in PBIO [7] and DFDL [5].

Interpretation of these compact messages requires an associated schema. This
association can occur through a number of mechanisms. One technique is to
simply include a schema URI in the beginning of the message. This overhead may
be too high for short messages, however, since the URI is typically a relatively
long string. Another technique is to assume that some previous information has
been exchanged, and then associated with the particular communication channel
corresponding to the compact message. For our prototype, we have simply hard-
coded this association. We note that this use of the schema to interpret a compact
representation of the message can also be applied to textual XML.
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5 Experimental Study

In this section we first describe the design of our simulation framework and then
demonstrate its utility using a simple prototype simulation study. We hope to ex-
tend this framework as we develop our VSN subsystem to complement implemen-
tation on real sensors. The evaluation testbed is completely based on open source
software components; either already available in public domain or built in house.
The integration of these typical software components ranging from an embedded
database, network simulator, and XML parsers provides an accurate development
and evaluation environment that can reduce the development barriers for a broad
spectrum of applications. It can also assist researchers in evaluating their proto-
cols. We now describe the individual components of the framework.

– SQLlite database. SQLite is a self-contained, embeddable, zero-configuration
SQL database engine [19]. We decided to choose SQLite because it imple-
ments most of SQL92 and requires zero-configuration – no setup or ad-
ministration is needed. This property is useful because the large scale and
autonomous nature we target, prohibits manual configuration and adminis-
tration. It stores the complete database in a single disk file. This is important
given the resource constraints – having multiple database files on disk and
memory may not possible for some embedded sensor filesystems. Most im-
portant to our purposes, it has a small code footprint.

– Libxml2. It is the XML C parser [24] and toolkit developed for the Gnome
project. We are also exploring various other XML parsers such as TinyXml
[22], XPP [29], Xerces [28] and would like to evaluate their performance and
power characteristics.

– Binary xml parser. We used an experimental binary XML implementation
developed in-house, which is discussed in Section 4.

– ns-2: It is an open source discrete event network simulator [16]. In our sim-
ulations we used a CSMA based MAC layer and our power analysis is based
on the energy model pre-built in ns-2.

This framework does not imply that there exists heterogeneity in terms of
software elements. Specifically, we do not expect individual software components
(SQLite, libxml etc.) to be installed on all the sensors. However, we expect the
system components to follow appropriate standards and expose standardized
interfaces. For example, a mote might run an instance of TinyDB [21] database,
whereas a PASTA node might run an instance of SQLite. However, since both
these database technologies follow standards and expose SQL interface, they
fit in within our system design notion. To summarize, we take a technology
agnostic view and our system design is based on open standards and standardized
interfaces. Above mentioned software components just provice a concrete basis
to build our simulation framework, and not as an end in itself.

At some level in the system, commonality must exist. From this common
level, clients would then bootstrap and configure themselves to work with the
relevant sensors. For the lowest levels, we believe that RDF is the appropriate
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Table 1. Energy consumption study

Protocol Data size (bits) Transmit Energy (J) Receive Energy (J)
custom 160 0.000033 0.000038
ASCII xml 1448 0.000302 0.000342
binary xml 160 0.000033 0.000038

choice. Above that, however, we believe that the issue is an open question which
we will address in future work. We also believe that connectivity to the grid and
web services will be important. Such interoperability can greatly increase the
effectiveness and utility of sensor networks by allowing them to be plugged into
wide area cyberinfrastructures.

To demonstrate the utility of the proposed framework, we conducted proto-
type study to evaluate the energy efficiency of message encoding format alter-
natives. For modeling energy model realistically, we used a 802.15.4 style low
power radio: the bandwidth is 250kbps, and the transmit, receive and idle power
are 0.0522, 0.0591 and 0.00006 Watts respectively. The simulation area was set
to 350×350 m2 with 50 sensor nodes. Each zone was 70×70 m2 (total 25 zones).
Radio transmission range was set to 100 m to ensure that all sensors within a
zone are in range with each other.

Table 1 shows the mean energy consumed per sensor per message for various
message encoding formats. As expected, we see that using ASCII based XML
format, both the transmission and reception energy consumed is almost 9 times
higher than that of custom encoding approach. On the other hand the use of
a compact binary XML encoding format (with predetermined, separated XML
schema) consumes same amount of energy as that of a custom encoding for-
mat. Completely customized protocols are most energy efficient but offer very
little flexibility and interoperability. Whereas the textual XML represents the
other end of the spectrum. Using XML has a number of attractive benefits, but
the verbosity incurs large energy costs during communication (almost 9 times
higher than the custom based formats). However, the use of binary XML is a
compromise between textual XML and custom formats. The results helped us
to validate our simulation framework.

6 Related Work

In an open distributed system, the problem of naming and locating resources is
challenging and has been well studied in literature [1, 10]. Several protocols for
service discovery have been proposed [13, 23, 25]. Moreover, in mobile environ-
ments, the effect of mobility has been also considered (e.g., [4, 17]).

Jini [13] supports service discovery via service registration and lookup. While
Jini works well for its intended applications, we believe that it is not ideal for
realizing DRD for sensor networks. First, Jini is Java-based, and this permeates
its design. In theory, one could bind its wire formats and protocols to other
languages, but the result would likely be awkward. For example, Jini’s service
description model is based on Java’s rules for class derivation. A service query
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matches a service if it is a supertype or same type as the service. This categor-
ically precludes the use of a number of promising research areas for wide-scale
interoperability and mediation, such as ontologies, RDF query languages [18, 14],
description logics [2], and semantic mediation [9]. Furthermore, its communica-
tion model is based on Java RMI and it relies heavily on passing Java objects
across network. This can impose high energy costs for small objects, which will
be typical for DRD. The required changes to Jini to make it energy efficient
would render it incompatible with the original specification and other technolo-
gies built with Jini.

Universal Plug and Play (UPnP) architecture [23] also aims for zero-
configuration. However, it has been designed for a different context. In UPnP,
components are divided into control points and devices. Each device has a device
service. When a device comes on-line, it broadcasts itself to control points on the
network. Once a control point has discovered a device, it then takes control of the
device and sents control messages to the device’s service. UPnP is for a network
to discover devices, rather than for a client to discover resources, and does not in-
clude any notion of clustering. It is also designed for resource rich devices and its
complex architecture is not easy to deploy on resource constrained sensors.

Additionally, many existing resource discovery schemes including Jini [13],
UPnP [23], and SDS [4] assume an underlying IP based networking infrastruc-
ture. They also rely on support for multicast and assume presence of a reliable
transport layer protocol such as TCP. However, the communication models as
well as protocol stack architecture for sensor networks is still evolving and it is
not clear whether the final model will support an IP based communication in-
frastructure or employ a complex machinery such as TCP. Therefore we believe
that the existing technologies are not directly applicable to sensor networks.

Approaches developed in the context of ubiquitous computing [1] and mo-
bile computing [4] share some of our design goals in terms of ubiquitous inter-
operation and energy efficiency respectively. However, they do not take advan-
tage of other properties of sensor devices and applications (such as data-centric
operation, and different levels and modes of granularity) to realize their systems.

Recently, Stann and Heidemann proposed resource discovery optimizations
for sensor networks [20]. In this work, a homogeneous sensor network is assumed
(at least, in terms of administration and software). In addition, resource dis-
covery is integrated with the directed diffusion model which is used for data
collection [12]; queries are forwarded towards data sources simulataneously dis-
covering and reserving required resources in a position to report required data.
The target of this work is to optimize this flooding process by taking advantage
of historical queries for similar resources. The scope of our work is wider (not
just query forwarding) and is not tied to the directed diffusion model.

7 Concluding Remarks

Resource discovery is an important first step towards enabling interoperability
of sensor networks, and eventually seamless integration among them (what we
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call Virtual Sensor Networks). In this paper, we define the resource discovery
problem in sensor networks and outline the challenges involved in it. Sensor
networks are unique in several respects that influence resource discovery and
necessitate specialized solutions. More specifically, their data-centric embedded
nature, relatively poor resources, the emphasis on energy efficiency and the lack
of existing standards combine to render traditional resource discovery approaches
ineffective.

The paper first explores the space of the resource discovery problem in sensor
networks. Resource discovery was organized into two complementary compo-
nents: the decision on what attributes of the system to track; and the design
of energy efficient and available resource discovery protocol. We outlined the
challenges involved in each of the subsections. In addition, we demonstrated a
solution to one of the challenges (the balance between interoperability and effi-
ciency in the resource discovery protocol) and showed that its possible to improve
efficiency while maintaining interoperability.

We are also exploring the concept of Virtual Sensor Networks in the context
of second generation sensor networks. More specifically, we are studying vari-
ous challenges associated with them. To that end, we would like to propose a
component-based, modular, efficient service-oriented architecture.
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Abstract. A survey on location authentication protocols and spatial-
temporal attestation services is presented. Several protocols and services
with these objectives have been proposed during the last decade, but still
there is a lack of understanding of the security properties they should pro-
vide and which security mechanisms are appropriate. We first define the
goals and threat model of location authentication protocols, next they
are described and analyzed against this model. Also, spatial-temporal
attestation services are described and classified depending on their goal
and kind of issued evidence.

1 Introduction

The development of location technologies and the increasing mobility of our
communications have allowed the deployment of Location Based Services (LBS).
In this context some applications will benefit of authenticating the location of
certain entity (location authentication) while others would prefer to obtain an
evidence about the spatial-temporal conditions of certain entity or document
(spatial-temporal attestation). For example, a service provider may require that
in order to grant access to a service, their clients must be located at some specific
set of locations, or a shopping center may desire to grant privileges depending
on the visiting history to the center. In another context, spatial-temporal at-
testation services can be used to notarize from where some data is being sent,
where some document is signed or where a certain payment is done. Another ap-
plication is to provide accountability to the tracking of entities or assets. During
the last 10 years several location authentication protocols and spatial-temporal
attestation services have been proposed. Still there is a lack of understanding of
the security properties they should provide and which security mechanisms are
appropriate. In this paper these issues are addressed: a comprehensive survey
on these protocols and services is presented and at the same time its security is
analyzed.

T. Enokido et al. (Eds.): EUC Workshops 2005, LNCS 3823, pp. 797–806, 2005.
c© IFIP International Federation for Information Processing 2005
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2 Location Authentication Protocols

2.1 Definitions, Assumptions and Threat Model

The general setting for a location authentication protocol involves a prover (P)
and a verifier of the location (Vloc). P is an entity which has some means for
being located by a positioning infrastructure PI (see [HB01] for a survey on
location systems) and that we assume to have an unique identification p. The
verifier Vloc is presented with, or presumes beforehand, the purported location
of the prover. Then, location authentication is defined as the process whereby
one party (Vloc) is assured (through acquisition of corroborative evidence) of the
location of a second party (P ) in a protocol, and that the second party has ac-
tually participated in the protocol (i.e., is active at, or immediately prior to,
the time the evidence is acquired). A set of locating entities LE, which are part
of the positioning infrastructure, may collaborate with Vloc to authenticate the
prover’s location. Vloc may be also part of the positioning infrastructure. We de-
fine that a location authentication protocol is secure if in all its executions
run with an adversary A present, Vloc accepts the claim that the prover p is in
location l at time t iff this statement is true. The goal of an adversary A is that
Vloc accepts claims on target tuples τt = (pt, lt, tt) such that some or several
of the elements of the tuple makes the statement ‘pt was in location lt at time
tt’ false.

We assume that provers are physical devices which know a secret s that allows
to prove its identity p to other entities. This secret s is stored in a tamper-
resistant module such that all the operations that use s are done inside this
module and s cannot be leaked. However, the adversary A can manipulate other
P ’s physical characteristics in order to subvert the protocol. Authenticating P ’s
location does not provide guarantees about who is the user U that may be
controlling it. Although some mechanisms to authenticate the proximity of the
user to the device can be used, such as protecting s with some other secret known
by U or using biometric methods, we assume that both are bound to each other.

We assume that the adversary A has under his control a set of compromised
provers P∗ = {p∗1, . . . , p∗n}. The adversary can place these compromised provers
in any location l ∈ L chosen by the adversary at any time t ∈ T and make them
to execute a location authentication protocol with Vloc, to communicate securely
between them using radio, sound or other mediums, or to capture, intercept or
insert any message. Once an execution of a protocol has started, A cannot move
the compromised provers arbitrarily at his will if this movement is against the
physic laws, but he can force them to not follow the steps of the protocol or to
claim a different identity. A can also record executions of the protocol run by
provers under his control or by other provers, and use this information in later
executions. A may also want to know the whereabouts of provers which are not
under his control, that is, A would like to attempt against the privacy of provers
p /∈ P∗. We are not going to analyze the protocols against this threat. In the
same way, we will not consider denial of service attacks, even when it is very
easy to run them successfully in the depicted scenario (e.g. jamming).
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A) Initialization.
1. Vloc generates uniformly at random k bits αi.
2. P generates uniformly at random k bits mi.

B) Commitment.
1. P commits to the k bits mi using a secure commitment scheme protocol.

C) Fast exchange. This phase is run repeatedly k times for i = 1 . . . k:
1. Vloc starts a timer.
2. Vloc → P : αi

3. P → Vloc : βi = αi ⊕ mi (immediately after it receives αi)
4. Vloc stops the timer and measures the latency time λi.

D) Commitment opening.
1. P opens its commitments on bits mi to Vloc.

E) Authentication and verification.
1. P builds m = α1|β1|...|αk|βk, signs this value m and sends the result to Vloc.
2. Vloc verifies if the committed bits in step B.1 are the same as αi ⊕ βi. If this holds, Vloc

computes m as P would have done and verifies P ’s signature on m. If this also holds, Vloc

computes an upper-bound on the distance using the maximum of the measured latency
times max(λi) with i = 1, ..., k, and accepts if and only if P is close by.

Fig. 1. Brands-Chaum distance-bounding protocol [BC94]

2.2 Distance-Bounding Protocols

The goal of these protocols is to authenticate that the prover P is within some
distance dlim from some location l0 where a locating entity LE or a verifier Vloc

is placed. Without losing generality, the set of locations Lt that the adversary
may target is defined as Lt = {lt : lt ∈ L, d(l0, lt) ≤ dlim}, where d(·, ·) is a func-
tion that returns the distance between two locations. Following we describe and
analyze the distance-bounding protocols that currently exist in the literature.

Based on Fast Challenge-Response Exchanges. Some distance-bounding
protocols are based on the measurement of the round trip latency λ between
P and Vloc. They are designed as interactive two-party protocols and the main
assumption is that the signals used to transmit the exchanged messages have a
constant propagation speed v, where v = vc

∼= 3 × 108m/s if radio or optical
signals are used and v = vs

∼= 340m/s if sound. The round trip latency is
defined as λ = tpp(l0, f(P, trun))+ tpc(P )+ tpp(f(P, trun), l0), where tpp(l1, l2) is
the propagation time between location l1 and location l2, tpc(P ) the processing
time of a prover P between the reception of a challenge and the transmission of
its response and function f(p, t) returns the location of prover p at time t.

Brands and Chaum were the first that proposed a protocol falling in this
category in [BC94] (see Figure 1). Their protocol and the ones in [ČBH03, Bus04]
assume that the device has some hardware that performs the exchange in a
fast manner over some dedicated communication channel. Then, they assume
that the prover’s processing time is negligible compared to the propagation time
and an upper-bound of the distance between Vloc and P can be computed as
δ = v × λ/2 ≥ d(l0, f(p, trun)). Other proposals in [SSW03, WF03] assume that
the device has a non-zero processing delay. Then, the upper-bound is calculated
as δ = v × (λ − tpc(P ))/2. In [SSW03], responses are sent using sound while
challenges use radio signals, then δ ∼= v × (λ − tpc(P )).
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Assuming that the adversaryA controls a single prover p∗i such that f(p∗i , tt)=
l∗i ∈ Lt, then A may try to impersonate some prover pt = pj �= p∗i (impersonation
attack). This would be possible if provers were not authenticated at any time
during the execution of the protocol. Most of the distance-bounding protocols
based on fast exchanges authenticate provers. On the contrary, in the protocol in
[SSW03] provers are not authenticated (it is not considered a goal), therefore the
impersonation attack does not make any sense. The protocol in [WF03] does not
authenticate the prover, but the whole spatial-temporal certification protocol
which uses it in a phase does, preventing then this attack.

With a single compromised prover pt = p∗i such that l∗i /∈ Lt, A may try
to decrease the measured latency λ (decreasing measured latency attack) with
respect to the one that should have been measured (note that trying to increase λ
will not help A to get the claim accepted). First, A may try to send the response
in advance of receiving the challenge from Vloc. To avoid this, the response in this
kind of protocols is chosen such as it depends on the challenge and a value which
P commits to previously, as in the protocol in Figure 1. If it can be assumed
that the propagation speed of the signals used to exchange the messages has an
upper-bound which no prover can exceed, including those controlled by A, then
the probability for A guessing a response r ∈ {0, 1}m, and succeeding in the
attack, is 1/2m. To increase the security of the protocol, several exchanges can
be done. In the case of the proposal in [SSW03] the previous assumption does
not hold, because the response is transmitted using sound. Then A may try to
decrease λ by using a faster signal in some part of the trajectory.

In protocols in [SSW03, WF03] a non-zero processing time is assumed, then
A may try to decrease the measured latency λ by decreasing this time. To avoid
this, in [WF03] it is proposed that this time is known by the verifiers and it is
assumed that A cannot manipulate it. On the contrary, in [SSW03] it is assumed
that A may tamper this time; an effective countermeasure is proposed based on
decreasing dlim dynamically depending on the P ’s declared processing time:
dlim(tpc(P )) = dlim(0) − tpc(P ) × v.

If A controls a single prover p∗i , he may try the attack referred as mafia
fraud in [BC94, Bus04] or proxy attack in [WF03]. Prover p∗i impersonates Vloc

in order that pt = pk /∈ P∗ run the protocol with p∗i instead of with Vloc. It
is assumed that d(l0, f(pk, tt)) > dlim and d(l0, l∗i ) ≤ dlim. The protocols in
[BC94, WF03, ČBH03, Bus04] prevent this attack as the distance between pk

and p∗i makes λ increase and Vloc will not accept the claim (assuming that the
propagation speed has an upper-bound which cannot be exceeded). The protocol
in [SSW03] would prevent this attack if A could not use signals which propagate
faster than sound, but this is not assumed in the protocol. Anyhow, as in [SSW03]
anyone can impersonate other provers, the proxy attack does not make any sense.

When the adversary controls at least two provers p∗i and p∗j , which is a rea-
sonable scenario, then the attack referred as collaborator attack in [BC94] or
terrorist attack in [Bus04] can take place. Then the target tuple τt = (p∗i , lt, tt)
is such that l∗i /∈ Lt but l∗j ∈ Lt. If the fast exchange phase is not bound to
the identity of the prover that executes the protocol, it can be done by a dif-
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1. P → Vloc : P, R, L
2. Vloc → LE : Ks {P, N} , KVloc,LE {Ks}
3. LE

rcλL→ P : P, N
4. P → Vloc : P, R, N
5. Vloc verifies that the token N received in step 4 is the same as the one it sent to LE in step 2.

Fig. 2. Kindberg-Zhang distance-bounding protocol [KZ01b]

ferent one. For example, in protocol in Figure 1 p∗j may sit between p∗i and Vloc

and act as a transparent proxy between them in all the phases except in the
Phase C, which p∗j will execute by itself if p∗i has already communicated p∗j the
bits mi. Protocols in [BC94, WF03, SSW03, ČBH03] are vulnerable to this at-
tack (however note that this attack does not make any sense in [SSW03] again).
The proposal in [Bus04] solves this problem by binding the secret s to the fast
exchange phase. In Bussard’s protocol the response depends also on s in such a
way that this dependency can be proved without revealing s by using proof of
knowledge protocols. This protocol is secure (with some probability) if it can be
assumed that the signals’ speed has an upper-bound that cannot be exceeded.

Based on Token Broadcast. Other distance-bounding protocols are based
on broadcasting some token N through a set of short-range beacons playing the
role of LE. Protocols proposed in [KZ01b, Mic03] are of this kind. In this setting
it is assumed that the token can only be received if d(l0, f(p, trun)) < dlim, dlim

determining the end of LE’s transmission range. Then, knowing N is assumed
to be a proof of having been close to LE. As Kindberg and Zhang discuss in
[KZ01b] this assumption can be reasonably held in certain scenarios (e.g., if
infrared or ultrasound signals are used and the region is delimited with walls).

If the adversary controls a single prover p∗i such that d(l0, l∗i ) > dlim, he
may try to guess N (guessing attack). To prevent this attack, tokens should be
random nonces, and at the same time depend on the area and the broadcast time
to prevent reuse attacks. Protocols in [KZ01b, Mic03] prevent these attacks.

As in the previous setting, A may try to perform impersonation attacks, to
prevent them, some kind of prover authentication is needed. However, protocols
falling in this category do not agree with this approach. Protocol in [Mic03]
does not authenticate provers during execution (one of its main goals is prover
anonymity). Kindberg and Zhang in [KZ01b] claim that entity authentication
or anonymity issues are orthogonal to the location authentication problem, and
therefore they do not consider this issue in their protocols (see protocol in Figure
2). As in our model impersonation attacks are relevant, prover authentication
should be required.

Proxy attacks may also be run in this setting. In a first version A will target
a tuple τt = (p∗i , lt, tt) such that d(l0, l∗i ) > dlim. The attack involves a prover
pk /∈ P∗ such that d(l0, lk) ≤ dlim and p∗i sits between pk and Vloc, acting
as a transparent proxy between them and playing the role of Vloc to pk. The
protocol in [Mic03] is vulnerable to this attack as it does not authenticate provers.
Protocol in [KZ01b] could prevent this attack if Vloc authenticated provers and
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kept a registry binding broadcast tokens with specific prover requests, or if this
binding were done within the token and its authenticity preserved (assuming
that honest provers would not accept tokens not addressed to them). A second
version of the proxy attack is that one where the prover p∗i sits between LE
and pk, acting again as a transparent rely between them. A targets the tuple
τt = (pk, lt, tt) where d(l0, l∗i ) ≤ dlim but d(l0, lk) > dlim. This attack would
not be detected even if tokens were bound to provers in an authentic manner. A
possible countermeasure suggested in [KZ01b] is that Vloc measures the response
time to verify if it corresponds to the expected distance between Vloc and pk; then
similar techniques to the ones presented in the previous section will be applied.
Another countermeasure might be that LE used unforgeable RFID schemes and
that tokens were bound to each detected prover.

If A controls at least two provers p∗i and p∗j then collaborator attacks may take
place. Target tuple would be τt = (p∗i , lt, tt) where d(l0, l∗i ) > dlim and d(l0, l∗j ) ≤
dlim. All the considerations made before for proxy attacks are relevant, but in
this case p∗j will collaborate in the attack (e.g. accepting tokens not addressed to
it). Again, a possible countermeasure would be that LE authenticates provers
in the acceptance area and binds tokens to them.

2.3 Absolute Positioning Protocols

The goal of these protocols is to authenticate P ’s absolute position with some
resolution. These protocols usually rely on triangulation techniques. If the tar-
get prover is pt = p∗i such that f(p∗i , tt) = l∗i , then Lt = {lt : lt ∈ L, lt �= l∗i }.
Following the two kind of protocols falling in this category are described.

Based on Simultaneous Fast Challenge-Response Exchanges. As these
protocols are designed as the simultaneous execution of several distance-
bounding protocols based on fast exchanges run by P and several LE, then,
the analysis presented in the previous section for distance-bounding protocols
based on fast exchanges can be applied to this setting. Given this, let’s assume
that A controls one single prover p∗i , that the speed of the exchanged signals
cannot be exceeded by any prover and that some countermeasures have been
applied to prevent manipulation of processing times if devices are assumed to
have any. Then A may try to prove another location lt �= l∗i by delaying prover’s
answers. Čapkun and Hubaux prove in [ČH04] that if the prover lies within the
triangle with vertices each LE, it cannot prove successfully being at another
location than where it actually is. A prover can always prove to be further from
one of the LE but then, if it lies within the mentioned triangle, it must prove to
be closer to at least other of the LE, which is not possible under the assumptions.

Based on Authenticated Ranging. Some location authentication protocols
are based on signals broadcast by global navigation satellite systems (GNSS)
such as GPS. In these systems several satellites orbiting around the earth trans-
mit continuously signals Li, where satellites play the role of LE. The positioning
principle is based on measuring the time of flight from a satellite LEi to the
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prover P , which allows to compute their range or distance; several ranges can be
used to calculate P ’s absolute position by triangulation. This method needs that
satellite and receiver clocks are synchronized, but usually there exists some bias
or offset in the receiver clock respect to system time (satellite clocks are much
more stable and precise); therefore to calculate the prover’s position (latitude,
longitude, height) the bias must be solved and at least four measurements are
needed. In this section it is assumed that provers are GNSS receivers with added
functionalities such as communication capabilities.

A first approach to authenticate P ’s location at time t would be that the
device calculates its position f(p, t) using the received navigation signals and
sends a spatial-temporal report containing the tuple (p, f(p, t), t) to Vloc. If these
reports are not protected, A can intercept them and send faked ones instead
(report manipulation attack). To avoid this, message authentication should be
provided as it is suggested in [GW99, PWK04].

Even if reports were authenticated, A might try to manipulate provers in order
to transmit false reports (device manipulation attack). If A controls one prover
p∗i located in l∗i at time t∗i , he may force p∗i to send forged reports τt = (pt, lt, tt)
such that pt �= p∗i , lt �= l∗i , tt �= t∗i (if reports can be sent at a later time tj > t∗i )
or a combination of these. To avoid this threat in [PWK04] it is proposed to
use tamper resistant receivers such that they only output authenticated spatial-
temporal reports calculated with received navigation signals, and which can
check its integrity status and send reports on it.

Anyway, even if these assumptions can be held, A does not need to tamper
provers to make them generate false reports. This is possible because satellite
signals can be easily synthesized or manipulated with the appropriate software
and fed to the device (signal manipulation attack). Anyhow, the price of these
simulators or its hiring is high and in several applications it may not be worth
compared to the benefit that A would obtain. To avoid these attacks the authen-
tication of the broadcast signals should be guaranteed. One approach is to use
symmetric encryption, as it is done in one of the GPS signals, where spreading
code encryption with a symmetric secret key is used. Other approach considers
that satellites broadcast some unpredictable information which will be recorded
by P and forwarded to Vloc. This approach is somehow used in [MMZ+97], where
small errors such as satellite orbit errors and ionospheric errors are used as un-
predictable information. However, Kuhn points out in [Kuh04] that with this
mechanism anyone able to verify the correction of the unpredictable information
could also spoof the signal by including this information on a synthesized sig-
nal or transforming the signal according to it; further research should be done
to check if this kind of attack could be detected in this case. A last approach
to provide authentication to broadcast signals is based on asymmetric cryptog-
raphy. For example, the proposal by Kuhn in [Kuh04] uses digital signatures
to provide protection against signal synthesis attacks and also selective delay
attacks; in this case undetectable hidden markers are inserted in the signal at
unpredictable times and, after some time, signed information that allows markers
verification is broadcast.
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A may try to run in this setting both variants of proxy attacks. The first
version (where l∗i �= lt) is not possible in [PWK04] as devices are assumed to
output authenticated reports, but the second version of the attack would make
the device to calculate a wrong position unless it could detect that the signals had
been forwarded. In [MMZ+97] the first version of the attack might be prevented
if latency measurements or similar countermeasures were carried out, because
reports are apparently not bound to a specific receiver. The second version of
the attack would not easily succeed as devices must prove to be at a fixed set of
positions. The forwarding of the signals and its feeding to the device will make
Vloc to fail in the calculation of its position with a high probability. This last
situation would happen also in [MMZ+97] if A tried to carry out a collaborator
attack, which would not be possible in [PWK04] as trusted devices are assumed.

3 Spatial-Temporal Attestation Services

Similar to the definition for non-repudiation services in [ISO97], we define
spatial-temporal attestation services as those services that generate, collect,
maintain, make available and validate evidences concerning either the spatial-
temporal conditions of an entity either the spatial-temporal conditions under
which a transformation or action is made by some entity on certain data. A
trusted third party (TTP), the spatial-temporal evidence generator (Ge), is in
charge of generating the evidences, and probably also collects, maintains and
makes them available. Another TTP may exist, the spatial-temporal evidence
verifier (Ve), if evidences cannot be verified by any party. We assume that
the generator of the evidence Ge, before certifying the spatial-temporal con-
ditions of the subject of the evidence, delegates the verification of these con-
ditions to some entity Vloc, which should execute a location authentication
protocol.

Assuming that spatial-temporal attestation services rely on secure location
authentication protocols, the main goal of a spatial-temporal evidence generator
Ge is to provide unforgeable, non-transferable and verifiable spatial-temporal
evidences on tuples τ = (p, l, t) such that it is true that the subject p was in
location l at time t. The goal of an adversary A is to obtain evidences on tuples
τt = (pt, lt, tt) such that one or several of the elements of the tuple makes the
statement ‘pt was in location lt at time tt’ not true.

Following, a classification of spatial-temporal attestation services is presented
depending on their specific goal and which kind of evidence they issue. Most
of the spatial-temporal attestation services existing in the literature use well
known evidence generation mechanisms such as digital signatures, secure seals
or authenticator tokens. Therefore, a security analysis as the one developed in
Section 2 is not presented in this case.

Spatial-temporal certification services. A first kind of spatial-temporal at-
testation services are those that have as main goal to provide evidences on the
spatial-temporal conditions of a subject. A first group between these services
provide evidences that may be certificate-like or credential-like. The proposals
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in [ZKK01, WF03] fall within the certificate-like category while the one proposed
in [Bus04] can be classified as credential-like.

Other authors in [GTRR03] suggest to link certificate-like spatial-temporal
evidences, as it is done in linked time-stamps schemes, to provide accountabil-
ity to the temporal order of the evidences. Some of the protocols presented in
[ČBH03] also provide some kind of spatial-temporal evidence but the location is
not explicitly included in the evidence, they are more like temporal authentica-
tors of the encounters between entities than proper spatial-temporal evidences.

A second group between spatial-temporal certification services provides ticket-
like evidences or short-term credentials, such as the protocol in [Mic03]. Another
protocol that falls into this approach is presented in [NNT03], but in this case
the ticket, which is more similar to an authenticator than to a proper credential,
can be used only a limited number of times.

Spatial-temporal stamping services. A second kind of spatial-temporal at-
testation services are those that have as main goal to provide evidences about
the spatial-temporal conditions under which some document exist or a transfor-
mation is made by some subject on this document. In this case, Ge may issue
spatial-temporal stamps, which bind the document or its transformation with
the spatial-temporal conditions. One of the more interesting transformations is
to sign some data, which can be useful for example if some payment is done or
some contract or attestation is signed. The only proposals that really fall under
this approach are the ones presented in [KZ01a, LSBP03].

4 Conclusions and Open Issues

The expectations raised by recently proposed location authentication protocols
and spatial-temporal attestation services are very promising. Although several
protocols and services with these objectives have been proposed in the last
decade, there is a lack of a framework that comprises them and that helps to
analyze its security. In this paper we have surveyed existing location authenti-
cation protocols and spatial-temporal attestation services, their goals have been
stated and its security has been analyzed against a proposed threat model.

There are still some open issues that should be further studied such as to
analyze the efficiency of the protocols and services, the privacy they provide or
how they may defend against denial of service attacks. The results of this work
may be applied to analyze the security of the standardized positioning techniques
in the context of mobile telephone networks.
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Abstract. Advances in clock synchronization techniques for sensor net-
works as well as wireless ad-hoc networks allow an approximated global
time for an increasing number of configurations in ubiquitous and perva-
sive computing environments. This paper presents an event stream based
on-line algorithm that fuses the data reported from the heterogenous
processors in the network to detect predicates of interest. The algorithm
detects properties that can be specified using predicates under a rich
palette of time modalities. The algorithm has low space, time, and mes-
sage complexities. The main idea used to design the algorithm is that
the predicate is decomposed as a collection of predicates between pairs of
system devices. The algorithm leverages the pairwise interaction between
processes so as to incur a low overhead and hence be highly scalable.

1 Introduction

Event-based data streams represent relevant state changes that occur at the pro-
cesses that are monitored. The paradigm of analyzing event streams to mine data
of interest to various applications uses data fusion. This paper gives an on-line
algorithm to detect predicates from event streams that are reported by the vari-
ous components of an ubiquitous computing environment. Such an environment
includes ad-hoc networks and sensor networks [1, 19].

In the system model, the devices of the ubiquitous network are modeled by
processes. The model assumes a loosely-coupled ad-hoc asynchronous message-
passing system in which any two processes belonging to the process set N =
{P1, P2, . . . , Pn} can communicate over logical channels. For a wireless commu-
nication system, a physical channel exists from Pi to Pj if and only if Pj is within
Pi’s range; a logical channel is a sequence of physical channels representing a
multi-hop path. The only requirement is that each process be able to send its
gathered data eventually and asynchronously (via any routes) in a FIFO stream
to a data fusion server P0.

Ei is the linearly ordered set of events executed by process Pi in an execution.
Variable x local to process Pi is denoted as xi. Given a network-wide predicate
on the variables, the intervals of interest at each process are the durations during
which the local predicate is true. Such an interval at process Pi is identified by
the (totally ordered) corresponding adjacent events within Ei, for which the
local predicate is true. Intervals are denoted by capitals X , Y , and Z. The types

T. Enokido et al. (Eds.): EUC Workshops 2005, LNCS 3823, pp. 807–816, 2005.
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Fig. 1. Intervals within an ubiquitous network. (a) A network. S1 – S4 are sensors at
locations L1 – L4. (b) Timing diagram for intervals at L1 – L4.

of predicates our algorithm handles are conjunctive predicates. A conjunctive
predicate is of the form

∧
i φi, where φi is any predicate defined on variables

local to process Pi. An example is: (xi > 4) ∧ (yj = 94), where xi and yj are
variables at Pi and Pj , respectively. Figure 1 shows four locations and intervals
in their timing diagrams, during which the local predicates are true.

The problem we address is informally described as follows. Event streams from
the processes report intervals in which the local predicates are true. Information
about the reported intervals is “fused” or correlated and examined to detect
global states of the execution that satisfy a given input predicate. This problem
was defined and addressed earlier [3, 4, 5, 12] to detect predicates in distributed
executions, using causality relationships defined in [11, 12].

Physical clocks in sensor networks, ad-hoc networks, and wireless networks
– when synchronized via GPS [15], NTP [16], or any of the many efficient syn-
chronization protocols for wired as well as wireless media, such as those surveyed
in [8, 9, 17, 18] – allow the assumption about an approximate single global time
axis. We assume such synchronized physical clocks. This assumption simplifies
the detection of a global state [7] in the ubiquitous environment, which is es-
sentially a form of a distributed asynchronous message-passing system. With
synchronized clocks, a distributed execution is the interleaving of all the local
executions Ei on a common time axis. A global state contains one local state of
each process. Using a common time axis, a global state can be specified (i) as
occurring at the same time instant at each process, or (ii) in terms of specific
relationships among the local states (one local state from each processes).

For a single time axis, it has been shown [10, 2] that there are 13 ways in
which two time intervals can be related to one another on that time axis. For
intervals X and Y , the thirteen relations are:

– precedes and preceded by (which is precedes−1)
– meets and met by (which is meets−1)
– overlaps and overlapped by (which is overlaps−1)
– contains and contained by (which is contains−1)
– starts and started by (which is starts−1)
– finishes and finished by (which is finishes−1)
– equals

The set of these 13 relations is denoted � and is illustrated in Figure 2. There
are six pairs of inverses, and equals is its own inverse.
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Legend: X Y

X contains (c) Y X contained by (cb) Y

X finished by (fb) YX finishes (f) Y

X starts (s) Y X started by (sb) Y

X precedes (p) Y X preceded by (pb) Y

X meets (m) Y

X overlapped by (ob) YX overlaps (o) Y

X equals (q) Y

X met by (mb) Y

Fig. 2. The 13 relations 
 between intervals

Our problem is now formally defined. Event streams generated by the different
processors need to be fused at a central server to solve the following global
predicate detection problem [3, 4, 5, 6, 12].

Problem Predicate Rel statement. Given a relation ri,j from � for each pair
of processes Pi and Pj , identify the intervals (if they exist), one from each
process, such that each relation ri,j is satisfied for the (Pi, Pj) pair.

Example specification: We assume that intervals Xi, Yj , and Zk occur at
different locations i, j, and k, respectively, but global time is available in the
system at all sites. Two example specifications of predicates are:

(a) (Xi precedes Yj) AND (Xi overlaps Zk) AND (Zk finishes Yj)
(b) (Xi overlaps Yj) AND (Yj contains Zk) AND (Zk met by Xi)

The problem in each case is to identify the global state in a distributed execution
when the predicate is true. Example solutions are illustrated in Figure 3.

The performance of the proposed algorithm is summarized in Table 1. P0 is
the data fusion server that processes the event streams. The metrics are the time
complexity at P0, the network-wide count of the messages sent by the processes
to P0, the total space complexity at P0, the cumulative size of all the messages
sent to P0, and the space at each process Pi. n = number of processes, p =
maximum number of intervals occurring at any process.

2 Outline of the Algorithm

An interval at Pi begins when the local predicate φi becomes true and ends when
φi becomes false. We assume the physical clock has infinitely fine granularity so
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(Z finishes Y)
(X precedes Y) & (X overlaps Z) & 

(b)

(X meets Z)
(X overlaps Y) & (Y contains Z) &

(a) 

Z

Y

X

Z

Y

X

Fig. 3. Example problem specifications. The intervals Xi, Yj , and Zk are at different
processes in the distributed ubiquitous system.

Table 1. Space, message and time complexities of the proposed algorithm

Time complexity Total number Space at P0 Space at Pi,
at P0 of messages (=total message space) i ∈ [1, n]

O((n − 1)np) np 2np 2

each (event-triggered) state transition at a process occurs at a distinct tick (local
discreteness). There are two consequences of local discreteness and the model
for intervals. (1) An interval has a non-zero duration, implying points are not
allowed. (2) An interval can begin at Pi only after the previous interval at Pi

ends (see Fig. 1(b)) – termed the local interval separation property.
Processes P1, P2, ...., Pn representing the n devices in the ubiquitous network

track the start and end timestamps of their local intervals. The timestamps are
as per the synchronized physical clock based on a global time axis. t−i and t+i
denote the timestamps at process Pi at the start and at the end of an interval,
respectively. This information is sent using the network asynchronously to the
central data fusion server P0. The only requirement is that between any process
and P0, the logical link must be FIFO. Recall that in a ubiquitous network,
the numerous small devices operating collectively, rather than as stand-alone
devices, form a dynamic ambient network that connects each device to more
powerful networks and processing resources. Thus, the design using P0 as the
more powerful “server” fits this model.

The data fusion server maintains queues Q1, Q2, .... ,Qn for interval infor-
mation from each of the processes. The server runs the proposed algorithm to
process the interval information it receives in the queues. For any pair of inter-
vals, observe from Figure 2 that there is a overhead of O(1) time complexity
to test for each of the 13 relations using the start and end timestamps of the
intervals. The algorithm detects “concurrent” pairwise interactions for each pair
of intervals, considering only one interval from each process at a time as being a
part of a potential solution. A challenge to solve Predicate Rel is to formulate
the necessary and sufficient conditions to determine when to eliminate the re-
ceived information about intervals from the queues, so as to process the queues
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type Log = record Start of an interval: End of interval:
start : integer; Logi.start = t−

i . Logi.end = t+i
end: integer; Send Logi to central process P0.

end

Fig. 4. Data structures and operations to construct Log at Pi (1 ≤ i ≤ n)

efficiently. These conditions are important because intervals that are determined
as not being part of a solution should not be used in testing with other intervals.

We assume that interval X occurs at Pi and interval Y occurs at Pj . For any
two intervals X and X ′ that occur at the same process, if precedes(X, X ′), then
we say that X is a predecessor of X ′ and X ′ is a successor of X . The algorithm
to solve problem Predicate Rel is given in two parts. The processing on each of
the n processes P1 to Pn is given next. The processing by P0 is given in Section 3.

Processing at Pi, (1 ≤ i ≤ n)

Each process Pi, where 1 ≤ i ≤ n, maintains the data structure Logi that
contains the information of the start and end of the (latest) interval to be sent
to P0. Logi is constructed and sent to P0 using the protocol shown in Figure 4.
P0 uses the Logs reported to determine the relationship between interval pairs.

Complexity Analysis at Pi (1 ≤ i ≤ n)

Space Complexity of Log. at each Pi, 1 ≤ i ≤ n. Each Log at a process stores
the start (t−) and the end (t+) of an interval. As only one Log entry exists at a
time, the space needed at a process Pi at any time is 2 integers.

Space Complexity of Control Messages. sent to P0 by processes P1 to Pn.

– As one message is sent per interval, the number of messages is p for each Pi

(i �= 0). This gives a total number of messages as np.
– The size of each message is 2 as each message contains a Log. The total

message space overhead for any process is the sum over all the Logs for that
process, which is 2p. Hence the total message space complexity is 2np.

3 Algorithm Predicate Rel

The algorithm detects a set of intervals, one on each process, such that each pair
of intervals satisfies the relationship specified for that pair of processes. If no such
set of intervals exists, the algorithm does not return any interval set. The central
process P0 maintains n queues, one for Logs from each process and determines
which relation holds between pairs of intervals. The queues are processed using
the formalism in [3, 4, 5]. If there exists an interval at the head of each queue and
these intervals cannot be pruned, then these intervals satisfy ri,j ∀ i, j, where
i �= j and 1 ≤ i, j ≤ n. Hence these intervals form a solution set.

We use the prohibition function H(ri,j) and the allows relation � [3, 4, 5, 6].
For each ri,j ∈ �, its prohibition function H(ri,j) is the set of all relations R such
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Table 2. Prohibition functions H(ri,j) for the 13 independent relations ri,j in 


Relation r H(ri,j(Xi, Yj)) H(rj,i(Yj , Xi))
p = pb−1 ∅ {p, m, mb, o, ob, s, sb, f, fb, c, cb, q}

m = mb−1 {p, m, o, s, f, fb, cb, q} {p, m, mb, o, ob, s, sb, f, fb, c, cb, q}
o = ob−1 {p, m, o, s, f, fb, cb, q} {p, m, mb, o, ob, s, sb, f, fb, c, cb, q}
s = sb−1 {p, m, mb, o, ob, s, sb, f, fb, c, cb, q} {p, m, mb, o, ob, s, sb, f, fb, c, cb, q}
f = fb−1 {p, m, o, s, f, fb, cb, q} {p, m, mb, o, ob, s, sb, f, fb, c, cb, q}
c = cb−1 {p, m, o, s, f, fb, cb, q} {p, m, mb, o, ob, s, sb, f, fb, c, cb, q}
q = q−1 {p, m, mb, o, ob, s, sb, f, fb, c, cb, q} {p, m, mb, o, ob, s, sb, f, fb, c, cb, q}

that if R(X, Y ) is true, then ri,j(X, Y ′) can never be true for some successor
Y ′ of Y . H(ri,j) is the set of relations that prohibit ri,j from being true in the
future. Two relations R′ and R′′ in � are related by the allows relation � if the
occurrence of R′(X, Y ) does not prohibit R′′(X, Y ′) for some successor Y ′ of Y .

Definition 1. Function H : � → 2	 is defined to be H(ri,j) = {R ∈ � | if
R(X, Y ) is true then ri,j(X, Y ′) is false for all Y ′ that succeed Y }.

Definition 2. � is a relation on �×� such that R′ � R′′ if the following holds.
If R′(X, Y ) is true then R′′(X, Y ′) can be true for some Y ′ that succeeds Y .

Examples
(i) c � o because if c(X, Y ) is true, then there is a possibility that o(X, Y ′) is
also true, where Y ′ succeeds Y .
(ii) m−1 � f because if m−1(X, Y ) is true, then there is a possibility that
f(X, Y ′) is also true, where Y ′ succeeds Y .

Lemma 1. If R ∈ H(ri,j) then R �� ri,j else if R �∈ H(ri,j) then R � ri,j .

Proof. If R ∈ H(ri,j), using Definition 1, it can be inferred that ri,j is false
for all Y ′ that succeed Y . This does not satisfy Definition 2. Hence R �� ri,j . If
R �∈ H(ri,j), it follows that ri,j can be true for some Y ′ that succeeds Y . This
satisfies Definition 2 and hence R � ri,j . ��

Table 2 gives H(ri,j) for the 13 interaction types in �. It is constructed by
analyzing each interaction pair.

Example: The third row of Table 2 gives the relations o and ob.
– In column two, H(oi,j(Xi, Yj)) = {p, m, o, s, f, fb, cb, q}. Hence, p(Xi, Yj) or

m(Xi, Yj) or o(Xi, Yj) or s(Xi, Yj) or f(Xi, Yj) or fb(Xi, Yj) or cb(Xi, Yj)
or q(Xi, Yj) implies that o(Xi, Y

′
j ) can never hold for any successor Y ′

j of Yj .
– In column three, H(obj,i(Yj , Xi)) = {p, m, mb, o, ob, s, sb, f, fb, c, cb, q}.

Hence, p(Yj , Xi) or m(Yj , Xi) or mb(Yj , Xi) or o(Yj , Xi) or ob(Yj , Xi) or
s(Yj , Xi) or sb(Yj , Xi) or f(Yj , Xi) or fb(Yj , Xi) or c(Yj , Xi) or cb(Yj , Xi) or
q(Yj , Xi) implies that ob(Yj , X

′
i) can never hold for any successor X ′

i of Xi.

The following theorem states that if R′ allows R′′, then Theorem 1 states that
R′−1 necessarily does not allow relation R′′−1.
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Table 3. The “allows” relation � on 
 × 
, in matrix form, to verify Theorem 1

� p pb m mb o ob s sb f fb c cb q

p 1
pb 1 1 1 1 1 1 1 1 1 1 1 1 1
m 1
mb 1 1 1 1 1
o 1
ob 1 1 1 1 1
s 1
sb 1 1 1 1 1
f 1
fb 1
c 1 1 1 1 1
cb 1
q 1

Theorem 1. For R′, R′′ ∈ � and R′ �= R′′, if R′ � R′′ then R′−1 �� R′′−1.

The theorem can be observed to be true from Lemma 1 and Table 2 by using
a case-by-case analysis. Table 3 shows the grid of the � relation for this analysis.
A “1” indicates that the row header allows the column header. Alternately, this
analysis is easier by using the following form of Theorem 1: “For R′ �= R′′, if
R′ �∈ H(R′′), then R′−1 ∈ H(R′′−1)”.

(Example 1.) c � o ⇒ c−1 �� o−1, which is true.
(Example 2:) m−1 � f ⇒ m �� f−1, which is true.

Note R′ �= R′′ in Theorem 1; otherwise R′ � R′ holds as for p, pb, and c,
leading to R′−1 �� R′−1, a contradiction.

Lemma 2. If the relationship R(X, Y ) between intervals X at Pi and Y at Pj

is contained in the set H(ri,j) and R �= ri,j , then X can be removed from the
queue Qi.

Proof. By definition of H(ri,j), ri,j(X, Y ′) cannot exist, where Y ′ is any suc-
cessor of Y . As ri,j �= R, X cannot be a part of the solution. So X can be
deleted. ��

Lemma 3. If the relationship between a pair of intervals X at Pi and Y at Pj

is not equal to ri,j , then either X or Y is removed from the queue.

Proof. We use contradiction. Assume relation R(X, Y ) (�= ri,j(X, Y )) is true for
intervals X and Y . From Lemma 2, the only time neither X nor Y will be deleted
is when R �∈ H(ri,j) and R−1 �∈ H(rj,i). From Lemma 1, it can be inferred that
R � ri,j and R−1 � rj,i. As r−1

i,j = rj,i, we get R � ri,j and R−1 � r−1
i,j .

This is a contradiction as by Theorem 1, R being unequal to ri,j , R � ri,j ⇒
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R−1 �� r−1
i,j . Hence R ∈ H(ri,j) or R−1 ∈ H(rj,i) or both; so one or both of X

and Y can be deleted. ��
Lemma 3 guarantees progress; when two intervals are checked, if the desired

relationship is not satisfied, at least one of them can be discarded. Further, it is
possible that both the intervals being tested are discarded.

Example: We want to detect X and Y , where ri,j(X, Y ) = f . If R(X, Y ) = o,
we have that o �� f ; hence o(X, Y ) will not allow f(X, Y ′) to be true for any Y ′.
Hence X must be deleted. Further, ob �� fb and hence ob(Y, X) will not allow
fb(Y, X ′) to be true for any X ′. Hence, Y must also be deleted.

Theorem 2. Problem Predicate Rel is solved by the algorithm in Figure 5.

Proof. The algorithm implements Lemma 2 which allows queues to be pruned
correctly. An interval gets deleted only if it cannot be part of the solution.
Specifically, interval X gets deleted if R(X, Y ) ∈ H(ri,j) and R �= ri,j (lines
13,14,17). Similarly, Y is deleted if R(Y, X) ∈ H(rj,i) and R �= ri,j (lines 15-17).
Further, each interval gets examined unless a solution is found using one of its
predecessors. Lemma 3 guarantees that if R(X, Y ) �= ri,j , then either interval X
or interval Y is deleted. Hence, if every queue is non-empty and its head cannot
be pruned, then the set of intervals at the head of each queue forms a solution.

The set updatedQs stores the indices of all the queues whose heads get up-
dated. In each iteration of the while loop, the indices of all the queues whose
heads satisfy Lemma 2 are stored in set newUpdatedQs (lines (13)-(16)). In lines
(17) and (18), the heads of all these queues are deleted and indices of the updated
queues are stored in the set updatedQs. Observe that only interval pairs which
were not compared earlier are compared in subsequent iterations of the while
loop. The loop runs until no more queues can be updated. If all the queues are
now non-empty, then a solution is found (Lemma 3), where for the intervals X
= head(Qi) and Y = head(Qj), R(X, Y ) = ri,j . ��

Theorem 3. The algorithm in Figure 5 has the following complexities.

1. The total message space complexity is 2np. (proved in Section 2)
2. The total space complexity at process P0 is 2np. (follows from (1))
3. The time complexity at P0 is O((n − 1)pn)).

Proof. The time complexity is the product of the number of steps needed to
determine a relationship (O(1), follows trivially from Figure 2) and the number
of relations determined. For each interval considered from one of the queues in
updatedQs (lines (6)-(12)), the number of relations determined is n − 1. Thus
the number of relations determined for each iteration of the while loop is (n −
1)|updatedQs|. But

∑
|updatedQs| over all iterations of the while loop is less

than the total number of intervals over all the queues. Thus, the total number
of relations determined is less than (n− 1) ·x, where x = pn is the upper bound
on the total number of intervals over all the queues. As the time required to
determine a relationship is O(1), the time complexity is O((n − 1)np). ��
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queue of Log: Q1, Q2, . . . Qn =⊥
set of int: updatedQs, newUpdatedQs = {}
On receiving interval from process Pz at P0

1: Enqueue the interval onto queue Qz

2: if (number of intervals on Qz is 1) then
3: updatedQs = {z}
4: while (updatedQs is not empty)
5: newUpdatedQs={}
6: for each i ∈ updatedQs
7: if (Qi is non-empty) then
8: X = head of Qi

9: for j = 1 to n
10: if (Qj is non-empty) then
11: Y = head of Qj

12: Test for R(X,Y ) using interval timestamps (Fig. 2)
13: if (R(X, Y ) ∈ H(ri,j)) and R �= ri,j then
14: newUpdatedQs = {i} ∪ newUpdatedQs
15: if (R(Y, X) ∈ H(rj,i)) and R �= rj,i then
16: newUpdatedQs = {j} ∪ newUpdatedQs
17: Delete heads of all Qk where k ∈ newUpdatedQs
18: updatedQs = newUpdatedQs
19 if (all queues are non-empty) then
20: Heads of queues identify intervals that form the solution.

Fig. 5. On-line algorithm at P0 to solve Predicate Rel, based on [4, 5]

4 Conclusions and Discussion

This paper formulated the problem of detecting a global predicate in a (dis-
tributed) ubiquitous system assuming the presence of global time. Such ubiqui-
tous systems are becoming common due to the spread of embedded devices that
are networked together, sensor networks, and ad-hoc networks. The assumption
of an approximate global time axis is also becoming reasonable in an increasing
number of scenarios due to the spread and availability of GPS, and inexpensive
clock synchronization algorithms. The paper presented an algorithm based on
[4, 5] to detect a global predicate specified across the various locations, assuming
that event streaming from those locations to a central location is available. This
model is reasonable because the dynamic ambient network in the ubiquitous
environment connects each device to more powerful processing resources. The
proposed algorithm is highly scalable as it has low overhead.

We mention some limitations of the approach. Global time is at best an ap-
proximation. A common time axis will not be applicable when predicates based
on causality (i.e., happens before) relation [14] are specified. In such cases, the
algorithms presented in [3, 4] using the theory in [11, 12] can be used. Also, the
availability of global time in some scenarios with limited resources and/or con-
strained network topologies may not be practical.

The presented formalism assumed local discreteness which implied local interval
separation and no points. Variations can be handled by adapting this formalism
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(see [13]). For example, if local interval separation is relaxed, an interval can begin
at the same instant the previous interval at the same process ends. X ′

i would be a
successor of Xi if m(Xi, X

′
i) or p(Xi, X

′
i). In Table 2, H(m) would exclude f, fb, q,

and H(s), H(sb), H(q) would each exclude mb. In Table 3 for �, there would be
“1” for (f, m), (fb, m), (q, m), (mb, s), (mb, sb), (mb, q). Theorem 1 can be seen
to still hold. Other variations, such as allowing points (one point per clock tick),
and about clock properties and time density, can be similarly handled.
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Abstract. This paper proposes a kind of wavelet domain image digital 
watermarking technique using two-dimensional chaotic stream encryption and 
human visual model. A stream encryption algorithm based on two-dimensional 
Logistic chaotic map is researched and realized for meaningful grayscale 
watermarking image. The block embedding intensity is calculated and combined 
with the human visual model, so that the embedding and detection steps of 
encrypted binary watermark can be adaptively fulfilled in the wavelet coefficients 
of the host image. The experimental results have shown that this watermarking 
technique can endure regular digital image processing and have preferable 
performance. 

1   Introduction 

Digital watermark is a kind of technology that embeds copyright information into 
multimedia data. Unlike encryption, the watermark remains in the content in its original 
form and does not prevent a user from listening to, viewing, examining, or 
manipulating the content. Digital watermark technology opens a new door to authors, 
producers, publishers, and service providers for protecting their rights and interests in 
multimedia documents[1]. 

Considering the watermark security and embedded information’s secrecy, we can 
use the cipher technology to encrypt the information codes and positions. The chaotic 
encryption technology is a novel method that has good performance and has been 
developed in recent years. Currently, most image watermarking schemes usually 
embed chaotic signals produced by given chaotic system into host image[2]. Methods 
that encrypt meaningful watermarking signals are mainly based on one-dimensional 
chaotic system, but methods based on two-dimension are rarely found[3]. Besides, 
attack methods aiming at low dimensional chaotic systems have been found, so the 
security couldn’t be guaranteed.  

This paper employs the two-dimensional chaotic Logistic map to encrypt the 
meaningful gray image[4,5]. Based on HVS model[6-8], we embed the encrypted binary 
image into the wavelet domain of host image to get more security.  
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2   Two-Dimensional Logistic Map 

As the encryption using chaotic sequence produced by one-dimensional Logistic 
system is weak in security, we have to turn to two-dimensional Logistic system. 

2.1   The Definition of Two-Dimensional Logistic Map 

The two-dimensional Logistic map can be defined as: 

1 1 1

1 2 2

4 (1 ) ( , )

4 (1 ) ( , )
n n n n n

n n n n n

x x x g x y

y y y g x y

μ
μ

+

+

= − +
= − +

                                 (1) 

1g  and 2g  are coupled terms, which can be used in two modes:  

(1) 1 ng yγ=  and 2 ng xγ= , and both are simple coupled terms;  

(2) 1 2 n ng g x yγ= = , and both are symmetry quadratic coupled terms. 

Adopting the mode of simple coupled term, we change equation (1) as follows: 

1 1

1 2

4 (1 )

4 (1 )
n n n n

n n n n

x x x y

y y y x

μ γ
μ γ

+

+

= − +
= − +

                                       (2) 

The dynamical behavior of this system is controlled by control parameters of 1μ , 2μ  

and γ . These parameters must be suitably chosen to control the system. 

2.2   Chaos of the Two-Dimensional Logistic Map 

Nonlinear dynamical system will evolve into the ultimate set, namely the attractor, 
whose dimension is less than the phase space’s. With the control parameters changing, 
the simple attractor will develop into the strange attractor and the system becomes 
chaotic. Investigating into the chaotic movement, we will observe the bifurcation figure 
or phase figure. However, due to chaotic complexity, some chaotic criterions are 
needed, such as reconstruction of phase space, power spectrum analysis, information 
dimension, Lyapunov exponent and metric entropy. The Lyapunov exponent calculated 
by difference equation group is a statistical eigenvalue depicting chaotic movement and 
a measurement unit of average constringency or radiation of neighboring orbits in 
phase space. 

For the two-dimensional Logistic map, its Jacobi matrix ' ( )f z  is represented as: 

 1 1'

2 2

4 8
( )

4 8

xf
f z

yz

μ μ γ
μ μ γ

−∂= =
−∂

                                              (3) 

Having
0

' ' ' '
0 1 1 1( ) ( ) ( ) [ ( )]i

i i i z zJ f z f z f z f z− − == ⋅ ⋅ ⋅ = , we can compute the module 

of the 2 complex latent roots of iJ  and permute them as ( ) ( )
1 2

i iλ λ≥ , where the 
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Lyapunov exponent is ( )1
lim ln | |i

k k
i i

λ λ
→∞

= 1,2k = . If 1λ  is positive, the system 

would be chaotic. 
When 1 2 [0.6,0.9]μ μ μ= = ∈  and 0.1γ = , we can analyze the Lyapunov exponent 

figure and bifurcation figure. The system moves periodically where 0.815μ <  

and 1 0λ < . The system is chaotic where 0.815 0.89μ< <  and mostly 1 0λ > , but the 

system locates in periodic window with different periods in chaotic area where 1 0λ <  

in some narrow regions. The system is chaotic where 0.89μ ≥  and 1 0λ > . According 

to the above analysis, the map system, when satisfying the chaotic movement 
conditions, can be used in digital image encryption. 

3   Digital Image Stream Encryption Algorithm 

Stream cipher is a kind of symmetric algorithm, which encrypts one bit in the plaintext 
once a time, and can be regarded as a block cipher of which the block length is one. In 
the condition of fault transmission, there isn’t false spread for stream cipher. 

Let ,[ ]s t M MF ×=F  represent a gray watermarking image having L  gray levels with 

size M M×  (1 s≤ , t M≤ ). ,s tF ( ,0 1s tF L≤ ≤ − ) is the decimal gray value of the 

pixel ( , )s t . Px  and Py  are values obtained after the map system is iterated P  times. 

The encryption algorithm is described as follows: 

(1)Transform ,s tF into the binary sequence , , ,1 , ,2 , ,s t s t s t s t lm m m m= , 2logl L= . 

The watermarking image will be represented by a binary matrix ,[ ]s tm=m  with 

M rows and Ml columns. 
(2)Transform the decimal fraction of ix  into binary sequence and choose the first l  

bits to be represented as ,1 ,2 ,i i i lx x x . Like ix , the decimal fraction of iy  is represented 

as ,1 ,2 ,i i i ly y y . 

(3) According to the row order, do the XOR operation 1
, , , , ,s t j s t j i jc m x= ⊕

2P i P M≤ ≤ + 1 j l≤ ≤ , so the binary sequences of image are encrypted firstly and 
1 1 1 1
, , ,1 , ,2 , ,s t s t s t s t lc c c c=  is got. 

(4)According to the column order, do the XOR operation 2 1
, , , , ,s t j s t j i jc c y= ⊕  and 

get 2 2 2 2
, , ,1 , ,2 , ,s t s t s t s t lc c c c= . 

(5)Revert the binary sequence 2
,s tc  into the decimal value represented as 

,s tW ( ,0 1s tW L≤ ≤ − ) and get the encrypted image ,[ ]s t M MW ×=W . 

Let ,[ ]s t M MW ×=W  represent the received encrypted image and the pixel gray value 

is ,s tW . The decryption procedure is described as follows: 
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(1) Transform the gray value ,s tW  into the binary sequence
2
,s tc . 

(2) The decimal fraction of ix  and iy  are denoted by ,1 ,2 ,i i i lx x x  and ,1 ,2 ,i i i ly y y  

respectively. 

(3) Do XOR operation
1 2

, , , , ,s t j s t j i jc c y= ⊕ , and decrypt the gray value according to 

the column order and get
1

,s tc . 

(4)Do XOR operation
1

, , , , ,s t j s t j i jm c x= ⊕ , and decrypt the gray value according to 

the row order and get ,s tm . Transform binary value ,s tm  into decimal value ,s tF  and 

get decrypted image ,[ ]s t M MF ×=F . 

From the above encryption and decryption algorithms, it can be concluded that if the 

received image ( , )W s t  has not been processed, the equations =W W and =F F are 

satisfied after the decryption. 
In the watermark embedding step, we will use the binary form of the encrypted 

image, namely ,[ ]i j M MlW ×=W , , 0,1i jW = (1 i M≤ ≤ 1 j Ml≤ ≤ ). 

The key 1 2 0 0( , , , , , )k x y Pμ μ γ is made up of the parameters and the initial value of 

chaotic system. Because the chaotic system is very sensitive to the parameters and 
initial value, the theoretic key space is infinite. Therefore, we can almost assign one 
unique key for one encryption process. The encryption algorithm accords with the 
Kerckhoff’s rules and is a modern encryption method. 

In order to demonstrate the algorithm’s validity and security, a gray image of face 
with 256 gray levels and the size of 64×64, namely 64M = 256L = 8l = , is 
selected from ORL face database[9]. Assume control parameters 1 2 0.9μ μ= = , 0.1γ =  

and initial values 0 0.1x = , 0 0.11y = , 500P = . The encryption and decryption results 

are described in Fig.1, in which (a) is the original image, (b) is the result of the original 
image encrypted only in the rows, (c) is the result of  image encrypted in the rows and 
columns, (d) is the result of the decrypted image with right parameters. From Fig.1, we 
can observe that if the face image is only encrypted in the row, the sketch of face could 
still be found; but through encryption in both rows and columns, the resultant image is 
fully disordered. If only changed one parameter in decrypting step, the result would be 
false. From the above experiments, it can be concluded that this algorithm has simple 
complexity and good encrypting effect. 

    

(a)                  (b)                (c)                  (d) 

Fig. 1. Encrypted and decrypted image 
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4   Image Watermarking Algorithm 

According to the embedding technology, the digital image watermark can be classified 
into two kinds: spatial watermark and frequency domain watermark. Because the 
frequency domain watermark is more robust than the spatial watermark, the adaptive 
watermarking algorithm in DWT domain of host image is adopted based on the HVS 
model. 

4.1   HVS Model 

According to the HVS model[8], the frequency response function is shown as: 

( ) ( ) exp( )H a b cω ω ω= + −                                               (4) 

ω is the radial frequency, ,a b and c  are parameters determining the HVS curve 

shape. When max 3ω = , the HVS curve shape can be expressed as: 

( ) (0.2 0.45 )exp( 0.18 )H ω ω ω= + −                                           (5) 

The image coding using DFT is equivalent to do symmetry spread to original image, 
but the human eye can’t observe this phenomenon. Therefore, the HVS needs a 
correctional function ( )A ω  and the frequency function can be rewritten as: 

0.554

2.3

0.05exp( ) 7
( ) ( ) ( )

exp( 9 lg lg9 ) 7
H H A

ω ω
ω ω ω

ω ω

<
= =

− − ≥
                         (6) 

d sω ω ω= 2 2 0.5( ) / 2d u v Nω = + , 0, , 1u v N= − . N  is the size of the DFT 

block. sω is a sampling function of the observation distance (assume 48sω = ). The 

corresponding ( )H ω  of every DFT coefficient ( , )u v  can be computed. Thereby the 

function ( , )H u v corresponding with conjugated ( , )u v , is obtained. 

4.2   Watermark Embedding and Extracting 

Wavelet transform accords with some characters of the HVS and strengthens the 
imperceptibility of watermark. Colligated the HVS model and wavelet transform 
technology, the encrypted watermarking image is adaptively embedded into the middle 
frequency subbands of the host image based on the value of the frequency response 
function. 

Let ,[ ]i j N NI ×=I ( 1 ,i j N≤ ≤ ) represent the host image with size N N×  and 

,[ ]i j N NI ×=I  denotes the watermarked image. The detailed steps of the embedding 

algorithm are described as follows: 
(1)Use DWT to transform the host image I  and get middle frequency subbands 

2 2

( ) ( )
,[ ]N N

str str
i jf f ×= ( 21 , Ni j≤ ≤ ) {HL,LH}str ∈ . 
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(2)Divide the binary encrypted watermark ,[ ]i j M MlW ×=W  (1 i M≤ ≤ , 1 j Ml≤ ≤ ) 

into two no-overlap blocks 
2 2

( ) ( )
,[ ]N N

str str
i jW ×=W ( 21 , Ni j≤ ≤ ). 

(3)According to the size ( ) ( )4 4
N N× , divide the middle frequency subband into 4 

no-overlap blocks ( ) ( , )str
kf x y 1,2,3,4k = . 

(4)According to the block position, compute the watermark embedding intensity  
4

( ) ( )

1

1

4
str str

k
k

α α
=

= ,  {HL,LH}str ∈ , where  
( )str

kα  is defined as: 

1 1
2 22 2( ) ( )( ) ( , ) ( , ) max ( , ) ( , )

str strstr
k k k

k
H u v f u v H u v f u vα β=

 

( )
( , )

str

kf u v , coming from  ( ) ( , )str
kf x y , can be calculated by transforming the image 

using DFT. β  equals to one tenth of the mean gray value of the encrypted watermark. 

(5)Use the equation 
( )

( ) ( ) ( )
, ,,

str
str str str

i j i ji jf f Wα= +  to revise the DWT coefficients of 

host image, then do IDWT and get watermarked image ,[ ]i j N NI ×=I . 

The watermark detection is to detect whether the embedded watermark information 

exists in the prepared detection image ,[ ]i j N NI ×=I (1 ,i j N≤ ≤ ). The host image or 

watermark image is needful to determine whether watermark exists in the I  through 

computing the correlation coefficient between W  with W  extracted from I . The 
watermark extracting steps are described as follows: 

(1)Same as the 1st, 3rd, 4th embedding steps, do the DWT, divide subband into blocks 

and compute ( )strα . 

(2)Use the equation
( ) ( ) ( ) ( )
, ,,( )
str str str str

i j i ji jW f f α= − to get sub-block
( )str

W , and then 

unit the sub-blocks into W . 
Set the threshold value T  and use the similarity equation 

( , ) ( )sim =W W WW WW . If ( , )sim T≥W W , we can determine that the watermark 

exist in the image I . The above-mentioned decryption algorithm is used to decrypt W  
and examine the robustness of the proposed watermarking technology. 

5   Experiments about Robustness 

In the experiments, we select the gray Lena image with size 256×256 as host image and 
the encrypted face image as watermark. Using the above adaptive watermark 
embedding algorithm, we embed the encrypted watermark into the host image shown as 
Fig. 2. The PSNR of watermarked host image is 33.1358. 
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  (a)Original host image    (b)Watermarked host image 

Fig. 2. Adaptive watermark embedding 

To quantificationally evaluate the robustness, we processed the watermarked host 
image with additive noise, median filter and JPEG compression. Then the watermark 
information needs to be extracted and the sim value should be computed to detect 
whether the watermark exists. If the watermark exists, the extracted watermark needs to 
be decrypted. Results of the experiments are shown in Tab.1 and Fig.3. 

Table 1. The results of experiments 

Processing method Processing intensity PSNR sim 

Gaussian noise Mean 0,Variance 0.0005 29.8779 0.8920 
Salt-pepper noise Mean 0,Variance 0.001 30.5550 0.9926 

median filter 7×7 26.2942 0.5478 
JPEG compression Quality 70% 31.1711 0.7903 

                

(a) Gaussian noise  (b) Salt-pepper noise  (c) Median filter  (d) JPEG compression 

Fig. 3. Decrypted result of the extracted watermark 

Setting the threshold, we can detect the watermark’s existence under the condition of 
processing method and intensity mentioned in Tab.1. In Fig.3, the decrypted 
watermarks, except the one from the image processed with median filter, may be faintly 
distinguished. Therefore, the proposed watermarking algorithm can withstand the 
processing of adding noise, median filter and JPEG compression to a certain extent, 
demonstrating needful robustness. 
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6   Conclusion 

The digital watermark satisfies some basic requirements for security, robustness, 
imperceptibility and authorization. In this paper, we adopt some technologies to satisfy 
these requirements: 

(1) Based on the analysis of chaotic encryption methods, we research the 
two-dimensional Logistic map system and the chaotic conditions. After a key is 
selected, the chaotic map system is used to encrypt the meaningful gray image. This 
encryption method meets the requirement and has good secure performance. 

(2) The proposed watermarking scheme that embeds the encrypted watermark into 
the DWT domain of host image is a digital watermarking technique in frequency 
domain. From the theory of the frequency domain watermark and the results of our 
experiment, this watermarking scheme demonstrates good robustness and can resist the 
attacks of the noise, filter and compression. 

(3) Combined with HVS model, the embedding intensities for each sub-block are 
computed according to the characters of texture and energy of the host image. The 
watermark is self-adaptively embedded into the host image, which balances the 
requirements between robustness and imperceptibility. 

(4) The correlation analysis can determine whether the appointed characteristic 
information exists in the pending image. 

The grayscale face image and Lena image are used as examples in our experiments. 
In fact, other grayscale images or color images which intensity dealt as gray could be 
used and the same results can be gotten. 
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Abstract. The notion of Universal Designated Verifier Signatures
(UDVS) was introduced in the seminal paper of Steinfeld et. al. in [6]. In
this paper, we firstly propose a model of identity-based (ID-based) UDVS
schemes.Wenote that there are twomethods to achieve an ID-basedUDVS
scheme. We provide two constructions of ID-based UDVS schemes based
on bilinear pairings that use the two methods that we have identified. We
provide our security proof based on the random oracle model.

1 Introduction

In a certificate-based public key system, before a user’s public key is used, the
participants must firstly verify the user’s certificate. As a consequence, this sys-
tem requires a large storage and computing time to store and verify each user’s
public key and the corresponding certificate. In 1984, Shamir [5] proposed ID-
based cryptosystem to simplify key management procedures in certificate-based
public key setting. Since then, many ID-based encryption and signature schemes
have been proposed. The main idea of ID-based cryptosystems is that the iden-
tity information of each user serves as his/her public key.

In [6], Steinfeld et. al. proposed a special type of digital signature scheme called
Universal Designated Verifier Signatures (UDVS), which directly addresses the
user privacy issue in user certification systems. On one hand, UDVS scheme pro-
tects user’s privacy, and on the other hand, it maintains a similar convenience of
use for the user and for the certificate issuer CA as in certification systems using
standard digital signatures. The scenario of UDVS schemes is as follows. A user
Alice is issued a signed certificate by the CA. When Alice wishes to send her cer-
tificate to a verifier Bob, she uses Bob’s public key to transform the CA’s signature

� This work is supported by the National Natural Science Foundation of China (No.
60403007) and ARC Discovery Grant DP0557493.

T. Enokido et al. (Eds.): EUC Workshops 2005, LNCS 3823, pp. 825–834, 2005.
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into a designated signature for Bob, using the UDVS scheme’s designation algo-
rithm, and sends the transformed CA’s signature to Bob. Bob can use the CA’s
public key to verify the designated signature on the certificate, but is unable to
use this designated signature to convince any other third party that the certificate
was indeed signed by the CA, even if Bob is willing to reveal his secret-key to the
third party. This is achieved because Bob’s secret-key allows him to forge desig-
nated signatures by himself, so the third party is unable to tell who produced the
signature (whereas Bob can, because he knows that he did not produce it). There-
fore, through the use of a UDVS scheme, Alice’s privacy is preserved in the sense
that Bob is unable to disseminate convincing statements about Alice (of course,
nothing prevents Bob from revealing the certificate statements themselves to any
third party, but the third party will be unable to tell whether these statements
are authentic, i.e. whether they have been signed by the CA or not). A question
that directly arises from this model is “how could one design an ID-based UDVS
scheme that allows Alice to convince Bob, by only knowing Bob’s identity, such
as email address, IP, etc.”?

Our Contribution
In this paper, firstly we introduce the notion of ID-based UDVS schemes. We
provide a model for such schemes together with its security requirements. We
also propose two concrete constructions of ID-based UDVS schemes.

2 Preliminaries

2.1 Bilinear Pairings

Let G1 be a cyclic additive group generated by P , whose order is a prime q, and
G2 be a cyclic multiplicative group with the same order q. Let e : G1×G1 → G2
be a map with the following properties:

1. Bilinearity: e(aP, bQ) = e(P, Q)ab for all P, Q ∈ G1, a, b ∈ ZZq

2. Non-degeneracy: There exists P, Q ∈ G1 such that e(P, Q) �= 1, in other
words, the map does not send all pairs in G1 × G1 to the identity in G2;

3. Computability: There is an efficient algorithm to compute e(P, Q) for all
P, Q ∈ G1.

In our setting of prime order groups, the Non-degeneracy property is equiv-
alent to e(P, Q) �= 1 for all P, Q ∈ G1. So, when P is a generator of G1, e(P, P )
is a generator of G2.

Definition 1. Bilinear Diffie-Hellman (BDH) Problem:
Given a randomly chosen P ∈ G1, as well as aP, bP and cP (for unknown
randomly chosen a, b, c ∈ ZZq), compute e(P, P )abc.

For the BDH problem to be hard, G1 and G2 must be chosen so that there is
no known algorithm for efficiently solving the Diffie-Hellman problem in either
G1 or G2. We note that if the BDH problem is hard for a pairing e, then it
follows that e is non-degenerate.
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Definition 2. Bilinear Diffie-Hellman Assumption:
If IG is a BDH parameter generator, the advantage AdvIG(A) that an algorithm
A has in solving the BDH problem is defined to be the probability that the algo-
rithm A outputs e(P, P )abc on inputs G1, G2, e, P, aP, bP, cP , where (G1, G2, e)
is the output of IG for sufficiently large security parameter k, P is a random
generator of G1 and a, b, c are random elements of ZZq. The BDH assumption is
that AdvIG(A) is negligible for all efficient algorithms A.

Throughout this paper, we define the system parameters in all schemes as
follows: Let P be a generator of G1 with order q. The bilinear pairing is given
by e : G1 × G1 → G2. Define two cryptographic hash functions H1 : {0, 1}∗ →
{0, 1}λ, in general, |q| ≥ λ ≥ 160, and H0 : {0, 1}∗ → G∗

1. Denote params=
{G1, G2, e, q, λ, P, H0, H1}, and let |q| denote size of q in bits.

2.2 ID-Based Chameleon Hash Functions

A chameleon hash function is associated with a pair of public and private keys
and has the following properties [4]: (1) Anyone who knows the public key can
compute the associated hash function. (2) For people who do not have the knowl-
edge of the trapdoor (i.e. the secret key), the hash function is collision resistant:
it is infeasible to find two inputs which are mapped to the same output. (3) The
trapdoor information’s holder can easily find collisions for every given input.

The idea of chameleon hashing has been recently extended in [1] to construct
an identity-based chameleon hash. An ID-based chameleon hash scheme is defined
by a family of efficiently computable algorithms (Setup, Extract, Hash, Forge).

A number of ID-based Chameleon hash functions have been proposed, follow-
ing the first paper proposed in [1]. In the setting of any ID-based system, there
is a trusted party PKG, who only exists to initialize the system. In the following,
we will review an ID-based Chameleon hash function from bilinear pairings in
[8]. The four computable algorithms are defined as follows.
– Setup. PKG chooses a random number s ∈ Z∗

q and sets Ppub = sP. PKG pub-
lishes params = {G1, G2, e, q, P, Ppub, H0, H1}, and keeps s as the master
key, which is known only by the PKG.

– Extract. A user submits his identity information ID to PKG. PKG computes
the user’s public key as QID = H0(ID), and returns SID = sQID to the user
as his private key.

– Hash. Given a message m, choose a random element R from G1.
Define the hash as Hash(ID, m, R) = e(R, P )e(H1(m)H0(ID), Ppub).

– Forge. Forge(ID,SID, m, R, m′) = R′ = (H1(m) − H1(m′))SID + R. One can
verify that Hash(ID, m, R) ?= Hash(ID, m′, R′) holds with equality.

3 ID-Based Universal Designated Verifier Signature
Schemes

An ID-based Universal Designated Verifier Signature scheme ID-UDVS consists
of six algorithms, namely (Setup, Extract, Sign, Public Verification, Designation,
Designated Verification). There are four parties involved in the scheme:
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– a PKG: is a trusted party who executes two operations: system setup (Setup)
and user’s private key generation (Extract).

– a signer S: who issued an ID based signature to be given to a signature
holder.

– a signature holder SH: is a party who has a valid signature provided by a
signer.

– a designated verifier DV: is any third party whose ID is published. Anyone
who obtains a signature signed by the signer can always designate this sig-
nature to any third party, and this third party is referred as the designated
verifier. In our scenario, any signature holder SH(who does not have any
access to the signer’s secret key) can designate the original signer’s signa-
ture to a designated verifier DV, such that DV can be convinced with the
authenticity of the signature, but he cannot convince any other third party
about this fact, since he can always generate such a signature by himself
which is indistinguishable from the original one.

The six algorithms defined in ID-UDVS are as follows.

1. Setup is a probabilistic polynomial algorithm, run by the PKG, that takes a
security parameter k and returns params (system parameters) and master-
key.

2. Extract is a probabilistic polynomial algorithm, run by the PKG, that takes
as input params, master-key, and an arbitrary ID ∈ {0, 1}∗. It returns
a private key SID. Here ID is the signer’s identity and will be used as the
signer’s public key.

3. Sign is a probabilistic polynomial algorithm that is executed by the signer S. It
takes params, a private key SID, an identity IDS corresponding to the secret
key SID, and a message m. The algorithm outputs a signature σ(m) for m.

4. Public Verification is a deterministic polynomial algorithm that takes params,
an identity of the signer IDS , a message m and its signature σ(m), and outputs
either accept or reject as the verification decision.

5. Designation is a deterministic polynomial algorithm that takes as input
params, a message m, a valid signature on m, σ(m), and an identity of the
designated verifier IDDV, and outputs a designated signature σ′(m) for m.

6. Designated Verification is a deterministic polynomial-time algorithm that
takes a message m, a designated signature σ′(m), the identity of the signer
S, IDS, and the secret key of the designated verifier SDV and outputs either
accept or reject.

There are essentially two ways to achieve an ID-UDVS scheme. We note that
these methods do not imply a generic construction of an ID-UDVS scheme.

1. By incorporating the identity or public key of the designated verifier to en-
crypt the signature. Using this mechanism, a signature holder can encrypt a
signature that he has with the designated verifier’s ID (or public key), such
that only the designated verifier can be convinced with the authenticity of
the message. This way, only the designated verifier can verify the authentic-
ity of the signature. We call this method as an ID-UDVS scheme with PK
encryption.
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2. By incorporating a chameleon hash function. Using this mechanism, a sig-
nature holder uses a published chameleon hash function that is owned by
the designated verifier. The designated verifier can be convinced with the
authenticity of the signature, but no any other third party can, since the
designated verifier can always generate another valid message signature pair
by himself. We call this method as an ID-UDVS scheme with a Chameleon
Hash.

In section 4 and 5, we provide two schemes that use the above two mechanisms.

3.1 Security Requirements

Security Against Existential Forgery on Adaptively Chosen Message and ID At-
tacks. We say an ID − UDVS scheme, which consists of six algorithms (Setup,
Extract, Sign, Public Verification, Designation, Designated Verification), is secure
against existential forgery on adaptively chosen message and ID attacks if no
polynomial time algorithm A has a non-negligible advantage against a challenger
C in the following game.

1. C runs Setup of the scheme. The resulting params is given to A. master
keyis kept secret from A.

2. A issues the following queries as he wants.
(a) Extract query: Given an identity ID, C returns the private key SID cor-

responding to ID which is obtained by executing Extract.
(b) Sign query: Given an identity ID and a message m, C returns a signature

σ(m) which is obtained by running Sign.
3. A outputs (IDS, IDDV, m, σ′(m)) where IDS is the identity of a signer, IDDV is

the identity of a designated verifier, IDS and IDDV have never been queried
to the Extract query and (IDS, m) has never been queried before to the Sign
query. A wins the game if σ′(m) is a valid designated signature on m. That
is, DesignatedVerification(m, σ′(m), IDS,SDV) ?= accept holds with equality.

We define A’s guessing advantage AdvID−UDV S(A) = |Pr[β′ = β] − 1
2 |.

4 An ID-UDVS Scheme with a PK Encryption from
Bilinear Pairings

In this section, we provide our first construction of an ID-based UDVS (ID-
UDVS) scheme based on bilinear pairings. Our ID-UDVS scheme functions as
a standard Cha-Cheon signature [3] scheme when no designation is performed.
Hence, it is compatible with the key generation, signing and verifying algorithms
of the Cha-Cheon signature scheme [3]. The scheme is as follows.

1. Setup: PKG chooses a random number s ∈ Z∗
q and sets Ppub = sP. PKG

publishes system parameters params= {G1, G2, e, q, P, Ppub, H0, H1}, and
keeps s as the master key, which is known only by itself.
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2. Extract: A user submits his/her identity information ID to PKG. After a
valid identification, PKG computes the user’s public key as QID = H0(ID),
and returns SID = sQID to the user as his/her private key.

3. Sign. Given a secret key SID, and a message m, perform the following.
– Compute U = rQID, where r ∈R Z∗

q , h = H1(U ||m)
– Compute V = (r + h)SID.
– Output the signature on m as (U, V ).

4. Public Verification. Given ID, a message m, and a signature (U, V ), verify if

e(V, P ) ?= e(U + H1(U ||m)QID, Ppub)

holds with equality. If so, then output accept. Otherwise, output reject.
5. Designation. Given the signer’s public key ID, a verifier’s public key IDDV

and a message-signature pair (m, U, V ), compute σ′ = e(V, QIDDV), where
QIDDV = H0(IDDV). The designated verifier signature is (U, σ′).

6. Designated Verification. Given the signer’s public key ID, a verifier’s secret
key SIDDV and a message/designated signature pair (m, U, σ′), accept if and
only if

e(U + H1(U ||m)QID,SIDDV)
?= σ′

holds with equality. Otherwise, output reject.

4.1 Security Analysis

Correctness and Consistency.
The correctness and consistency of the scheme is justified as follows.

e(V, P ) = e((r + h)SID, P ) = e((r + h)sQID, P )
= e((r + h)QID, Ppub) = e(rQID, Ppub)e(hQID, Ppub)
= e(U, Ppub)e(H1(U ||m)QID, Ppub) = e(U + H1(U ||m)QID, Ppub)

e(U + H1(U ||m)QID,SIDDV) = e(rQID + H1(U ||m)QID, sQIDDV)
= e((r + h)sQID, QIDDV) = e((r + h)SID, QIDDV) = e(V, QIDDV) = σ′

Theorem 1. If a valid universal designated signature can be generated without
the knowledge of a valid signature or a secret key of the signer, then the BDH
problem may be solved in a polynomial time.

Proof. Let us recall the BDH problem as follows. Given a randomly chosen
P ∈ G1, as well as aP, bP and cP (for unknown randomly chosen a, b, c ∈
ZZq), compute e(P, P )abc. To show the proof, we assume there is a polynomial
algorithm A that can generate a valid universal designated signature σ′ for a
message m, without the knowledge of a signature σ generated by the signer, and
without the signer’s secret key. The algorithm A accepts an ID of the signer,
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IDA, an ID of the designated verifier, IDC , and a message m, and it outputs a
valid universal designated signature (U, σ′), where

Pr[DesignatedVerification(m, (U, σ′), IDC) = accept] = 1.

We will show how to use this algorithm to solve the BDH problem.
In our setting, we know the public information Ppub, IDA (the ID of the signer)

and IDC (the ID of the designated verifier). From this public information, we
can obtain QIDA = H0(IDA) and QIDC = H0(IDC). Since P is a generator in G1,
then we can rewrite these three parameters as

QIDA = aP Ppub = bP QIDC = cP

We note that SIDA
= bQIDA = abP and SIDC

= bQIDC = bcP . Now, we construct
an algorithm Â to solve the BDH problem as follows. Algorithm Â will control A
and replaces A’s interaction with the signer by simulation. Firstly, Â generates
a list of ID of its choice, together with a random si associated with it. The
size of this set is 2�, where � is the security parameter. The idea of the game
is illustrated as follows. The purpose of Â is to inject the information above
(aP, bP, cP ) during the simulation. Without losing generality, we only show the
interaction where A interacts with Â for the information that Â wants. There
is a probability that Â will fail, i.e. when A queries the secret key for either
IDA or IDC that will match with the published Ppub. Since Â does not have
this information, then Â will halt the game. The probability of this failure to
happen is ≤ 1

2� . A will be run twice with a different random query set, but
from the same list of ID’s generated at the first place. The attack is successful,
when A outputs two signatures for the given parameters (forking lemma). More
concretely, the algorithm is described as follows. Firstly, Â selects two random
numbers a′, a′′ ∈ ZZq, where a′ − a′′ = 1 (mod q). Then, Â will control A as
follows.

First Round
H1 - Hash Query. When A requests the value of H1(U1||m), for the targeted
parameters, Â responds with a′QIDA . Otherwise, responds with the list that he
has generated.
Random Generation Query. When A requests Â to generate a random number
r ∈ ZZq and returns U , if the targeted parameters are used, then Â responds by
r ∈ Zq, keeps this r in his separate list and returns rP .
Output. Eventually, the output of the first round is (U, σ′

1) where σ′
1 = e(U +

a′QIDA ,SIDC
).

Second Round
H1 - Hash Query. When A requests the value of H1(U1||m), for the targeted
parameters, Â responds with a′′QIDA . Otherwise, responds with the list that he
has generated.
Random Generation Query. When A requests Â to generate a random number
r ∈ ZZq and returns U , if the targeted parameters are used, then Â responds
returning rP , where r is the number that he kept from the first round.
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Output. Eventually, the output of the first round is (U, σ′
2) where σ′

2 = e(U +
a′′QIDA ,SIDC

).

Obtaining (U, σ′
1) and (U, σ′

2), Â can solve the BDH problem by first computing
d = σ′

1
σ′
2

and output d as the solution of BDH problem.
The correctness of this algorithm is justified as follows.

d =
σ′

1

σ′
2

= e(U + a′QIDA ,SIDC
)/e(U + a′′QIDA ,SIDC

) = e((a′ − a′′)QIDA ,SIDC
)

= e(QIDA ,SIDC
) = e(aP, bcP ) = e(P, P )abc

This contradicts with the BDH assumption, and hence, we complete the proof.
As mentioned earlier, the probability that the simulation will fail is ≤ 1

2� , where
� is the security parameter.

Theorem 2. Having received a UDVS signature (U, σ′), the designated verifier
DV cannot convince any other third party about the authenticity of the designated
signature.

Proof. The designated verifier DV cannot convince anyone else about the authen-
ticity of (U, σ′) because he can always generate this signature by himself after
observing U . More precisely, he can always generate Û = rQIDA , for a random
r ∈ ZZq, and compute σ̂′ = e(Û + H1(Û ||m′)QID,SIDDV), for a random m′ ∈ ZZq,
where m′ �= m, which is indistinguishable from the original signature. We note
that the new pair (Û , σ̂′) will pass the Designated Verification algorithm.

5 An ID-UDVS Scheme with a Chameleon Hash from
Bilinear Pairings

In this section, we present our second ID-based UDVS scheme. In contrast to
our first scheme, our second scheme makes use of bilinear pairings together with
an ID-based chameleon hash function. The scheme is as follows.

– Setup: PKG selects a random number s ∈ Z∗
q and sets Ppub = sP. De-

fine another cryptographic hash function: H1 : {0, 1}∗ → Z∗
q and ID-Based

Chameleon Hash: Hash. The center publishes system parameters params=
{G1, G2, e, q, P, Ppub, H0, H1} and the ID-based Chameleon Hash Hash.

– Extract: A user submits his/her identity information ID to PKG. PKG com-
putes the user’s public key as QID = H0(ID), and returns SID = sQID to the
user as his/her private key.

– Sign. Given a secret key SID, and a message m ∈ ZZq, compute r = e(P, P )k,
where k ∈R Z∗

q , c = H1(m||r) and U = kP − cSID. The signature on a
message m is σ = (c, U).

– Public Verification. Given ID, a message m, and a signature (c, U), verify if

c
?= H1(m||e(U, P )e(QID, Ppub)c)

holds with equality.
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– Designation. Given the signer’s public key ID, a verifier’s public key IDDV and
a message/signature pair (m, c, U), create a UDVS signature as follows.
• Compute r = e(U, P )e(QID, Ppub)c.
• Compute r′ = H1(e(P, P )k′

) for a random k′ ∈ Z∗
q .

• Compute h = Hash(IDDV, r′, R) for a random R ∈ G1.
• Compute c′ = H1(m, c, r, h).
• Compute S′ = k′P − c′U .
• Output the designated signature as σ′ = (r, R, c′, S′).

– Designated Verification. Given the signer’s public key ID, a verifier’s secret
key SIDDV and a message/UDVS signature pair m, (r, R, c′, S′), accept if and
only if

c′ ?= H1(m, c, r, h)

holds with equality. Here, c = H1(m||r), h = Hash(IDDV, R, r′), and r′ =
H1(e(S′, P )(r · e(QID, Ppub)−c)c′

).

5.1 Security Analysis

Correctness and Consistency
The correctness and consistency of our second scheme are justified as follows.

c = H1(m||e(U, P )e(QID, Ppub)c) = H1(m||e(kP − cSID, P )e(QID, Ppub)c

= H1(m||e(P, P )ke(cSID, P )e(cSID, P )−1) = H1(m||e(P, P )k) = H1(m||r)

It is easy to see that the following equation holds with equality when it is gen-
erated correctly: c′ ?= H1(m, c, r, h) for c = H1(m||r), h = Hash(IDDV, R, r′), and
r′ = H1(e(S′, P )(r · e(QID, Ppub)−c)c′

).

Theorem 3. The designated signature (r, R, c′, S′) on a message m cannot be
used by the designated verifier DV to convince any other third party.

Proof. DV can always generate the designated verifier (r, R, c′, S′) on a message
m′ ∈ ZZq, where m′ �= m, by himself, which is indistinguishable from the original
signature. The way to do this is as follows.

– Select a random message m′ ∈ ZZq, and a random number r ∈ ZZq.
– Compute c = H1(m′||r).
– Compute r′ = e(P, P )k′

, for a random k′ ∈ ZZq.
– Compute h = Hash(IDDV, R, r′), for a random R ∈ G1.
– Compute S′ = k′P − c′U .
– Output (r, R, c′, S′).

Moreover, after receiving a valid designated signature (r, R, c′, S′), the desig-
nated signature still can modify this signature by executing the Forge algo-
rithm. Due to the construction of the ID-based Chameleon Hash function used,
he can always find a different R′ �= R that will satisfy the DesignatedVerification
algorithm.

The formal security proof is omitted due to page limitation.
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6 Conclusion

In this paper, we propose a formal definition for identity-based Universal Des-
ignated Verifier Signatures (ID-UDVS). We provide two secure ID-UDVS schemes
based on bilinear pairings. Our first scheme uses the Cha-Cheon ID-based
signature scheme, while our second scheme uses an ID-based Chameleon Hash
function.
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Abstract. In a designated verifier proxy signature scheme, the original
signer delegates her/his signing capability to the proxy signer in such a
way that the latter can sign messages on behalf of the former, but only
the designated verifier can believe the validity of these signatures. In this
paper, we firstly describe the notion of short designated verifier proxy
signature, which we call SDVPS. Then a concrete scheme is presented.
We prove that the proposed scheme is unforgeable even to the original
signer under the Gap Bilinear Diffie-Hellman assumption and Random
Oracle Model.
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1 Introduction

In a proxy signature scheme, the original signer (say, Alice) can delegate her
signing right to another user (say, Bob) who is called proxy signer. Bob can
sign messages on behalf of Alice. Upon receiving a proxy signature on some
message, the verifier can validate its correctness by a given verification procedure
and can be convinced of the original signer’s agreement on the proxy signing.
The notion of proxy signature was introduced in [7]. Proxy signature schemes
have been suggested for use in a number of applications, including electronic
commerce and distributed shared object systems. Based on the application, they
can be classified as full delegation, partial delegation, and delegation by warrant
schemes. Based on the knowledge of the proxy private key, proxy signatures can
be classified into proxy-unprotected and proxy-protected. In a proxy-protected
scheme only the proxy signer can generate proxy signatures, while in a proxy-
unprotected scheme either the proxy signer or the original signer can generate
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proxy signatures since both of them have a knowledge on the proxy private
key. In many applications, proxy-protected schemes are required to avoid the
potential disputes between the original signer and the proxy signer.

There have been several interesting works that provide different features to
proxy signature, for example, threshold proxy signature [15], one-time proxy sig-
nature [13], ID-based proxy signature [14], etc. Let’s consider a scenario where the
proxy signer wishes to protect his signing privilege from knowing by other parties.
That is, Bob only wants to convince the designated receiver that he has signed
the specific message. This scenario is related to the designated verifier signatures
proposed by Jakobsson, Sako and Impagliazzo in [4]. This signature scheme can
be considered as the first non-interactive undeniable signature scheme that trans-
forms Chaum’s scheme [1] into non-interactive verification using a designated veri-
fier proof. In a designated verifier scheme, the signature provides authentication of
a message without providing a non-repudiation property of traditional signatures.
A designated verifier scheme can be used to convince a single third party, i.e., the
designated verifier, and only the designated verifier can be convinced about its va-
lidity or invalidity. This is due to the fact that the designated verifier can always
create a signature intended for himself that is indistinguishable from an original
signature. This scheme does not require any interaction with the presumed signer
to verify the authenticity of the message.There are a number of other works on
designated verifier signatures, for example [5, 4, 9, 10, 8, 11].

Constructing an ordinary designated verifier proxy signature scheme is trivial
(e.g., [2],[12]). The motivation of this paper is to find a scheme of designated
verifier proxy signature which is very short. We call it Short Designated Verifier
Proxy Signature (SDVPS). Compared with other schemes, our proxy key gener-
ation is noninteractive and the signature length is shortest. We prove that our
scheme is proxy-protected that is even the original signer cannot forge a valid
signature. The proof is based on the Gap Bilinear Diffle-Hellman problem in
random oracle.

The rest of this paper is organized as follows. In the next section, we will
provide some preliminaries and background required throughout the paper. In
Section 3, we introduce the notion of the SDVPS scheme. In Section 4, we provide
our concrete SDVPS scheme, and its security proof is given in Section 5. In
Section 6, we compare the performance of our scheme with the existing scheme.
Section 7 concludes this paper.

2 Preliminaries

In this section, we will review some fundamental backgrounds required in this
paper, namely bilinear pairing and the definition of the designated verifier sig-
nature.

2.1 Basic Concepts on Bilinear Pairings

Let G1, G2 be cyclic additive groups generated by P1, P2, respectively, whose
orders are a prime q. Let GM be a cyclic multiplicative group with the same
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order q. We assume there is an isomorphism ψ : G2 → G1 such that ψ(P2) = P1.
Let e : G1 × G2 → GM be a bilinear mapping with the following properties:

1. Bilinearity: e(aP, bQ) = e(P, Q)ab for all P ∈ G1, Q ∈ G2, a, b,∈ ZZq.
2. Non-degeneracy: There exists P ∈ G1, Q ∈ G2 such that e(P, Q) �= 1GM .
3. Computability: There exists an efficient algorithm to compute e(P, Q) for all

P ∈ G1, Q ∈ G2.

For simplicity, hereafter, we set G1 = G2 and P1 = P2. We note that our scheme
can be easily modified for a general case, when G1 �= G2.

2.2 Complexity Assumptions

We assume that the Bilinear Diffie-Hellman problem is intractable in polynomial
time. Formally, we define it as follows.

Definition 1. Bilinear Diffie-Hellman (BDH) Problem
Given a randomly chosen P ∈ G1, as well as aP, bP and cP (for unknown
randomly chosen a, b, c ∈ ZZ∗

q), compute e(P, P )abc.

Definition 2. Decisional Bilinear Diffie-Hellman (DBDH) Problem
Given a randomly chosen P ∈ G1, as well as aP, bP, cP (for unknown randomly
chosen a, b, c ∈ ZZ∗

q) and h ∈ GM , decide whether h = e(P, P )abc.

Definition 3. Gap Bilinear Diffie-Hellman (GBDH) Problem
Given a randomly chosen P ∈ G1, as well as aP, bP and cP (for unknown
randomly chosen a, b, c ∈ ZZ∗

q), compute e(P, P )abc with the help of the DBDH
oracle.

2.3 Designated Verifier Signature

The goal of designated verifier proofs is to allow an entity, Alice, to prove the
validity of a statement Θ to a specific entity, Bob, in such a way that Bob is
convinced about this fact but he cannot transfer this conviction to other third
party. In [4], it is suggested that Alice should prove the statement “Θ is correct or
I know Bob’s secret key”. Bob, who is aware that he has not generated the proof
himself and also sure that Alice does not know his secret key will be convinced
by this proof (i.e. the first part of the proof, namely Θ is correct), while no other
verifier can decide which part of the disjunction is correct.

The notion of designated verifier proofs are given in [4], and they are formal-
ized in [8] as follows.

Definition 1. Designated Verifier Signature [8]
Let P (A, B) be a protocol between Alice and Bob so that Alice can prove the
correctness of statement Θ. Bob is said to be a designated verifier if he can
produce identically distributed transcripts that are indistinguishable from those
of P (A, B).
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3 Short Designated Verifier Proxy Signature(SDVPS)

3.1 Outline of the SDVPS

There exist three participants in the system, namely Alice, Bob and Cindy, who
act as the original signer, the proxy signer and the receiver (or the designated
verifier), respectively. We denote (xi, Pi) as a pair of private key and public key
for user i, where i ∈ {A, B, C} indicating Alice, Bob, and Cindy, respectively. A
short designated verifier proxy signature scheme (SDVPS) consists of following
six essential algorithms:

– ParamGen: It takes as input the system security parameter � and outputs
the system parameters.

– KeyGen: It takes as input the security parameter � and outputs the key set:
(xi, Pi) for i = A, B, C.

– ProxyKeyGen: A deterministic algorithm that takes as input the original
signer’s secret key, the proxy signer’s secret key, the identity of the proxy
signer and the warrant mw to generate the proxykey. That is proxykey ←
ProxyKeyGen(xA, xB, IDB, mw). where xA, xB is the secret key of the origi-
nal signer and the proxy signer, IDB is the identity of the proxy signer.

– Sign: A deterministic algorithm that takes as input the proxykey, the desig-
nated verifier’s public key and a message m to generate a signature σ. That
is σ ← Sign(proxykey, IDB, PC , m), where proxykey is generated by the above
ProxyKeyGen algorithm, IDB is the identity of the proxy signer and PC is
the public key of the receiver(the designated verifier).

– Verify: A deterministic algorithm that accepts a message m, a signature σ, the
original signer’s public key PA, the proxy signer’s public key PB , the proxy
signer’s identity and the receiver’s secret key xc and returns True if the signa-
ture is correct, or ⊥ otherwise. That is, {True,⊥} ← Verify(PA, PB , IDB, xC ,
m, σ).

– Transcript Simulation: An algorithm that is run by the verifier to produce
identically distributed transcripts that are indistinguishable from the original
protocol.

In addition to the above main algorithms, we also require the following.

– Correctness. All signatures generated correctly by Sign algorithm must
always pass the verification algorithm. That is,

Pr (True ← Verify(PA, PB , IDB, xC , m, Sign(proxykey, IDB, PC , m), mw))
= 1.

– Transcript Simulation Generation. We require that the verifier, who
holds the secret key xC can always produce identically distributed tran-
scripts that are indistinguishable from the original protocol via the Transcript
Simulation algorithm.
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3.2 Security Model

There are three types adversaries in the system:

1. Type I: This type adversary only has the public keys of Alice and Bob.
2. Type II: This type of adversary has the public keys of Alice and Bob, her/he

also has the secret key of Bob (the proxy signer).
3. Type III: This type of adversary has the public keys of Alice and Bob,

her/he also has the secret key of Alice (the original signer).

We can find that if our short proxy signature scheme is unforgeable against
Type II (or Type III) adversary, our scheme is also unforgeable against Type I
adversary.

Formal Security Notion: Unforgeability of the SDVPS

We provide a formal definition of existential unforgeability of a short designated
verifier proxy signature scheme (SDVPS) under a chosen message attack(EF-
CMA-adversary). It is defined using the following game between an adversary A
and a challenger C.

– Setup: C runs the algorithm to generate the public keys (PA, PB and PC) of
the original signer A, proxy signer B and the designated verifier C. C also
generates the identity IDB of the proxy signer.

– Sign Queries: A can request a proxy signature on a message m with the orig-
inal signer A, the proxy signer B and the designated verifier C. In response,
C outputs a signature σ for a message m.

– Verify Queries: A can request a signature verification on a pair (m, σ) with
the original signer A, the proxy signer B and the designated verifier C. In
response, C outputs True if it is correct, or ⊥ otherwise.

– Output: Finally, A outputs a new pair (m∗, σ∗), where m∗ has never been
queried during the Sign Queries and σ∗ is a valid signature for the original
signer A, the proxy signer B and the designated verifier C.

The success probability of an adversary to win the game is defined by

SuccEF−CMA
SDV PS,A (�).

Definition 4. We say that a short designated verifier proxy signature scheme
is existentially unforgeable under a chosen message attack if the probability of
success of any polynomially bounded adversary in the above game is negligible
for all the three types of adversaries. In other words, SuccEF−CMA

SDV PS,A(�) ≤ ε where
A ∈ {AI ,AII ,AIII} and ε is negligible.

4 Our SDVPS Scheme

As assumed earlier, there are three participants in the system, namely Alice,
Bob and Cindy, who act as the original signer, the proxy signer and the receiver
(or the designated verifier), respectively. Our SDVPS consists of the following
algorithms.
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1. ParamGen: Taking as input the system security parameter �, the algorithm
outputs {G1, GM , q, e, P}, including a cyclic additive group G1 of order
q(q ≥ 2�), a multiplicative group GM of order q, a bilinear map e : G1×G1 →
GM and a generator P of G1. This algorithm also outputs two cryptographic
hash functions H0 and H1 where H0 : {0, 1}∗ → G1 and H1 : {0, 1}∗ → ZZ∗

q .
2. KeyGen: Taking as input the system security parameter k, the algorithm

outputs three pairs of secret/public keys (xi, Pi = xiP ), for i = A, B, C,
which denote Alice, Bob, and Cindy, respectively.

3. ProxyKeyGen:
(a) Alice computes DAB = xAQB, where QB = H0(IDB , PB, mw), IDB is

the identity of Bob, PB is the public key of Bob, and mw is the warrant.
Alice then sends (DAB , mw) to Bob.

(b) Bob verifies whether e(DAB, P ) = e(QB, PA) holds.
(c) Bob obtains the proxykey (xB , DAB).

4. Sign: For a message m, Bob computes σ = H1(m, e(DAB + xBQB, PC)) and
the designated verifier proxy signature on the message m is σ.

5. Verify: To check whether σ is a valid signature of the message m and the war-
rant mw, Cindy uses her secret key xC to check: σ

?= H1(m, e(xCQB, PA +
PB)) where QB = H0(IDB, PB , mw). If the above equation holds, Cindy
accepts the signature σ, otherwise rejects it.
Correctness:

H1(m, e(xCQB, PA + PB) = H1(m, e(xCQB, xAP + xBP ))
= H1(m, e((xA + xB)QB, xCP )) = H1(m, e(DAB + xBQB, PC))

Transcript Simulation:
Cindy can use her secret key to compute an arbitrary signature on a message
m∗ as σ∗ = H1(m∗, e(xCQB, PA + PB)).

5 Security Analysis

In this section, we will firstly prove that the proposed scheme is a designated
verifier signature scheme. Then we prove that our SDVPS is secure against all
types of adversaries.

Theorem 1. The proposed scheme is a designated verifier signature scheme.

Proof: For any message m, Cindy can compute a valid signature by computing
σ = H1(m, e(xCQB, PA +PB)). One can find that signature generated like this is
the same as the original one generated by the proxy signer Bob. Therefore, even
given Cindy’s secret key xC , no one can believe the signature is sent by Bob.

Theorem 2. If the Type II Adversary AII(the proxy signer Bob) can forge a
valid signature of the proposed scheme with success probability SuccEF−CMA

SDV PS, AII

after making qH queries to the H1 : {0, 1}∗ → ZZ∗
q (q ≥ 2�, where � is the system’s

security parameter), qS queries to the signing algorithm and qV to the verifying
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algorithm in polynomial time t, then there exists an algorithm B who can use
AII to solve an instance of the GBDH problem with probability: SuccGBDH

B ≥
SuccEF−CMA

SDV PS,AII
− qV

2�−qH−qS
in the same time t.

Proof: Our overall strategy for the proof is as follows. We shall define a sequence
Game0, Game1, Game2, Game3, Game4 of attack games. Each game operates on
the same underlying probability space, in particular, the system’s parameter,
public keys of the original signer Alice, the proxy signer Bob, the receiver Cindy
and the values of the random oracle H. We will prove that if there exists AII

who can forge a valid signature of our SDVPS scheme, then there exists B who
can use AII to solve an instance of Gap Bilinear Diffle-Hellman problem. That
is given a random instance (P, aP, bP, cP ), B can use AII to obtain the value of
e(P, P )abc with the help of Decisional Bilinear Diffle-Hellman(DBDH) Oracle.

B will simulate all the oracles in the proof. In the simulation, B will maintain
a list which is called H-List to record the hash queries and the corresponding
values. We assume that AII is well-behaved in the sense that AII will never
repeat the same queries in the simulation.

– Game0. We consider a Type II EF-CMA adversary AII with the success
probability SuccEF−CMA

SDV PS, AII
. The original signer, Alice, selects his secret key

xA ∈ ZZ∗
q and sets his public key as PA = xAP . The proxy signer Bob and

designated verifier Cindy also generate their own secret/public key pairs
(xB , PB) and (xC , PC). Bob also publishes his identity IDB.
The adversary AII , fed with (PA, PB, PC) and xB , can query the hash oracle
H , the signing algorithm and the verify algorithm, and outputs (m∗, σ∗),
such thatVerify(PA, PB, IDB, xC , m∗, σ∗) = True.
Let qH , qS , qV denote the numbers of queries to the H , signing algorithm
and verifying algorithm. The requirement is that m∗ cannot be queried to
the signing algorithm.
In any Gamei, we denote by Forgei the event Verify(PA, PB , IDB, xC , m, σ) =
True. By definition, we have Pr[Forge0] = SuccEF−CMA

SDV PS, AII
.

– Game1. In this game, B sets PA = aP , QB = bP and PC = cP where
aP, bP, cP are the random instance of the Gap Bilinear Diffle-Hellman prob-
lem. B also chooses b′ ∈ ZZ∗

q and sets PB = b′P . Then B returns (PA, PB , PC ,
QB, b′) to AII . Since a, b, c, b′ are randomly chosen, therefore Pr[Forge1] =
Pr[Forge0]

– Game2. In this game, B will simulate the random oracle H . There is a
list H-List which maintains all the queries and answers consists of tuple
(mi, ri, σi, coini). Here (mi, ri) is the input of the H and σi is the output of
H . coini = 1 if ri · e(−PC , QB)b′

= e(P, P )abc and coini = 0 otherwise. For
any query (mi, ri) to the oracle H , B submits (ri · e(−PC , QB)b′

, aP, bP, cP )
to the DBDH oracle and DBDH oracle will tell B whether ri ·e(−PC , QB)b′

=
e(P, P )abc or not
1. If ri ·e(−PC , QB)b′

= e(P, P )abc, B sets coini = 1 and checks the H-List

(a) If there exists an item (mi,⊥, σi, 1) in the H-List, B returns σi as
the answer.
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(b) Otherwise, B chooses σi ∈R ZZ∗
q such that there is no item (·, ·, σi, ·)

in the H-List. B then adds (mi, ri, σi, 1) into the H-List and returns
σi as the answer.

2. If ri · e(−PC , QB)b′ �= e(P, P )abc, B chooses σi ∈R ZZ∗
q such that there

is no item (·, ·, σi, ·) in the H-List. B then adds (mi, ri, σi, 0) into the
H-List and returns σi as the answer.

In the random oracle model, this game is clearly identical to the previous
one. Hence Pr[Forge2] = Pr[Forge1].

– Game3. In this game, B simulates the signing algorithm. After receiving AII ’s
choice of the message mi, B performs:
1. If there is a triple (mi, ri, σi, 1) in the H-List,Boutputs σi as the signature.
2. ElseB chooses σi ∈R ZZ∗

q such that there is no item (·, ·, σi, ·) in the H-List.
Then B adds (mi,⊥, σi, 1) to the H-List and outputs σi as the answer.

Then AII gets the value σi as the signature of mi. Of course, this oracle
simulates the signature perfectly, so Pr[Forge3] = Pr[Forge2].

– Game4. In this game, B simulates the verifying algorithm. After receiving
AII ’s request of (mi, σi), B checks :
1. If there is no item (·, ·, σi, ·) in the H-List, B rejects (mi, σi) as an invalid

signature.
2. Else, there is an item (·, ·, σi, ·) in the H − List:

(a) If this item has the form of (mi,⊥, σi, 1) or (mi, ri, σi, 1), B will
accept it as a valid signature.

(b) Otherwise, B rejects it as an invalid signature.
This makes a difference only if (mi, σi) is a valid signature, while σi is
not queried from the oracle H . Since, H is uniformly distributed, this case
happens with probability less than 1

2�−qH−qS
. Summing up for all verifying

queries, we get Pr[Forge3] − Pr[Forge4] ≤ qV

2�−qH−qS
.

After Game4 terminates, AII outputs a valid signature (m∗, σ∗) such that

Verify(PA, PB, IDB, xC , m∗, σ∗) = True.

That is, there is an item (·, ·, σ∗, ·) in the H-List. By the definition of the EF-
CMA adversary model, m∗ can not be queried in the sign oracle, so σ∗ is returned
as the hash value of A′

IIs query (m∗, r∗). That is to say (m∗, r∗, σ∗, 1) is in the
H-List and r∗ · e(PC ,−QB)b′

= e(P, P )abc. Note that PC = cP, QB = bP and b′

is randomly chosen by B, so B can compute e(P, P )abc = r∗ ·e(bP,−cP )b′
. There-

fore, given aP, bP, cP , B successfully solves an instance of the GBDH problem
with probability: SuccGBDH

B ≥ SuccEF−CMA
SDV PS,AII

− qV

2�−qH−qS
.

Theorem 3. If the Type III Adversary AIII (that is the original signer Al-
ice) can forge a valid signature of the proposed scheme with success probability
SuccEF−CMA

SDV PS, AIII
after making qH queries to the H1 : {0, 1}∗ → ZZ∗

q(q ≥ 2�,
� is the system’s security parameter), qS queries to the signing algorithm and
qV to the verifying algorithm in some polynomial time t , then there exists an
algorithm B who can use AIII to solve an instance of the GBDH problem with
probability: SuccGBDH

B ≥ SuccEF−CMA
SDV PS,AIII

− qV

2�−qH−qS
in the same time t.
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Proof. The whole proof is almost the same as the above, except that Given
aP.bP, cP , B sends (PA = a′P, PB = aP, QB = bP, PC = cP, a′) to this Type III
adversary.

At last, AIII outputs a valid signature (m∗, σ∗) such that Verify(m∗, σ∗, PA,
PB, QB, c) = True. That is to say (m∗, r∗, σ∗, 1) is also in the H − Liast. Since
σ∗ is a valid signature of the message m∗, then r∗ · e(PC ,−QB)a′

= e(P, P )abc.
Note that PC = cP, QB = bP and a′ is randomly chosen by B, so B can
compute e(P, P )abc = r∗ · e(bP,−cP )a′

. Therefore, given aP, bP, cP , B success-
fully solves an instance of the GBDH problem with probability: SuccGBDH

B ≥
SuccEF−CMA

SDV PS,AIII
− qV

2�−qH−qS
.

6 Comparison

In this section, we compare the signature length of our short designated verifier
signature scheme (SDVPS) with Wang’s scheme in [12]. The signature of Wang’s
scheme is (rp, K, D, s) where rp, K, D ∈ ZZp and s ∈ ZZq. Let |ZZp| denote the bit
length of the element in ZZp and |ZZq| denote the the bit length of the element in
ZZq, we have the following table.

Scheme Signature Length p : 1024; q : 160
Wang’s Scheme 3|ZZp| + |ZZq| 3232 bits

Our Scheme |ZZq| 160 bits

One can find that the signature length of our SDVPS scheme is dramatically
decreased, which is more applicable in the networks with limited bandwidth.
One can also find that the implementation of out scheme needs the bilinear
pairing, how to get a SDVPS scheme without the need of pairing is an open
problem.

7 Conclusion

We have presented a new designated verifier proxy signature scheme, which we
believe is the shortest among all the known designated verifier proxy signatures.
We prove that our scheme offers transcript simulation as a normal designated
signature. We also prove that our scheme is secure under random oracle model.
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Abstract. Because of the limitation of the traditional gateway in the distributed 
monitoring system, the access of the protocol translation gateway will increase 
drastically with the massive usage of Ethernet. By using M/M/1 queuing 
theories, we present a framework of gateway based on the real-time database. 
The whole gateway is divided into two parts. One is linked to the monitoring 
subnet to collect the data with a polling method and deposit them in real-time 
database of the gateway. The other part is used for accepting the TCP 
connecting request, accessing the real-time database of the gateway. By 
analysis of the M/G/1 theory, it can be concluded that this framework can not 
only update the data more quickly in the distributed observing and controlling 
subnet, but also reduce the rejection of connections and loss of packet caused 
by the full queue buffer effectively when the number of TCP links become 
larger.  

1   Introduction 

Ethernet has already got extensive application in the distributed monitoring system 
because of its characters such as well-opening, extensive using and cheaper. The 
traditional monitoring systems mostly adopt Ethernet in the information layer, and 
generally use different field buses in the controlling layer and equipment layer. 
However, with the perfection of Ethernet and the development of embedded 
technology, the embedded network technology is a very fashionable topic for 
discussion. Ethernet has already permeated through the controlling layer and 
equipment layer of the monitoring system, which makes the access of the protocol 
translation gateway increase rapidly. And thus the limitation of the traditional gateway 
shows at this moment (Fig.1 shows the overall picture of network interconnection of a 
typical distributed monitoring system).  

In this paper, we will reconstruct the protocol translation gateway for the distributed 
monitoring field, and present a framework which resolves the limitation existed in the 
traditional gateway when there are too many TCP connections. The framework can 
improve the network throughput and enhance the characterizes of real-time and 
security of the distributed monitoring system. 
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Fig. 1. The Connection Structure of Distributed Monitoring Network 

2   Analysis of the Framework  

The protocol translation gateway is the contractual media between Ethernet and the 
monitoring subnet. Ethernet protocol can carry on multi-connections and complete the 
data transmission of multi-connections at one time. However, what the monitoring 
subnet uses is the serial chain, which can carry on only one connection at a certain 
moment. And only one connection’s data transmission is allowed. When 
multi-connections are needed, the connection requests should queue and wait. 
Nowadays, most protocol translation gateway carries on data transmission in way of 
principal-and-subordinate ask-and-answer in the monitoring field. Thus, it will cause 
the block problem of connections when TCP connections are more. The larger the 
number of connections is, the slower the response time of the whole system is.  

The framework of the traditional gateway is shown as Fig.2. When the serial chain is 
busy, the connect request can only wait. With the popularization of Ethernet in the 
industry automatic field, the access of the gateway will increase doubly, and then the 
response time of the whole system will increase, as a result, it will influence the 
real-time character of the whole system.  

3   Model Analysis of the Framework 

It can be known from the queuing theory [1] [2] [3] that the gateway model shown in 
Fig. 2 is a classics queue model -M/M/1[4]. In Fig.3, in the moment t+ t, we set the 
number of customers who are accepted by system and queuing in the window is x .And 
we called it state X, whose probability is Px(t+ t). 

Here, in the block(t,t+ t):  

(1)The probability of one customer reaching is t+O( t2),and the probability of no 
customer reaching is 1- t+O( t2).  
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Fig. 2. Framework of the traditional gateway 

 

Fig. 3. The transition diagram of state X 

(2)When there is customer receiving service, the probability of one customer leaving 
away is μ t+O( t2); and the probability of no customer leaving away is 1-μ t+O( t2).  

(3)The probability of more than one customer reaching or leaving away is O( t2), 
which can be neglected.  

According to the whole probability theorem, the probability of state X is:  

P0(t+ t)=P0(t)(1- t)+P1(t)( 1- t)μ t 

dt

(t)dPx

=Px+1(t) +Px-1(t)-( +μ)Px(t) 

We set t 0, and then have a differential equation:  

t

(t)P-t)(tP xx

Δ

Δ+
=Px+1(t)μ+Px-1(t) -( +μ)Px(t)+

t

)tO( 2

 

 
dt

(t)dP0

=P0(t)μ- P1(t) 
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When the serving rate μ is greater than the reaching rate  and t  is stable, the state 
probability has nothing to do with time, namely, the differential item of differential 
equation is zero. Then the probability of state X is :  

P0=1-  
Px=(1- ) 2          x 1 

Here : /μ 

Using the system state probability, we can have the relevant operation index of the 
system:  

(1) The average number of customers in the system is:  

Lx=
∞

=0x

xxP =
1

)1(x
−

=−
∞

=

x

0x

 

(2) The average number of customers waiting in the queue is:  

Lq=
∞

=

−
0x

xP)1x( =
∞

=0x

xxP -
∞

=0x

xP =Ls- =
1

2

−
=
μ −

   

(3) The expected value of the time customers waiting in the queue is: 

Wq=Lq/ =
μ −

 

(4) The expected value of the time customers waiting and being serviced is:  

Wc=Wq+1/μ=
μ

1

−
 

Because we use the serial circuit to accept the data of subnet communication unit, the 
communication speed of the serial circuit will cause greater influence on the serving rate.  

The time of one service includes: the affirmation time of a connect request, the 
conversion time of datagram, the transmission delay of message reaching the subnet 
communication unit, the treatment time of the subnet communication unit, the 
transmission delay of message in the communication unit and the time of sending the 
TCP datagram.  

If we think that the bandwidth of the upper network of the gateway is above 10M and 
the communication amount is general, then we can ignore the time of TCP connecting 
and transmitting delay. If we use the constant-length datagram to be transmitted, we set 
the datagram length is 20Byte. And we use an asynchronous communication way that has 
8 data bits, one beginning bit and one ending bit. When the serial communication speed is 
between 600bps to 1 Mbps, we separately get the corresponding two-way transmission 
time, the approximate service rate, and the reaching rate, which are shown in Table1.  

It can be found out from Table 1, that with the serial chain speed increasing, the delay 
of datagram transmit in the serial chain is reduced, and when the speed is quickly 
enough, we can't ignore the time of TCP connecting and of transmit. Especially in a 
situation when the speed of the serial chain is slower and the TCP connections are 
more, the congestion of requests of the monitoring network will be caused, which slows 
down the speed of the data reading.  
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Table 1. Serial link transmit speed & delay and restriction of average arriving rate 

Transmit 
Speed

( kbps)
Datagram 

Length
(bit)

Transmit 
Delay

( ms)
Restriction of 

Average 
Arriving Rate 

0.6

240

400

0.75

1.2

240

200

1.5

4.8

240

50

6

9.6

240

25

12

19.2

240

12.5

24

56

240

6.25

70

1000

240

0.24

250

 

The model analysis mentioned above is got under a condition that the queue buffer is 
infinite. But in the real situation, because of the hardware restraint, the queue quantity 
allowed is not too large. So when TCP connections are more, it will cause the problem 
of rejection of connections and loss of datagram, and influences the security of the 
whole system. 

4   Improvement of Framework 

The serial link has single access characteristic in traditional gateway, that is, only one 
connection can access at a certain moment, while others need to queue, which causes 
data access time to become longer. Thus it tends to cause requests congestion, 
connections timeout and datagram loss when the TCP connections are more, so we 
provide a new gateway framework based on real-time database. Profited from the swift 
development of embedded system, this framework can effectively operate and query 
data and process massive capacity data storage. 

Designed a small-scale real-time database in gateway, the whole gateway can be 
divided into two parts. One part is connected with observing and controlling subnet, 
collecting data of subnet by a poll method and then storing them into the real-time 
database in gateway. The other part is a network workstation, which accesses the 
real-time database in gateway and retrieves data wanted directly, thus avoiding 
problems of queuing TCP connections caused by monopolization of serial link. The 
bridge between two parts is real-time database. 

Under this way, we set the framework between the gateway and network access 
workstation to be Client/Server pattern, where the gateway is a database server and 
network access workstation is client. Gateway application is in state of waiting for 
connection and responsible to provide data needed, format transformation of datagram, 
address storage and send, etc. As to control subnet, gateway is thought to be the main 
site, which retrieves data by polling subsidiary site according to information of 
real-time database. Fig.4 shows this connection access process. 

For example, we adopt MODBUS protocol[5]. Network workstation accepts TCP 
connection request, establishes connection, and is ready to receive datagram. After that, 
it parses datagram according to MODBUS/TCP protocol and gets MODBUS protocol 
frame. Then it parses MODBUS protocol frame, gets request command sent by PC, and 
queries real-time database according to request command, sends back the data 
encapsulated by MODBUS and MODBUS/TCP protocol to request client, and then 
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waits for request of TCP link removal. When it receives removal request, it will remove 
TCP link. 

The other part retrieves commands from database by way of the access pattern of 
subnet controlling, sends MODBUS frame encapsulated according to MODBUS 
protocol to serial link, and then waits for return of data. After accepted data, it will 
parse MODBUS frame and write these data into real-time database, then retrieve the 
next command, and repeat the process above. As a result, all the data of real-time 
database update instantly. 
 

 

Fig. 4. The improved framework of gateway  

5   Analysis of Gateway Framework Model with Database 

5.1   Analysis of Control Subset Model 

In the transfer mode of control subnet, the main communication source is gateway, 
which repeatedly reads data from subsidiary site and stores them in the database of 
gateway. 

The above pattern is M/G/1 model [6][7]. We suppose the probability distributing of 
n is F(n),the probability mother function of F(n) is G(Z), the mean value is E(n) ,the 
variance is V(n) ,and the probability of accessing node n is P(n). 

We suppose access time of every node is ti (i=1,2,…n), so total service time is: 

            Tn=
∞

=0i

xxP  

After all calculation, the last result is as follows: 

Slave Station GatewayNetwork Station

Waiting for Request
Application Layer 

Access 
TCP Connect Request  

TCP Connect Establish 

TCP Connection 
Establish

Send Application 
Datagram

Receive Datagram

Waiting 

Datagram Conversion

Send Serial Linking  
Datagram 

Receive Serial Linking 
Datagram 

Receive  Datagram  
Response & Return  

Datagram 
Return 

Packing &TCP Send

TCP Receive

Data Transmission 
Complete

Disconnect TCP  Link ing Disconnect

ReturnReturn 

Time 
Out 

& Send  
Again 

Query Realtime Database

Return Data

Realtime Database

Write Database



 An Embedded Gateway Based on Real-Time Database 851 

E(Tn)=G      (1)H (0)=E(n)E(ti) 
V(Tn)= Tn   (0)-[Tk (0)]2 

                     = G (1)H   (0)+ G    (1)[H (0)]2-[G (1)H (0)]2 

                     =E(n)V(ti)+[E(ti)]
2V(n)                                                                                

The average waiting time is as follows: 

Wq =
Lq

=
)μ/1(2

)μ/( 222

−
+

=
))t(E)n(E1(2

)]t(E)n(E[)]Tn(V[

i

2

i

2

−
+

From above calculation, we can see that waiting time of client is relative to how 
much data needed to read in and the speed of serial link .The less data needed to be read 
in and the faster the serial link is, the swifter of data update speed is and the more 
real-time will be. In this solution, if the accessing chance of every data is equal, the 
existing time while the data be accessed is half of client waiting time. 

As the operation of database avoiding the single access of serial link, it can improve 
the throughout of gateway and effectively avoid problem of request congestion. 

5.2   Analysis of TCP Connection Response 

The time of forth-and-back (RTT) of every TCP connection will be shorten because the 
real-time database is introduced. There is only one connection that can transfer data in 
serial link at one time in traditional gateway, so the TCP congestions do not exist. By 
introducing real-time database, it may generate congestion problem for the fast query 
time in database. As many papers have discussed TCP congestion problem, we will not 
go deep into these discuss. We just suppose the number of the TCP connection is not 
large enough to cause the TCP congestion. Thus as to the serial links, the TCP transfer 
time can be ignore. 

As several TCP connections could be established, it will not have problems of  
TCP rejection of connection and loss of datagram, and this improves the security of 
system. 

5.3   Analysis of the Whole Data 

We suppose there are 10 control points, every control point averagely access 8 bytes 
and return 8 bytes (decided by serial link protocol), and the communication speed of 
control subnet is 19200baud.When the number of TCP connections change, we will get 
the response time of gateway (Shown in Table.2). While we set 10 TCP connections, 
we get response time of gateway (Shown in Table.3) when the connection speed of 
control subnet changes. 

According to contrast, we can observe that the improved gateway framework is 
worse in real-time than traditional framework when there is only one TCP connection 
but more points in control subnet. But this framework will be better in real-time than 
traditional framework while the number of TCP connections increases and there are 
less points in control subnet. Especially, when the number of TCP connections 
increases, the improvement of real-time character will be in evidence. Indeed, real-time 
character of gateway is also related to the speed of control subnet. 
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Table 2. Number of TCP connection and response time 

 

Table 3. Speed and response time of control subnet 

Control 
Subnet 
Speed

Response Time of 
Source 

Gateway(ms)

Response Time of New 
Gateway(ms)

1200 785 2

2400 445 2

4800 275 2

9600 195 2

19200 155 2

56000 125 2

375

205

120

80

60

45

Return Time 
of Gateway 

(ms)

Return Time of 
Control Subnet

ms

 

6   Conclusion 

From above analysis, we can infer that by means of real-time database, we will 
effectively solve the problems caused by multiple TCP connections in distributed 
monitoring field, which include queue request, rejections of connection and loss of 
control network protocol packets, and improve properties of real-time and security of 
system. For the gateway mode based on real-time database, we also need some 
improvements on the following aspects:  

(1) Compatibility problem with the traditional gateway. As both gateway have 
separate advantages and disadvantages, and real-time character is strong or weak under 
different scenarios, so we should work on these compatibility problems in future 
models. 
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(2) Construction problem of the real-time database. In distributed monitoring field, if 
the real-time property of some variables is inadequate, the process such as alarm and 
remote control will induce fatal problems. But other variables change slowly, such as 
pressure and flux. We should establish different hierarchical databases according to 
varied characteristic of variables. 

(3) Capacity problem of the database. According to the above analysis, the more 
control points in database, the longer each poll time will be. And it will go against the 
improvement of real-time. How to control the number of points, that is, the capacity of 
database, to make best the real-time character of the whole system, is also problems 
needed to be solved in future.    
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Abstract. The security deployment in mobile ad hoc networks is fre-
quently hampered by resource constraints. The current routing systems
of mobile ad hoc networks deploy very weak security techniques in order
to copy with the computational overhead and bandwidth consumption.
In this paper, we present an ID-based online/offline signature scheme
which provides a full scale of security with sound performance. We show
that our scheme is secure against existential forgery under adaptive cho-
sen message attacks.

Keywords: Authentication, Digital Signature, MANET, Routing, AODV.

1 Introduction

The security technology deployed in the existing mobile ad hoc networks
(MANET) is very weak, since the resource constraint makes complex security
computations infeasible. Several well-known MANET routing protocols such as
DSR [7] and AODV [8] were designed without a security consideration. Conse-
quently, MANET routing systems face a number of security threats, from basic
spoofing attacks to more complex rushing attacks. How to provide full-scale secu-
rity to MANET with a low computational overhead and bandwidth consumption
becomes an open problem to security researchers.

The security deployment to MANET is stunted by cryptographic techniques
themselves, since they are expensive to configure and perform. In a MANET,
each node is highly mobile,and hence it requires the routing operations to be
accomplished within their lifetime; otherwise the routing information will not be
able to represent the current topology condition. In addition to computational
overhead, MANET also has problems in key distribution. This is particularly
important in routing, because in a routing system, mobile nodes are not aware
of other nodes that are out of their radio signal broadcasting diameter. This
is usually roughly handled by a pre-key distribution phase. However, in an ad
hoc network, which is formed impromptu, the authentication between nodes is
performed in a cursory manner.

Our Contribution. In this paper, we introduce a novel authentication scheme
to tackle the problem of computational overheads in MANET. We devise a novel

T. Enokido et al. (Eds.): EUC Workshops 2005, LNCS 3823, pp. 854–863, 2005.
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digital signature scheme that is especially feasible for authentication in MANET.
In our scheme, a signing operation is split into two phases: offline phase and on-
line phase. The major computational overhead is shifted to the offline phase,
whereas the online phase requires only a very low computation overhead to
achieve a full scale of authentication. Moreover, the public key distribution prob-
lem is solved by using node’s identity such as IP or MAC address as its public
key. We will also describe how this signature can be used for securing an AODV
routing system.

Organization of the paper. The rest of the paper is organized as follow. In sec-
tion 2, we introduce several secure routing protocols, the concept of online/offline
signature, and review previous works. In section 3, we give some preliminaries of
bilinear pairings and definitions. In section 4, we define the generic scheme and
attack model. In section 5, we present our scheme and analyze its security. In
section 6, we describe how to apply our scheme to the AODV routing system.
In the last section, we conclude the paper.

2 Previous Work

2.1 Secure Routing Protocol

To protect MANET routing systems against various attacks, a sound authenti-
cation scheme must be deployed. There have been several schemes in the liter-
ature. Each of them uses a different method in providing sender authentication
and message integrity.

Ariadne, proposed by Hu, Perrig and Johnson [6], is a secure on-demand
routing protocol based on DSR. The security of Ariadne generally relies only
on highly efficient symmetric-key cryptography. It assumes a pre-deployed se-
cret shared between the sending node and targeting node. The authentication
between intermediate nodes is done using the TESLA authentication protocol.
During the transmission of route requests, each intermediate node appends a
MAC generated using TESLA key. This MAC will be authenticated when a
route reply is transmitted back to the originator. Since the TESLA authentica-
tion protocol is used, each node must be loosely time synchronized to decide the
validity of TESLA keys, which becomes the major drawback of Ariadne.

SAODV [10] is a security extension of the AODV routing protocol. Since
the routing operation in AODV is very simple, its security requirement can be
easily satisfied. SAODV uses conventional digital signatures to protect routing
messages. However, it neither deploys the public key certificate nor assumes pre-
shared secret between nodes. Each sending node signs its own public key along
with routing messages. The key distribution problem is loosely solved with some
compromise of security.

2.2 Online/Offline Signature

The online/offline digital signature scheme was firstly introduced by Even, Gol-
dreich and Micali [4]. The basic concept of their scheme is splitting the signature
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generation algorithm into two phases: offline phase and online phase. To achieve
efficient performance when a message is coming to be signed, they utilize an of-
fline phase to handle the most costly computation. When a message is ready, the
online phase can be performed extremely efficient to generate the required sig-
nature. On drawback of their scheme is that the size of public key and resulting
signature is likewise very large since one-time signature is used.

Zhang, Mu and Susilo [11] proposed the first online/offline signcryption
scheme from bilinear pairings. The online signing phase is also very efficient
in their scheme, which requires approximately one hash. The size of the result-
ing signature is reduced to log2 p + log2 ρ + 160, where p is the order of cyclic
additive group and ρ is the safe length of that group,where the underlying cryp-
tographic assumption still holds. Although this scheme has its merit, it is out of
the scope of our aim since we consider the efficient authentication only.

3 Bilinear Pairings

Let G1 be a cyclic additive group generated by P , with a prime order q, and G2 be
a cyclic multiplicative group with the same prime order p. Let e : G1×G1 → G2
be a map with with the following properties:

1. Bilinearity: e(aP, bQ) = e(P, Q)ab for all P, Q ∈ G1, a, b ∈ Z∗
q ;

2. Non-degeneracy: There exists P, Q ∈ G1 such that e(P, Q) �= 1;
3. Computability: There is an efficient algorithm to compute e(P, Q) for all

P, Q ∈ G1;

The Non-degeneracy implies that when P is the generator of G1, e(P, P ) is
the generator of G2. We call such bilinear map as an admissible bilinear pairing.
Problems considered in the additive group G1 are:

- Decisional Diffie-Hellman Problem (DDHP): For a, b, c ∈ Z∗
q , given P,

aP, bP, cP decide whether c ≡ ab mod q.
- Computational Diffie-Hellman Problem (CDHP): For a, b ∈ Z

∗
q , given

P, aP, bP compute abP .

In bilinear pairings, Decision Diffie-Hellman problem (DDHP) is easy and Com-
putational Diffie-Hellman problem (CDHP) is still hard. That is, for a, b ∈ Z∗

q ,
given P, aP, bP , computing abP is infeasible.

Definition 1. A group G is a gap Diffie-Hellman(GDH) if there exists a polyno-
mial time probabilistic algorithm to compute the decisional Diffie-Hellman prob-
lem but exists no such algorithm to solve the computational Diffie-Hellman prob-
lem in G.

Above system parameters can be obtain through running the GDH Parameter
Generator [3] IG which takes a security parameter k ∈ Z+ as input, runs in
polynomial time in k, and outputs a prime number q, the description of two
groups G1, G2 of order q, and the description of an admissible bilinear map
e : G1 × G1 → G2.
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Definition 2. The advantage of an algorithm A in solving CDHP in group G is

AdvCDH
A = Pr[A(P, aP, bP ) = abP : a, b

R← Z
∗
q ]

where the probability is over the choice of a and b, and the coin tosses of A. We
say that an algorithm A(t, ε)-breaks CDHP in G if A runs in time at most t,
and AdvCDH

A > ε.

4 The Model

In this section we formalize the general online/offline digital signature paradigm.
This paradigm is extended to elicit our ID-based scheme.

4.1 Generic Scheme

Online/offline digital signature scheme DS is comprised of four polynomial time
algorithms: KeyGen, OffSign, OnSign, and Verify, called key generation algorithm,
offline signing algorithm, online signing algorith, and verification algorithm, re-
spectively. The first three algorithms are probabilistic.

KeyGen. On input 1k, the algorithm produces a pair of matching public and
secret keys (pk, sk).

OffSign. On input (sk, r), where r a signing parameter, the algorithm returns
an offline signature S.

OnSign. On input (S, m), where S is the offline signature and m is the message,
the algorithm returns an online signature σ.

Verify. On input (pk, m, S, σ), the algorithm returns 1 (accept) or 0 (reject).

The security for signature schemes was defined by Golwasser, Malia and Rivest
[5] as secure against existential forgery under adaptive chosen message attacks
(EF-CMA). We extend this notion to online/offline signature schemes as follow:

Definition 3. (Security) [5] The online/offline signature scheme
S =< KeyGen, OffSign, OnSign, V erify >

is existential unforgeable under adaptive chosen message attacks if it is infeasible
for a forger to produce a valid message-signature pair after obtaining polynomi-
ally many signatures on a message of its choice from the signer.
Formally, for every probabilistic polynomial forger A such that:

Adv(A) = Pr

⎡
⎢⎢⎢⎢⎢⎢⎣

(pk, sk) ← KeyGen(1k);
for i = 1, 2, ..., k, r;
mi ← A(pk, m1, S1, σ1, ..., mi−1, Si−1, σk);
Si ← OffSign(sk, r), σi ← OnSign(Si, m);
(m, S, σ) ← A(pk, m1, S1, σ1, ..., mk, Sk, σk);
m �= m1, ..., mk and Verify(pk, m, S, σ) = accept;

⎤
⎥⎥⎥⎥⎥⎥⎦ ≤ ε
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4.2 Attack Model

The formal attack model for ID-based signature scheme was firstly generalized by
Cha and Cheon in [2], which is called existential forgery under adaptive chosen
message and ID attack(EF-IOS-CMA).

We can define our game between an attacker A and a challenger C as follow:

1. C runs Setup to obtain the system parameters which are given to A.
2. A runs message hash query, ID extraction query, online and offline signing

query to obtain necessary information.
3. A finally outputs (ID, m, S, σ), where ID is an identity, m is a message, S

is offline signature, and σ is online signature, such that ID and (ID, m) are
not in the inputs to extraction query and signing query. A wins the game if
(ID, m, S, σ) is valid.

Definition 4. The success probability of winning the above game is defined by
SuccEF−IOS−CMA

A (�). An online/offline signature scheme is secure if the success
probability of the above attack is negligible. In other words,

SuccEF−IOS−CMA
A (�) ≤ ε.

5 Our Scheme

Based on the general scheme, our ID-based online/offline scheme consists five
algorithms: Setup, Extract, OffSign, OnSign, Verify.

Setup. Given G1 and its generator P , pick a random s ∈ Z∗
q , and set Ppub = sP .

Choose a cryptographic hash function H0 : {0, 1}∗ → G1 and H1 : {0, 1}∗ ×
G1 → Z

∗
q . The system parameters are (P, Ppub, H0, H1). The master key is

s. H0 and H1 behave as random oracles [1].
Extract. Given an identity ID, the algorithm computes DID = sH0(ID) and

output it as the private key related to ID corresponding to QID = H0(ID).
OffSign. Given a secret key DID, pick a random number r ∈ Z∗

q and a random
secret number x ∈ Z∗

q , output the offline signature pair (S, R), where S =
1
r DID, R = xP .

OnSign. Given a message m and offline signature S, compute the online signa-
ture as σ = H1(m, R)x + r. The resulting signature is a triple (s, σ, R).

Verify. Given a signature tuple (S, σ, R) of a message m for an identity ID, check
whether (Ppub, σP − H1(m, R)R, S, QID) is a valid Diffie-Hellman tuple.

5.1 Analysis

In this section, we will discuss the correctness and efficiency of our scheme.

Correctness: The correctness can be easily proved as follow:
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e(σP − H1(m, R)R, S) = e(xH1(m, R)P + rP − H1(m, R)R,
1
r
DID)

= e(H1(m, R)xP + rP − H1(m, R)xP,
1
r
DID)

= e(rP,
1
r
sQID)

= e(Ppub, QID)

Signature Size: The resulting signature is the tripe (S, σ, R). We assume the
safe length of GDH group G1 is ρ, the size of each element in a signature tuple
is log2 ρ, log2 q, and log2 ρ. Therefore, the total length is 2 log2 ρ+log2 q. We
believe this size is irreducible since the first two elements are required in all
the standard ID-based signature scheme.

Performance: Obviously, the online phase of our scheme is very efficient, which
only requires one hash, one multiplication, and one addition. The computa-
tional workload is passed to the offline phase. The signature verification is
done through two pairing operations, which is the most expensive part in
our scheme. However, since e(Ppub, QID) is a constant, it only needs to be
computed once.

5.2 Security Proof

To prove our scheme is secure against adaptive chosen message and ID attack,
the problem is firstly reduced to a given ID attack. Specifically, we intend to
view the scheme as an ordinary ID-based signature scheme which outputs two
signatures. Since the online signing phase does not using ID information, it can
be viewed as an sub-phase of ID-based offline signing phase.

Specifically, we intend to view the scheme as an ordinary ID-based signature
scheme which output two signatures. Since the online signing phase does not
using ID information, it is viewed as an sub-phase of ID-based offline signing
phase.

Lemma 1. Let A0 be an algorithm for an adaptive chosen message and ID
attack to our scheme with running time t0 and advantage ε0, then there is an
algorithm A1 for an adaptive chosen message and given ID attack which has run-
ning time t1 ≤ t0 and advantage ε1 ≤ ε0(1− 1

q )/qH0 , where qH0 is the maximum
number of queries to ID hash oracle H2 asked by A0.

Proof. We assume that the number of queries to message hash oracle, extraction
oracle and online signing oracle are qH1 , qE , and qS . Algorithm A1 is performed
as follow:

1. Randomly choose l ∈ {1, ..., qH0}. Let IDi denote the input of ith qH0 query
asked by A0. Set ID′

i be ID∗ if i = l, and IDi otherwise. Define H ′
0(IDi),

Extract′(IDi), Sign′(IDi, m) to be H0(ID′
i), Extract(ID′

i), Sign(ID′
i, m). No-

tice that the Sign includes OffSign and OnSign. However, only the offline
signing part is considered in an ID attack, since the online signing part does
not use any ID information.
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2. Run A0 with the given system parameters. A1 responds to A0’s queries to
H0, H1, Extract, and Sign by evaluating H ′

0, H1, Extract′, and Sign′, respec-
tively. Let the output of A0 be (IDout, m, S, σ).

3. If IDout = ID∗ and (IDout, m, S, σ) is valid, the output (ID∗, m, S, σ).
Otherwise output fail.
Since the probability distributions provided by H ′

0, Extract’, and Sign’ are
indistinguishable from those produced by H0, Extract, and Sign, A0 learns
nothing from query result. Besides, the probability that A0 produces a valid
message signature pair (ID, m, S, σ) without any query of H ′

0(ID) is greater
than (1 − 1

q ). Hence, we can say A0 wins the game with advantage ≥ ε(1 −
1
q )/qH0 , where ε is an upper bound of success. ��

Lemma 2. If there is an algorithm A1 for an adaptive chosen message and
given ID attack to our scheme which queries H1, H2, Sign and Extract at most
qH1 , qH2 , qS and qE times respectively, and has running time t1 and advantage
ε1 ≥ 10(qS + 1)(qS + qH1)/q, then CDHP can be solved with probability ε2 ≥ 1/9
within running time t2 ≤ 23qH1t1/ε1.

Proof. We assume that for any ID, A1 queries H0(ID) and Extract at most
once. We have an algorithm A1, through interacting with a signing simulator B,
computes abP for a randomly given instance (P, aP, bP ) where P is a generator
of G.

1. Fix an identity ID and put Ppub = aP . Randomly choose αi ∈ Z∗
q for i =

1, ..., qE and βj , xj ∈ Z∗
q for j = 1, ..., qS . Let IDi and IDik

denote the input
of the ith H0 query and the kth Extract query. We define:

H ′′
0 (ID) =

{
bP if IDi = ID∗,
αjP otherwise;

Extract′′(IDik
) = αik

(bP );

OffSign′′(mj , xj , ) = (mj , hj , σj), where hj = H1(m, Rj), σj = hjxj +
a

β
;

OnSign′′(IDij ) = (IDij , Rj , Sj), where Rj = xjP.

The resulting signature is (IDj , mj , Rj , Sj , σj). We observed that (bP, σP −
Rh, S, aP ) is valid Diffie-Hellman tuple since:

e((hx +
a

β
)P − hR, S) = e(hxP − a

β
P − hxP, βbP )

= e(
a

β
P, βbP )

= e(aP, bP )

2. We apply the oracle replay attack invented by Pointcheval and Stern in [9].
(a) A1 firstly asks qH1 distinct queries to the random oracle f , obtaining

ρ1, ..., ρqH1
answers respectively. Assume there is a simulator B which

simulates the activity of signer without the knowledge of secret key. For
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each query of message mj it output a series of signature message pairs
in the form of (IDj , mj , Rj , hj , Sj, σj). Then algorithm A1 assumes that
f(mj , Rj) = hj and stores it.

(b) If following collisions appear:
– A (mj , Rj) pair produced by B also appears in the list of questions

to random oracle asked by A1;
– B produces two (mj , Rj) pairs which are exactly the same;

A1 simply outputs fail and aborts. If no collision appeared, A1 outputs a
valid message signature pair, which is expected to be valid for the fixed
ID.

(c) By replaying B with the same messages but different choice of H1, we can
obtain two valid signatures (ID, m, R, h, S, σ) and (ID, m, R, h′, S, σ′),
where h �= h′. Notice that offline signatures are supposed to be the same
since it is closely related to the value of r.

(d) If both outputs are valid, compute x = σ−σ′
h−h′ .

3. Since (QIDj , σjP −Rjhj, Sj , Ppub) is valid Diffie-Hellman tuple, we can com-
pute α through β = a

σ−hjxj
. Apply βj to Sj , we have

S =
a

σ − hjxj
(bP )

S =
abP

σ − hjxj

abP = S(σ − hjxj) ��

Combining Lemma 1 and 2, we have the following theorems.

Theorem 1. If there is an algorithm A0 for an adaptive chosen message and
ID attack to our scheme which queries H0, H1, Sign and Extract at most qH0 ,
qH1 , qS and qE times respectively, and has running time t1 and advantage ε0 ≥
10(qS +1)(qS +qH1)qH0/(q−1), then CDHP can be solved with probability ≥ 1/9
within running time ≤ 23qH0qH1 t0

ε0(1− 1
q ) .

Using another variant of the forking lemma [9], we have the following result:

Theorem 2. If there is an algorithm A1 for an adaptive chosen message and
given ID attack to our scheme which queries H0, H1, Sign and Extract at most
qH0 , qH1 , qS and qE times respectively, and has running time t1 and advantage
ε1 ≥ 10(qS + 1)(qS + qH1)/q, then CDHP can be solved within expected time
≤ 120686qH1t1/ε1.

Theorem 3. If there is an algorithm A0 for an adaptive chosen message and
ID attack to our scheme which queries H0, H1, Sign and Extract at most qH0 ,
qH1 , qS and qE times respectively, and has running time t1 and advantage ε1 ≥
10(qS + 1)(qS + qH1)qH0/(q − 1), then CDHP can be solved within expected time
≤ 120686qH0 qH1 t0

ε0(1− 1
q ) .
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6 Application for AODV

We now describe how to apply our scheme to the AODV routing protocol, which
is quite straightforward and its security can be significantly reinforced by merely
using digital signature. We will briefly introduce the security requirement of
AODV routing protocol and then describe how our scheme can be implemented
over it.

6.1 AODV Security Requirement

AODV is a simple and efficient on-demand ad hoc routing protocol. Basically, it
uses RREQ (route request), RREP (route reply) and RRER (route error) mes-
sages to accomplish route discovery and maintenance operations. It also utilizes
sequence numbers to prevent routing loops. Routing decision making is based
on sequence numbers and routes maintained in each node’s routing table.

We require that each node must submit its identity to the key generation
center before entering the network through a secure channel. The key generation
center will generate a private key correspondent to node’s ID, and send it to the
node along with necessary system parameters. In an ad hoc environment, this
phase should be performed offline.

After entering the network, each node starts to compute its offline signature.
Since the offline signature is created over a random value, the node can ran-
domly choose several values and compute the signatures respectively for each
session. When a routing request is initiated, the node generates a routing packet
(RREQ/RREP) according to AODV and generate the online signature for this
packet. This phase is very efficient since signature generation only requires one
hash. Then the sender node broadcasts the packet and signature to neighbors.

When a neighboring node receives this packet, it will verify this signature and
broadcast to the next hop. To be efficient, the verification can be done offline.
The receiving node should broadcasts the packet before verification. However,
only if this packet passes the verification, will the receiving update its routing
table entry according to the information carried in the packet.

By deploying our scheme, the efficiency of SAODV can be improved. This
scheme can also be used in some other routing protocol such as DSR, which
requires much more frequent signing operations. Using bilinear pairing would
engender the major cost in our scheme, but the realization of ID-based authenti-
cation scheme can largely solve the diehard key distribution problem in MANET.

7 Conclusion

We proposed an ID-based online/offline signature scheme from bilinear pairings
that is suitable for MANET. In our scheme, the resulting signature is a triplet.
The online signature can be computed is very efficient, approximately one hash
operation. The computation of the offline phase requires only one scalar mul-
tiplication under an additive group. The verification is done through pairings
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but its performance can be enhanced after the first execution. We proved that
our scheme is secure against existential forgery under adaptive chosen message
attacks based on the random oracle model. The security of our scheme is based
on CDHP. Our scheme is especially suitable for mobile ad hoc networks routing
where signature enabled authentication is to be performed in an efficient man-
ner. We also discussed the implementation issue over MANET routing protocols
and presented an implementation method over AODV routing protocol.
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Abstract. Recently, XTR is considered as one of good candidates for
more energy efficient cryptosystems. Among the family of XTR algo-
rithms, the Improved XTR Single Exponentiation (XTR-ISE) is the most
efficient one suitable for ubiquitous computer. Even though the security
of such devices against side channel attacks is very dangerous, there are
few works on side channel attacks against XTR-ISE. In this paper we
propose a new collision attack on XTR-ISE. The analysis complexity of
the proposed one is about 240 where the key size is 160-bit, which is 55%
improvement from the previously best known analysis of Page-Stam. We
also propose a novel countermeasure using a fixed pattern which is secure
against SPA. In the sense of both efficiency and security the proposed
countermeasure is the best one among the previous countermeasures- it
is about 30% faster.

Keywords: Ubiquitous computer, XTR public key system, XTR Ex-
ponentiation Algorithms, Side Channel Attacks, Collision Attack.

1 Introduction

We are standing to the beginning of the ubiquitous computing era. It is ex-
pected that we can accomplish lucrative applications by effectively synthesizing
the ubiquitous computer with cryptography. The ubiquitous computer only has
scarce computational resources (like Smart cards, RFID, Sensor Network), so
that we have to make an effort to optimize the memory and efficiency of the
security system. Currently there are a few implementations on ubiquitous envi-
ronments with PKC. In ESAS 2004 Gaubatz-Kaps-Sunar showed an implemen-
tation of Rabin and Ntru in sensor networks [6]. Recently Watro et al. showed
RSA (in the case the encryption key is 3) is feasible to the applications of ubiq-
uitous computer, and remarked that XTR is one of good candidates for light
� The full version of this paper was posted in the Cryptology ePrint Archive [9].
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weight cryptosystems in SASN 2004 [18]. However, the applications of ubiqui-
tous computer will be carried into and used in hostile environments and often
house sensitive information, for example identity related tokens or financial in-
formation, the threat of attack is significant. This threat is magnified by both
the potential pay-off and level of anonymity that side channel attacks (SCA) al-
low [10, 11]. The fact that one can attack a device somewhat remotely via timing
and power consumption means that most ubiquitous computing devices need to
be aware of similar problems in their operational environments.

In Crypto 2000 Lenstra-Verheul introduced XTR public key cryptosystems
[12]. Given the current state of affairs in breaking the discrete logarithm prob-
lems over either finite fields or elliptic curves, XTR can compete with elliptic
curve cryptosystems (ECC) in terms of both speed and bandwidth. This makes
XTR suitable for deployment on similar sorts of constrained devices such as
smart-cards, where computational power and storage capacity are both very
limited. Among the family of XTR exponentiation algorithms, the Improved
XTR Single Exponentiation (XTR-ISE) is the most efficient one suitable for
smart-cards, where computational power and memory capacity are both very
limited. Even though the security of such devices against side channel attacks
is very dangerous, however, there are few works on side channel attacks against
XTR-ISE.

In 2004 Chung-Hasan [2] and Page-Stam [14] proposed simple power analysis
(SPA) against XTR-ISE and that it was the first try to analyze it with SCA.
Chung-Hasan showed it takes 2100 tries for an attacker until he/she correctly
finds the secret key in XTR-ISE with 160-bits key length. On the other hand,
Page-Stam showed it requires 288 tries. However, these results are far worse than
well-known square-root type algorithms (Baby-Step-Giant-Step or Pollards’ Rho
methods).

In this paper we find a new analysis technique, called as XTR collision attack,
derived from the structural properties of XTR-ISE. The complexity of XTR
collision attack is about 20.25·l where l is the length of the key, which is about
55% improvement from the result of Page-Stam [14]. Also we propose a novel
countermeasure using a fixed pattern which is secure against SPA. In the sense of
both efficiency and security the proposed countermeasure is the best one among
the previous countermeasures- it is about 30% faster.

2 XTR Exponentiation Algorithm

In this section, we review the fundamental algorithms to calculate traces of
powers [12, 15]. For an element h ∈ F∗

p6 its trace Tr(h) over Fp2 is defined as a

sum of the conjugates over Fp2 of h: Tr(h) = h + hp2
+ hp4 ∈ Fp2 . Throughout

this paper, cn denotes Tr(gn) ∈ Fp2 , for some fixed p and g of order q, where q
divides p2 − p + 1. Note that c0 = 3 and c1 = c.

An efficient computation of cn for given p, q and c depends on the recurrence
relations cu+v = cucv − cp

vcu−v + cu−2v, and c2u = c2
u − 2cp

u, which is derived
from the previous one when u = v.
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By using above two formulae, we define the following two functions called as
XTR addition and XTR doubling respectively;

A[x, y, z, w] = x · y − yp · z + w,

D[x] = x2 − 2xp.

By using above defined notations we introduce Improved XTR exponentiation
algorithms proposed by Stam-Lenstra [15]. The goal of these algorithms is to
compute cn for given c1 and n ∈ Z, i.e. to compute Tr(gn) with Tr(g) and an
integer n.

Improved XTR Single Exponentiation (XTR-ISE) [15]
Input: c1 and n where n > 2
Output: cn

1. Initialization:
1.1. Let a =round( 3−√

5
2 n) and b = n − a (where round(x) is the integer closest to x).

1.2. Let f = 0. As long as a and b are both even, replace (a, b) by (a/2, b/2) and f by
f + 1.

1.3. Let i = 1 and Gi := (Q0, Q1, Q2, Q3) = (c1, c1, 3, cp
1).

2. As long as a �= b
2.1. If b > a

X1. if b ≤ 4a, then (a, b) ← (b − a, a)
T0 ← A[Q0, Q1, Q2, Q3], T1 ← Q0,
T2 ← Q1, T3 ← Qp

2 .
X2. else if b is even, then (a, b) ← (a, b/2)

T0 ← D[Q0], T1 ← Q1,
T2 ← A[Q0, Q2, Q1, Qp

3 ], T3 ← D[Q2].
X3. else if a is odd, then (a, b) ← (a, (b − a)/2)

T0 ← D[Q0], T1 ← A[Q0, Q1, Q2, Q3],
T2 ← Q2, T3 ← D[Q1]p.

X4. else (a is even), then (a, b) ← (b, a/2)
T0 ← D[Q1], T1 ← Q0,
T2 ← Qp

3 , T3 ← D[Q2]p.

2.2. Else (if a > b)
Y1. if a ≤ 4b, then (a, b) ← (a − b, b)

T0 ← A[Q0, Q1, Q2, Q3], T1 ← Q1,
T2 ← Q0, T3 ← Q2.

Y2. else if a is even, then (a, b) ← (b, a/2)
T0 ← D[Q1], T1 ← Q0,
T2 ← Qp

3 , T3 ← D[Q2]p.
Y3. else if b is odd, then (a, b) ← (b, (a − b)/2)

T0 ← D[Q1], T1 ← A[Q0, Q1, Q2, Q3],
T2 ← Qp

2 , T3 ← D[Q0]p.
Y4. else (b is even), then (a, b) ← (a, b/2)

T0 ← D[Q0], T1 ← Q1,
T2 ← A[Q0, Q2, Q1, Qp

3 ], T3 ← D[Q2]

2.3. i ← i + 1 and set Gi = (T0, T1, T2, T3).
3. Compute c̃ = A[Q0, Q1, Q2, Q3] = cu+v.
4. Output c̃2f .
5. If a = 1 then return c̃2f

else run Improved XTR Single Exponentiation with c = c̃2f and n = a.

3 New Collision Attack on XTR

In this section we find a new analysis technique, called as XTR collision attack,
derived from the structural properties of XTR-ISE.
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3.1 Some Properties of XTR-ISE

In XTR-ISE, Step 2 consists of eight states Xi and Yi where 1 ≤ i ≤ 4. One
state is only determined by the condition of a and b. From XTR-ISE we can
derive the following finite markov chain depicted in figure 1.

X1

X2

X4

X3

Y1

Y2

Y4

Y3

Fig. 1. The finite Markov chain associated with XTR-ISE

Property 1. State Y2 never occurs in the process of XTR-ISE except the first
time.

3.2 Assumptions and Notations

We first introduce some reasonable assumptions which are used in a new attack.

1. A[x, y, z, w] and D[x] are distinguishable by a single measurement of power
consumption, whereas D[x]p and D[x], and A[x, y, z, wp] and A[x, y, z, w] are
indistinguishable, respectively. Here, x, y, z, w ∈ Fp2 .

2. When {A[·], D[·], D[·]} are all operated, e.g. in the case of X3 in XTR-ISE, we
assume these three functions are operated according to the following order
A[·]D[·]D[·]. In more detail, states Xi and Yi are updated according to the
following orders;
(a) In X2 and Y4: the computation order is T2 → T0 → T3 → T1,
(b) In X3 and Y3: the computation order is T1 → T0 → T3 → T2.

3. If D[cu] and D[cv] are computed, the attacker is not able to guess the value
of cu nor cv but he/she is able to check if cu = cv.

As the required computing time of A[·] is two times of that of D[·] and p-th
powering is free (refer to [12]) in XTR, the above Assumption 1 is reasonable.
Assumption 3 is also reasonable since this kind of computation usually takes
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many clock cycles and depends greatly on the value of the operand. This kind
assumption has been used in a stronger variant and validated by Schramm et al.
[16] who are able to distinguish collisions during one DES round computation.
It was extended to ECC by Fouque at al [5].
Notations: For simplicity, A[x, y, z, w] and D[x] are referred to as A and D,
respectively. Let S[c1, n] be an AD sequence when the inputs are c1 and n in
XTR-ISE, i.e. A and D are elements of S[c1, n], which are written with time-
increasing from left to right. Due to the above Assumption 1, A and D also
denote A[x, y, z, wp] and D[x]p, respectively.

As described in XTR-ISE algorithm, Gi = (Q0, Q1, Q2, Q3) is the i-th updated
intermediate values of {Qj}0≤j≤3 in Step 2 of XTR-ISE for i ≥ 1. For Gi

Ti−→
Gi+1 where Ti ∈ {Xj, Yj}1≤j≤4, if Ti is one of {X2, X3, X4, Y3, Y4}, then DD
is computed. We denote these two DD as D1

i D
2
i (D1

i D
2
i are carried along for

expository purposely only).

3.3 Attacker’s Goal

In XTR-ISE, Step 2 consists of eight states Xi and Yi where 1 ≤ i ≤ 4. One
state is only determined by the condition of two integers a and b. However, if an
attacker can decide the states executed during the computation then the secret
key can be easily reconstructed from the recovered state.

Under Assumption 1, an attacker is able to distinguish A, DD, and ADD.
With this information he/she can categorize seven states of XTR-ISE into the
following three groups;
- A is corresponding to X1 or Y1,
- DD is corresponding to X4,
- ADD is corresponding to X2, X3, Y3 or Y4.

However, there are some ambiguity decisions such as (1) X1 and Y1 are
not distinguished, (2) if ADD is observed in AD sequence then there are
two possibilities; ADD and A|DD. Using a brute force search technique,
one might test around 6 candidates; i.e. ADD is corresponding to one of
{X2, X3, Y3, Y4, X1|X4, Y1|X4}.

Thus the attacker needs to check the possible candidates until he/she has
found the correct one, so in order to improve the efficiency of the attack we want
to minimize the number of candidates.

3.4 Analysis Based on the Finite Markov Chain

First we consider the following three types of AD sequences;

– ADD|DD.

–

m−times︷ ︸︸ ︷
ADD|ADD| . . . |ADD, briefly it is denoted as {ADD}m.

– ADD|
m−times︷ ︸︸ ︷
A . . .A|ADD, denoted as ADD|{A}m|ADD.
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When ADD|DD is observed in AD sequence we can decide ADD︸ ︷︷ ︸
X2

∣∣DD︸︷︷︸
X4

.

Because the last two DD originates from X4 and the possible preconditions of
X4 are X1, X2, and Y1. Thus ADD implies X2

When {ADD}m is observed in AD sequence there are 6m possible combi-
nations from {X2, X3, Y3, Y4, X1|X4, Y1|X4}. However, if we consider the finite
markov chain (Fig. 1) then we can reduce the possible number of combinations
such as 15 and 39 combinations when m is 2 and 3, respectively. If m ≥ 4
then the number of all possible combinations from the finite markov chain is
# [{ADD}m] = (39m + 48) · 2m−5.

When ADD|{A}m|ADD is observed in AD sequence there are 6 ·2m ·6 = 9 ·
2m+2 combinations of XTR states. However, if we consider the finite markov chain
(Fig. 1) then the number of possible combinations is 3 · 2m+1. Furthermore, we
propose the following decision rule derived from the finite markov chain (Fig. 1).

Property 2. If AADDAA is observed in AD sequence then we can decide
A ADD

X2 or X3

A

X1

A.

3.5 XTR Collision Attack

At the previous section, the number of possible combinations for {ADD}m and
ADD|{A}m|ADD is decreased by using the finite markov chain of XTR-ISE.
In this section, in order to reduce the search space from the finite markov chain
we introduce a new attack mainly based on the above assumptions, especially
Assumption 3, described in 3.2.

Key Observation: If we focus on D operation, we notice that some of them ma-
nipulate the same operand. We consider two AD sequences S[c1, n] and S[c2, n].

In the case of {ADD}m: For simplicity, we assume m = 2, i.e. ADDADD is
considered. Note that there are 15 combinations of states.

S[c1, n] = . . .AD1
i D

2
i AD1

j D
2
j . . .

S[c2, n] = . . .AD1
i D

2
i AD1

j D
2
j . . .

Depending on the combination type, we can observe the following results;

CASE I: D1
j of S[c1, n] is same to D1

i of S[c2, n],
CASE II: D2

j of S[c1, n] is same to D1
i of S[c2, n].

According to the above observation, the 15 combination pairs are catego-
rized as

CASE I: (X2, X2), (X2, X3), (X3, X2), (X3, X3), (X1, X4, Y4), (Y1, X4, Y4), (Y3,
X2), (Y3, X3), (Y4, Y4), (X2, X1, X4), (X3, X1, X4), (Y3, X1, X4),
CASE II: (X1, X4, Y3), (Y1, X4, Y3), (Y4, Y3).

With this collision information, we can make the following comparison table.
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# of all possible combinations
m From Exhaustive Search From the Finite Markov Chain From Collision Attack
1 6 6 6
2 36 15 10.2
3 216 39 17.77
...

...
...

...

From the results of the above table we can see that the average number of
trial tests with collision information is drastically decreased compared to that of
the finite markov chain.
In the case of ADD|{A}m|ADD: Consider

S[c1, n] = . . .AD1
i D

2
i {A}mAD1

j D
2
j . . .

S[c2, n] = . . .AD1
i D

2
i {A}mAD1

j D
2
j . . .

Similar to the previous analysis, we can observe the following results depend-
ing on the combination type;

CASE 0: There is no relation between D operation of S[c1, n] and S[c2, n],
CASE I: D1

j of S[c1, n] is same to D1
i of S[c1, n],

CASE II: D2
j of S[c1, n] is same to D1

i of S[c2, n].

The results of the following table show the improvement of analysis
complexity.

# of all possible combinations
m From Exhaustive Search From the Finite Markov Chain From Collision Attack
1 72 12 4.5
2 144 24 9.75
3 288 48 28.87
...

...
...

...

Implementation Results: From these classifications, we can reduce the search
space order required to detect the whole secret value. From our implementation
results the average number of trial XTR exponentiations is roughly given by
20.25·l where l is the length of the exponents. Thus the complexity of XTR
collision attack against XTR-ISE is about 240 where the key length is 160-bit,
which is about 55% improvement from the result of Page-Stam [14].

4 Proposed Countermeasure

In this section we explain the proposed algorithm. We modify XTR-ISE to be
secure against SCA. The main idea is same to that of Okeya-Takagi scheme [13]
for elliptic curve cryptosystems. In XTR-ISE there are three different patterns,
A, DD, and ADD. For example, if X1, Y1, and X4 are consecutively operated
then the sequence is “AAADD”, which is no longer the fixed pattern.

We try to generate a XTR operation sequence that has a fixed pattern such
that |ADD|ADD| . . . |ADD|.
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Fixed Pattern XTR Single Exponentiation (XTR-FSE)
Input: c1 and n where n > 2
Output: cn

1. Initialization:
1.1. Select a random number a in [1, n−1] and b = n − a. If a is even, then let a ← a + 1,

b ← b − 1.
1.2. Let Q0 = c, Q1 = c, Q2 = 3, and Q3 = cp.

2. As long as a �= b
2.1. If b > a

X1. if b is even, then (a, b) ← (a, b/2)
T0 ← D[Q0], T1 ← Q1,
T2 ← A[Q0, Q2, Q1, Qp

3 ], T3 ← D[Q2].
X2. else (b is odd), then (a, b) ← (a, (b − a)/2)

T0 ← D[Q0], T1 ← A[Q0, Q1, Q2, Q3],
T2 ← Q2, T3 ← D[Q1]p.

2.2. Else (if a > b)
Y1. if b is odd, then (a, b) ← (b, (a − b)/2)

T0 ← D[Q1], T1 ← A[Q0, Q1, Q2, Q3],
T2 ← Qp

2 , T3 ← D[Q0]p.
Y2. else (b is even), then (a, b) ← (a, b/2)

T0 ← D[Q0], T1 ← Q1,
T2 ← A[Q0, Q2, Q1, Qp

3 ], T3 ← D[Q2]
2.3. Set Q0 ← T0, Q1 ← T1, Q2 ← T2, Q3 ← T3.

3. Compute c̃ = A[Q0, Q1, Q2, Q3] = cu+v.
4. If a = 1 then return c̃,

else goto Step 1. with c = c̃ and n = a.

We can prove the following proposition about the efficiency of XTR-FSE.

Proposition 1. For a given integer n, the proposed algorithm takes on aver-
age 1.41 log2 n iterations in Step 2. Thus the trace value cn can on average be
computed in about 11.2 log2(n) multiplications in Fp because each step requires
8 multiplications in Fp [12].

4.1 Security Analysis

In this section we discuss the security of the proposed scheme against SPA and
DPA.

SPA: As we mentioned in the previous section, the proposed method compute
XTR single exponentiation through the fixed pattern |ADD|ADD| . . . | ADD|.
The attacker could distinguish XTR operations D[·] and A[·] in XTR-FSE by
measurement of the power consumption, but he/she obtains only the identical
ADD sequence for any input c and n. Therefore, he/she cannot detect the secret
scalar n by using SPA.
DPA: The use of scalar randomization such as exponent splitting [3] prevents
against DPA. Note that the idea of splitting the data was already abstracted
in [4] as a general countermeasure against DPA. The proposed method is using
exponent splitting technique as a DPA countermeasure, i.e. we split the input
integer n into two parts by picking a random a ∈ [1, n − 1] and rewriting the
integer n as a + (n − a). Thus XTR-FSE is secure against DPA.
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4.2 Comparison of Empirical Performance and Type of
Countermeasure

In this section we compare the computational cost and the type of countermea-
sures between the proposed countermeasure and the previous ones.

The compared three methods use the exponent splitting method as DPA
countermeasure. But the utilized SPA countermeasure is different each others.
The countermeasure of ICICS’04 is based on XTR-SE. Their method does not
require SPA countermeasure because XTR-SE has the fixed operations ADD.
On the other hand, the countermeasure of SAC’04 and the proposed method
is based on XTR-ISE, which does not has fixed operations. In order to solve
this problem Page-Stam proposed the indistinguishable arithmetic with dummy
operation sometimes, but the security of indistinguishable arithmetic [17] and
the dummy method [19] are recently very controversial. From the result of Ta-
ble 1 our proposed countermeasure is the best one in XTR in the sense of both
efficiency and security.

Table 1. Comparison of empirical performance and type of countermeasure

Efficiency Type of Countermeasure
Compute Tr(gn) SPA DPA

ICICS’04 [8] 16 log2(n) Fixed Pattern Exponent Splitting
+ No Dummy Operation

SAC’04 [14] 8.5 log2(n) Indistinguishable Assumption Exponent Splitting
+ Dummy Operation

Proposed Method 11.2 log2(n) Fixed Pattern Exponent Splitting
+ No Dummy Operation
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Abstract. From the viewpoints of dependable computing and ubiqui-
tous computing, a new type of reactive systems, named Persistently Re-
active Systems, was proposed. Persistently reactive systems cause some
new security issues because of their continuous and persistent running
without stopping their services. Based on the recognition that a persis-
tently reactive systems can be constructed following the methodology
of soft system buses, this paper defines security issues in persistently
reactive systems with security requirements and security functions. To
solve the issues, we propose a framework of SSB-connector, such that de-
signers and developers can easily design and develop reliable and secure
functional components of a persistently reactive system.

1 Introduction

From the viewpoints of dependable computing and ubiquitous computing, we
have proposed a new type of reactive systems, named “persistently reactive
systems [3, 4].” A persistently reactive system is a reactive system that func-
tions continuously anytime without stopping its reactions even when it had some
trouble, it is being attacked, or it is being maintained, upgraded, or reconfigured.

Reliability and security are matters of vital importance for any persistently
reactive system to achieve persistent computing. Historically although there is a
lot of work on reliability of reactive systems, few researchers focus their attention
on security issues in reactive systems [1, 15, 16]. Besides, persistently reactive
systems cause some new security issues because of their continuous and persistent
running without stopping their services.

We consider that a persistently reactive system can be constructed as an
SSB-based system [4]. Conceptually, a soft system bus, SSB for short, is sim-
ply a communication channel with the facilities of data/instruction transmis-
sion and preservation to connect components in a component-based system. It
may consist of some data-instruction stations, which have the facility of
data/instruction preservation, connected sequentially by transmission chan-
nels, both of which are implemented in software techniques, such that over the
channels data/instructions can flow among data-instruction stations, and a com-
ponent tapping to a data-instruction station can send data/instructions to and
receive data/instructions from the data-instruction station [4]. An SSB-based
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system is a component-based system consisting a group of control compo-
nents including self-measuring, self-monitoring, and self-controlling components
with general-purpose which are independent of systems, and a group of func-
tional components to carry out special takes of the system such that all com-
ponents are connected by one or more SSBs and there is no direct interaction
which does not invoke the SSBs between any two components [4].

We have briefly enumerated possible attacks, security requirements, and se-
curity functions for persistently reactive systems in the primitive work [7], but
gave no solution to them. This paper presents refined security requirements and
functions, defines security issues, and proposes a framework of SSB-connectors
as a solution to them.

The rest of this paper is organized as follows: Section 2 defines security require-
ments of a persistently reactive system and specifies security functions and/or
facilities the system must provide. Section 3 organizes security issues in persis-
tently reactive systems. Then our solutions to the issues are proposed in Section
4. Section 5 gives a discussion about the proposed solutions from several aspects.
Finally, concluding remarks are given in Section 6.

2 Requirements and Functions

The requirement analysis and function definition are important steps to con-
struct any persistently reactive system with requirements of high security. A
persistently reactive system built as an SSB-based system must satisfy the fol-
lowing security requirements.

R1. Since all of control components, data-instruction stations, functional com-
ponents, and transmission channels may be targets of attacks, any data/in-
struction in the system must not be wiretapped, tempered, deleted, fabri-
cated, reused without authenticated permission.

R2. Since all actions (e.g., sending and/or receiving data/instruction) in the
system also may be the targets of attacks, the system must prevent attacks
to any data-instruction station, any control component, and any functional
component.

R3. Since the most intrinsic characteristic and fundamental feature of the sys-
tem is continuous and persistent running without stopping its service, the
system must not stop of the whole system and must provide services con-
tinuously when it is being attacked.

R4. For the same reason above, SSBs and control components must be able to
detect any attack to the system before influence of the attack reach whole
the system.

R5. For the same reason above, any security mechanism (e.g., key managing,
protocols, or various types of algorithms) in the system must be able to be
updated, exchanged, added, or deleted while running of the whole system
without stopping service in case that the detect is found in those.

R6. Associating with above requirement, to implement computing systems suit-
able for ubiquitous computing, internal reconfiguration of any security
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mechanism in the system must not influence providing service and must
make them efficiency invisible to the user [19].

R7. Since SSBs and control components are general units used for any system,
SSBs and control components must check the creditability of those.

R8. SSBs and control components must provide with a useful way to control
and keep security in different degrees at different domains in the system
because they intend to be used with the aim of constructing various types
of computing systems.

Now then, we roughly lists only well-known security functions and/or facilities
in order to satisfy the above-mentioned requirements. The intrinsic functions
and/or facilities in a persistently reactive system are presented in the following
sections.

F1. The way of encryption and decryption of data to prevent wiretapping.
F2. The way of hash value or message authentication code (MAC) to detect

tempering.
F3. The way of digital signature to detect tampering and/or fabricating.
F4. The way of nonce (e.g., time stamp or random number) to prevent replay-

ing.
F5. The way of setting up expiration of a data/instruction to prevent reusing

those.
F6. The way of authorization or combination of access control and authentica-

tion to prevent unauthenticated access.

In order to satisfy the requirements and to provide functions defined in this
section, security issues to be addressed in persistently reactive systems are clearly
defined in the following section.

3 Security Issues

Building upon the foundations presented in the previous section, we now inves-
tigate the security issues in a persistently reactive system built as an SSB-based
system.

Security issues in a persistently reactive system can be classified into two
types, i.e., general issues for any persistently reactive system and system-de-
pendent ones. This paper focuses attention on the former issues and does not
mention the latter ones, because SSBs and control components never indicate
to system designers and developers about the system-dependent issues: how to
design and develop a ‘secure’ functional component.

The general issues are related to control components, SSBs (data-instruction
stations and transmission channels), and interface between a functional compo-
nent and an SSB. We define the general issues as follows:

1. Dynamic Reconfiguration and Evolution of Security Mechanism.
Almost all security mechanisms cannot proof and verify that it is secure ‘for
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eternity’. Therefore, to implement a persistently reactive system, any secu-
rity mechanism must be able to be reconfigured (updated, exchanged, added,
or deleted) while running of the whole system without stopping service. In
other words, persistently reactive systems must have evolutionary security.

2. Three Types of Security for Versatility. SSBs and control components
intend to be used with the aim of constructing various types of reactive
systems. It is well known that there is a trade-off between the security and the
efficiency/performance of any system. Is it precious to pay a price of efficiency
for getting high security? This class of security issues can be subdivided as
follows:
(a) Multilevel Security. For example, a real-time system, a special reactive

system with requirements of real-time processing, would not demand
passing the time by calculating with security (e.g., encryption/decryp-
tion). Accordingly, SSBs and control components must be able to deal
with various security policies of a system efficiently.

(b) Multilateral Security. For similar reason with the previous one we
can say multilateral security, that is, there are multiple ‘local’ security
policies in one system. In a large-scale system or a case of integrating
multiple running systems, there are various domains to control and keep
security in each degree. SSBs and control components need to be able to
deal with the concept of various security policies in one system efficiently.

(c) Security with Various Importance Degree in a Data/Instruction.
Data/instructions, used for communicating between any two compo-
nents, can be classified into control data and functional data. The control
data are those data that flow from a control component or to a control
component, the functional data are those data exchanged between func-
tional components. More realistically, there will be various importance
degree of data/instruction in a persistently reactive systems even in the
case of communication between components belong to same domain in
which security policies are shared. How SSBs and control components
distinguish these various importance degree of data/instructions?

3. Complexity. Many security defects are resulted from the complexity in
computing systems. A motivated idea of the SSB methodology is Albert
Einstein’s proverb: “Everything should be made as simple as possible, but
not simpler,” that is, the basic idea underling the SSB methodology is to con-
trol the complexity of information processing in a target system by making
the structure simplicity of the system [4]. Can the solutions to the above-
mentioned issues really keep down or reduce the complexity of design, de-
velopment, and maintenance of persistently reactive systems? A solution to
the issue No. 1, reconfigurable and evolutionary security, must not lead to
enveloping some older defects or weaknesses by use of newer ones.

4. ‘Running/Serving Stop’ Attacks. Among the attacks a persistently re-
active systems may face, the most serious one should be ‘running/serving
stop’ attacks, just like ‘running/serving stop’ errors in testing and debug-
ging persistently reactive systems [3]. This is due to that the most essential
and/or general requirement for persistently reactive systems is continuous
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and persistent running without stopping services. Now then, the simplest
way to stop running/serving of the systems would be attacking the control
components. Consequently, we face the next issue in association with this
class of attacks.

5. Protecting Control Components. Obviously, necessary condition and/or
fundamental assumption to promise the security of a persistently reactive
system is that the control components assure and keep the highly security
to themselves. Constructing such a ‘perfect’ control components, however,
is probably impossible as well as constructing such computing systems (cf.
issue No. 1). In addition, since control components cannot be maintained
and upgraded in the same manner as them of functional components [4, 5],
protecting the control components is much more difficult than protecting a
functional component. We need to find new countermeasures.

This paper mainly focuses on how to solve the issues No. 1, 2, and 3 and
presents the solution to these three issues in the next section.

4 A Framework of SSB-Connectors

In this section we propose the notion of SSB-connectors. An SSB-connector
is embedded among each functional component, and acts multiple common roles
among functional components in a persistently reactive system to support design
and development of the functional component.

4.1 Specifications to Describe Measurement Points and Security
Policies

Figure 1 illustrates a framework of SSB-connector with specification to describe
measurement points and security policies. At first, an SSB-connector translates a
specification. The specification, described by the system designers and/or devel-
opers, is written in a specification language and conformed to some rules. And then
the SSB-connector analyzes measurement points and security policies. Thereby, a
sensor is generated mechanically. A sensor is statements which perceive the events
in a functional component and send run-time information to control components.
The SSB-connector also enforces the security policies based on the analytical re-
sult of security polices. The specifications can be rewritten while the system run-
ning. If the specifications are rewritten, the SSB-connector recompile them.

The basic idea underlying SSB-connectors is applying the supporting tool pro-
posed by Nonaka et al. [12, 13] to the SSB methodology. Their supporting tool
understand the measurement specifications for Ada programs and support sys-
tematic development of concurrent systems based on the self-measurement prin-
ciple [2]. In the measurement specifications, measurement points are described
[12, 13]. A measurement point is a location in a target program where an event
concerning some attribute of an object specified by measuring and monitoring
requirements occurs during an execution of the program. A target program is
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Fig. 1. A Framework of SSB-connector with Specification to Describe Measurement
Points and Security Policies

a set of program source texts that implemented the functional components [2].
In our specifications, the security polices in addition to the measurement points
are described.

Using the SSB-connector and the specifications, designers and developers can
more easily design and develop a functional component. A functional compo-
nent must be consist of functional part of the component and non-functional
part for the reliability and security which SSBs and control component promise.
These two parts are clearly separated by use of SSB-connectors. Designers and
developers just need to design and develop functional part, and they just need
to describe specifications about non-functional part.

4.2 Hierarchical and Alternative Structure in SSB-Connectors

Our solution for enabling reconfiguration and evolution of security mechanisms
used in a persistently reactive system, is to hierarchize the SSB-connector and
subdividing it into some reconfigurable blocks. Figure 2 roughly shows an in-
ternal architecture in an SSB-connector. The internal architecture in an SSB-
connector has four layers and consist of eight blocks.

The communication layer handles the interaction of a functional component
with others. This layer has the communication manager, which functions abstrac-
tion of connection protocols and conversion of real address and virtual address.

The measurement/control layer acts the role of intermediate medium between
functional components and control components abstractly. This layer has follow-
ing two main blocks. The control data manager stores control data in the com-
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Fig. 2. Internal Architecture in an SSB-connector

ponent. The sensor perceives the events in the component and create control
data for sending control components.

The security layer handles various security policies enforcement based on the
analytical result of compiling the specification. This layer has following four main
blocks. The credential manager is responsible for maintaining the locally cached
identity information. The reference monitor identifies the access authorities of
entities or intercept of perilous events to the component. The key manager gen-
erates the unique key pairs and store those. The signature manager is responsible
for signing requests and verifying notifications.

The specification layer handles translation of the specifications. This layer
has the specification compiler, translates the specification, and generate sensor
or control data based on the analysis result.

Each blocks in an SSB-connector must provide some reconfigurable security
mechanisms. Therefore, it is also desired that there are multiple alternative in a
block. The advantage of subdividing into some appendicle blocks and preparing
spare mechanisms is that the influence of reconfiguration in one block is lightly
affected. Besides, if these security mechanisms can be upgraded, exchanged,
added, or deleted while other units and/or components running, it will mean
evolutionary security.

The structure sketched in this section is primitive. Therefore, the structure
might overslip some necessary units, or these units might be divided more-
minutely. For example, the specification compiler would be subdivided into syn-
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tax analyzer, semantic analyzer, sensor-code generator, and converter of the
security policies, and this subdivision might be better than packing as a one
unit. Further investigation and design of better (ideally, the best) structures of
SSB-connectors are needed.

5 Discussion

At the beginning, we summarize how the security issues No. 1, 2, and 3 defined
in Section 4 can be solved in SSB-connectors. First, proposed SSB-connectors are
framework which can be reconfigured some alternatives dynamically based on the
recognition that it is impossible to prepare the undefeatable mechanisms previ-
ously. Key features to enable suchlike dynamic reconfiguration are to hierarchize
the structures of the connectors and to divide them into reconfigurable blocks. If
control components can measure, monitor, and control the whole system and man-
age the connectors under such structures, dynamic reconfiguration and evolution
of security mechanism will be possible. Second, if SSB-connectors can translate
and analyze various security policies, specified by designers and developers of each
components, and the four blocks in the security layer can handle data or accesses,
multilevel and multilateral security issues can be resolved. And to manage various
importance degree of data/instructions, communication manager communicate
with other components leveraging the processing results of credential manager,
key manager, and signature manager in the security layer. In this regard, append-
ing appropriate information to data/instructions and valid communication pro-
cesses must be needed. Third, the complexity of security design and development
must be decreased by separating non-functional parts from component develop-
ment process as a SSB-connector, following the systematical and unified system
design and development methodology based on soft system buses.

The essential sense of our work is to construct such the system design and
development methodology, and SSB-connectors are expected to support the de-
sign and development of functional components in the methodology. As related
works to SSB-connectors, a hierarchical security structure such like PACE [18]
or an approach of security wrappers [8] by the automated run-time enforcement
of security policies in a component-based system are established. The major dif-
ference between our work on SSB-connectors and these similar works is that our
work take the intrinsic requirements of continuous and persistent running into
account but there is no such consideration and requirement on the related works.

The work in this paper is still in progress and as such there remains many
implementation issues to be addressed. The major future and ongoing works are
as follows:

1. We must closely investigate whether the supporting tool of measurement
specifications [12, 13] and security policy enforcement [10], both of which are
shown its implementability in some systems (not persistently reactive sys-
tems), can be applied to the SSB methodology. If it is not possible to apply,
we must need the development of some new technologies or modification of
these works.



882 T. Endo et al.

2. We must design a specification language with measurement points and se-
curity policies and their specification rules. Till now, there are many formal
specification language (e.g., Z, VDM), including security policy specification
languages such as Ponder [17] or specification languages for concurrent sys-
tems such as CCS [11]. However, to our knowledge, no language can deal
with both measurement points and security policies efficiently.

3. We must work on many case studies to demonstrate the availability of the
SSB-methodology and proposed SSB-connectors, considering various config-
uration, for example, the number of SSBs in a system, structure of an SSB
(linear or circular), information flow direction along an SSB (one-way or
bidirectional) , or how components are connected to SSBs.

We lastly present an idea for increasing the capabilities of proposed SSB-
connectors. The idea is use of patterns. Design patterns are known as well-
established approach to solve complexity and to improve productivity. We think
that measurement points and security policies in specifications can be made some
patterns. If it is possible to make some patterns, control components would pro-
vide the facility like repository, store multiple measurement patterns or security
policies. And by picking up necessary or valuable patterns from among them
in design and development of a functional component, designers and developers
would be design and develop of the component more easiliy and productively.

6 Concluding Remarks

We have specified security requirements and functions in persistently reactive
systems built following the methodology of soft system bus. We also defined
security issues and proposed the framework of SSB-connectors with specifications
in order to solve the issues. Moreover, adequacy and implementation issues of
this idea are discussed.

We believe the investigation and design of SSB-connectors sketched in this
paper are good starting points for supporting development for persistently re-
active systems, but plenty of work remains to be done. A remaining big (or
maybe the biggest) technical challenge in persistently reactive systems is how to
protect, maintain, upgrade, reconfigure control components [5]. What are coun-
termeasures against unexpected attacks to control components? We think that
we may be able to get some important hints from autonomic computing [9, 6]
and recovery-oriented computing [14].
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Abstract. In ubiquitous computing environments, a user can utilize a
certain service in anywhere and anytime using any devices, then authen-
tication and authorization are crucial for security in pervasive computing.
In this paper, we propose a new ID-based access control model adequate
for ubiquitous computing. We eliminate the use of X.509 certificates of
trusted parties for authentication and allow ID-based authority delega-
tions for flexible access control in distributed networks. We implement
our proposed model using a bilinear map such as Weil pairing, and we
prove the security of the proposed model against chosen-message attack
under the random oracle model.

1 Introduction

1.1 Background and Related Work

With our computing environments becoming ubiquitous, it is able to be real-
ized to utilize any services what a user wants in anywhere and anytime using
any devices. In order to be possible seamless and secure communications under
distributed and heterogeneous network environments, in addition to confiden-
tiality, integrity and availability that are usually primary goals of any security
systems, authentication and authorization are crucial for security in pervasive
computing. Due to the distributed nature of networks, we cannot assume an
architecture with a central authority for authentication such like Kerberos[15].
Distributed trust can be a solution to this problem. However, the well-known
existing security infrastructure[7][8][12][14][16][2] that deal with authentication
and authorization in distributed networks are based on X.509[17] certificates in
public key infrastructure (PKI). Certificate-based authentication require very
high computational costs and bandwidth, moreover they cause other certificate-
related management problems including revocation, storage and distribution[10].
Kagal et al.[11] proposed a distributed trust model for a secure Smart Office not
with certificates but with XML signatures from a trusted authority.

We suggest a flexible access control model adequate for pervasive computing.
Let us consider the following ubiquitous service to illustrate our potential ap-
plication. There is a service provider that provides multimedia services, and a
client Alice registered to the service provider with her identity. Alice has several
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types of devices such as a personal computer, a cellular phone, a PDA or a lap
top, etc., and wants to enjoy a certain service on different devices continuously
regardless to her location. However, Alice does not want to register all her de-
vices to the service provider. Then, how can the service provider authenticate
the authorization of each device? We provide a lightweight ID-based access con-
trol model. Each device has its own identity such as an IP address or a phone
number, etc. The device can create a token for authentication using its identity
with the help of the device holder and send it to the service provider. Then, the
service provider can authenticate the device by verifying the token using Alice’s
identity. In addition, Alice wants to enjoy the same multimedia services on TV
which is in her friend’s house with her friend John, or on some other foreign de-
vices. But Alice does not want her personal or secure information to be written
or memorized in the foreign devices. Or, John wants to enjoy a certain multime-
dia service of the service provider on his TV for a short period of time under the
agreement of Alice, but he does not want to register to the service provider. In
this case, Alice can delegate her access authority to John’s device temporarily.
Alice creates a delegation token on the identity of John’s device using her own
device (for example, a cellular phone) and sends it to John’s device. Then, John
tries to access the service with the delegation token, and the service provider
can decide whether John’s device is authorized or not, using the identity of the
device and the delegation token.

1.2 Our Contribution

In this paper, we introduce a new ID-based access control model appropriate
to ubiquitous computing. We eliminate the use of X.509 certificates, and allow
ID-based authority delegations.

Decentralized-Certificateless Authentication: We do not assume a cen-
tralized authentication server such as Kerberos or the uses of certificates of a
trusted authority for authentication. We assume that the entire network is decen-
tralized and collections of several different types of sub-networks. We remove the
need for certificates and some of the problems associated with them by applying
ID-based cryptography[13][3][4][6] to our scheme. Using the Gap Diffie-Hellman
property of the pairing, we implement a lightweight ID-based access control
model without certificates.

ID-Based Authority Delegation: We provide ID-based authority delega-
tions. A delegation is a temporary permit issued by the user and given to an-
other subject that authorizes the subject to act on the user’s behalf[5]. We allow
authority delegations to be carried out between two subjects in different network
domains using the identities of the subjects without any exposure of private or
secure information of the subjects, and without any helps (authorization) of a
trusted party. We assume a temporary delegation like one-time permission. The
delegated subject can use a certain service for a short period of time, and once
the delegation expires, the delegated subject is denied access to any services.
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Our ID-based access control model is built from a modified bilinear map such
as the weil pairing on elliptic curves[3]. We define a chosen-message security
for our ID-based access model and analyze the security of the proposed scheme
against the chosen-message attack under the random oracle model.

The rest of the paper is organized as follows. In Section 2, we review the notion
of a bilinear map. We formalize our model and explain concrete descriptions of
ID-based access control scheme in Section 3. In Section 4, we analyze the security
of the proposed scheme, and then conclude the paper in Section 5.

2 Bilinear Map

We briefly review the bilinear map and several hard problems which provide
the basic security of our scheme. Boneh and Franklin introduced a bilinear map
called a ”pairing” in their IBE scheme. Typically, the pairing used is a modified
Weil or Tate pairing on a supersingular curve or abelian variety[3][1]. Let G1 be
an additive group of prime order q and G2 be a multiplicative group of the same
order. Our scheme makes use of an admissible bilinear map ê : G1 × G1 → G2
between these two groups. The map must satisfy the following properties:

1. Bilinear: We say that a map ê : G1 × G1 → G2 is bilinear, for all Q, W, Z ∈
G1, if ê(Q, W + Z) = ê(Q, W )ê(Q, Z) and ê(Q + W, Z) = ê(Q, Z)ê(W, Z).
Consequently, for any a, b ∈ Z∗

q , ê(aQ, bW ) = ê(Q, W )ab = ê(abQ, W ).
2. Non-degenerate: The map does not send all pairs in G1 ×G1 to the identity

in G2. Observe that since G1, G2 are prime order groups, it is implied that
if P is a generator of G1 then ê(P, P ) is a generator of G2.

3. Computable: There is an efficient algorithm to compute ê(Q, W ) for all
Q, W ∈ G1.

In general, G1 is a cyclic subgroup of the additive group of points on a super-
singular elliptic curve over E(Fp). G2 is a cyclic subgroup of the multiplicative
group associated with a finite extension of Fp.

The security of the pairing-based schemes relies on the hardness of the fol-
lowing problems.

– Discrete Logarithm Problem (DLP): Given two group elements P and Q =
nP in G1, find n.

– Computational Diffie-Hellman Problem (CDHP): For any a, b ∈ Z∗
q , given

< P, aP, bP >, compute abP .
– Decisional Diffie-Hellman Problem (DDHP): For any a, b, c ∈ Z∗

q , given <
P, aP, bP, cP >, decide whether c ≡ ab mod q. DDHP in G1 is easy. To see
this, observe that given < P, aP, bP, cP >∈ G1 we have

c = ab mod q ⇔ ê(P, cP ) = ê(aP, bP )

– Gap Diffie-Hellman Problem (GDHP): A class of problems where DDHP is
easy while CDHP is hard.

– Bilinear Diffie-Hellman Problem (BDHP): For any a, b, c ∈ Z∗
q , given <

P, aP, bP, cP >, compute ê(P, P )abc ∈ G2.
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3 ID-Based Access Control Scheme

In this section, we present a formal definition for our ID-based access control
scheme, and then we explain concrete descriptions of the scheme.

3.1 System Model and Security Requirements

Our ID-based access control model basically consists of a service provider, users
(or subjects) and devices to be able to utilize certain services of the service
provider. We assume that each user has n-types of devices, and that all devices
have their own identities such as IP addresses or phone numbers, etc., and can
communicate each other through wired or wireless networks.

Definition 1. We define that access control is a mechanism that monitors and
controls the subjects access to the service provider’s resources. The term of con-
trol means to decide to assign access rights to the subjects after authenticating
weather the subjects are authorized or not.

A detailed system model for ID-based access control is described below. Let
k be a security parameter, and let IG be a BDH parameter generator.

Definition 2. An ID-based access model is specified by six algorithms (GenSys,
Reg, GENAToken, GENDToken, AuthDevice, AuthFDevice) such that:

1. GenSys: It takes as input the security parameter k and IG. It returns system
parameters.

2. Reg : It takes as input a user A’s identity IDA, Auth-IDA, user informa-
tion and service-related information. Then, it adds the information to Access
Control List (ACL) maintained by the service provider.

3. GENAToken : It takes as input A’s secure master identity MIDA, a device
identity DID and an access-request message. It generates an authentication
token for the device.

4. GENDToken : It takes as input A’s secure master identity MIDA, a device
identity DID and an authority-delegation message. It generates a delegation
token for the device.

5. AuthDevice : It takes as input an access-request message, a device identity
and an authentication token. It decides to assign an access right to the device
or not.

6. AuthFDevice : It takes as input an access-request message, a authority-
delegation message, a device identity and a delegation token. It decides to
assign an access right to the device or not.

Our goal is to provide a secure access control process and a secure delegation
process on ”open” insecure networks. Since we assumed that the network is inse-
cure, an adversary can intercept and modify all data transmitted on the network,
and also can retransmit a valid data transmission intercepted by the adversary
maliciously or fraudulently (replay attack). In addition, we assume that the ad-
versary can do chosen-message attacks[9]. We will formalize the chosen-message
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security model of our scheme against the chosen-message attacks in Section 4.
Under the above attack environments, we consider the proposed scheme as sat-
isfying at least the following security requirements for secure access control and
delegations.

– Authorization: An access controller of a service provider can authenticate
whether each subject is authorized or not.

– Unforgeability: The adversary cannot forge a valid token by an authorized
subject without knowing secure information of the subject.

– Accountability: An authorized subject that carried out a delegation cannot
repudiate the fact of that the subject delegated its authority to a foreign
subject.

– Revoking: The delegator must have the ability to cancel delegations it has
issued (before the valid date of delegation is expired).

– Replay Attack Resistance: The access controller can detect and protect
the replay attack by the adversary or any subjects.

3.2 Implementation of the ID-Based Access Control Scheme

We describe the six algorithms needed to define our ID-based access control
scheme. For a simple explanation, let a service provider be SP , a user be A, the
user’s device be DAi, a foreign user be B and the foreign user’s device be DBi,
where i = 1, ..., n. First, the SP generates its system parameters as follows:

GenSys: The SP

1. runs IG on input k to generate groups G1, G2 of some prime order q and a
bilinear map ê : G1 × G1 −→ G2;

2. chooses arbitrary generators P ∈ G1, and chooses cryptographic hash func-
tions H1 : {0, 1}∗ −→ G1, H2 : {0, 1}∗ −→ Z∗

q .

The system parameters are params = (G1, G2, ê, P, H1, H2), and those are pub-
licly available for its clients. Now, we suppose that A wants to register to the
SP . The algorithm of Reg is carried out between A and SP .

Reg:

1. The SP sends the system parameters to A.
2. A makes its master secure identity MIDA ∈ {0, 1}∗;
3. and sets Auth-IDA = H2(MIDA) · P ∈ G1;
4. and sends < IDA,Auth-IDA > with other user information required to reg-

istration to SP .
5. SP adds the user information to its access control list.

SP maintains an access control list (ACL) for client authentication. We sup-
pose that ACL basically consists of the attributes of client ID, Auth-ID, user
information, contents of services and service-related information. User informa-
tion can contain some private personal information that the SP wants to know
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including full-name, age, mail address and phone number, etc. The contents of
services can contain services allowed to A, and the service-related information
can contain constraints or policies defined by SP about the services. The impor-
tant thing is that SP does not contain any secret information of its clients such
as passwords. SP can authenticate its clients using the pair of (ID,Auth-ID) in
ACL, and can provide the corresponding services to clients.

Authority Authentication. We suppose that A wants to access to SP using
her own device DAi. Then A performs GENAToken on DAi as follows:

GENAToken:

1. A inputs IDA and MIDA to DAi.
2. DAi generates access-req = ’access-request’||IDA||DIDDAi ||T imei, where

DIDDAi is the identity of DAi, and T imei is current time information such
like GMT.

3. DAi computes a = H2(MIDA)
H2(DIDDAi

)
∈ Z∗

q and ATA = a · H1(access-req) ∈ G1.

When SP receives an access signal from a certain device DAi, SP carries out
AuthDevice to authenticate DAi as follows:

AuthDevice:

1. DAi sends < access-req, ATA > to SP .
2. SP checks access-req and gains Auth-IDA from ACL corresponding to IDA.
3. SP computes H1(access-req) ∈ G1 and H2(DIDDAi) ∈ Z∗

q .
4. SP checks if ê(ATA, H2(DIDDAi) · P ) = ê(H1(access-req),Auth-IDA).
5. If the equation holds, SP assigns an access right to DAi.

Authority Delegations. An authorized subject can delegate its authority to
a foreign subject that the authorized subject trusts. We suppose A wants to
delegate her authority to a foreign device DBi that B holds. We assume that A
has her own device DAi. A and B carry out GENDToken as follows:

GENDToken:

1. B inputs IDB to DBi.
2. DBi generates auth-deleg-req = ’authority-delegation-request’

||IDB||DIDDBi ||T imei, where DIDDBi is the identity of DBi and T imei

is current time information.
3. B sends auth-deleg-req to DAi.
4. A inputs IDA and MIDA to DAi.
5. DAi generates auth-deleg-msg = ’authority-delegation-message’

||IDA||DIDDBi ||Contents of Services||T imei, where ’Contents of Services’
are a list of services allowed to DBi.

6. DAi computes d = H2(MIDA)
H2(DIDDBi

)
∈ Z∗

q and DTA = d · H1(auth-deleg-msg) ∈
G1, and sends < auth-deleg-msg, DTA > to DBi.

When SP receives an access signal from a certain device DBi, SP carries out
AuthFDevice to authenticate DBi as follows:



890 S.-Y. Park and S.-H. Lee

AuthFDevice:

1. DBi generates deleg-access-req = ’delegate-access-request’||DIDDBi ||T imei.
2. DBi sends < deleg-access-req, auth-deleg-msg, DTA > to SP .
3. SP checks deleg-access-req and auth-deleg-msg, and gains Auth-IDA from

ACL corresponding to IDA.
4. SP computes H1(auth-deleg-msg) ∈ G1 and H2(DIDDBi) ∈ Z∗

q .
5. SP checks if ê(DTA, H2(DIDDBi) · P ) = ê(H1(auth-deleg-msg),Auth-IDA).
6. If the equation holds, SP assigns an access right to DBi.

4 Security Analysis

In this section, we analyze the security of our proposed scheme about the re-
quirements mentioned in Section 3.1.

Authorization: The service provider assigns an access right to subjects with
tokens created by master identities corresponding to Auth-IDs pre-registered
to the service provider. If the tokens are valid, the service provider can au-
thenticate that the subjects with the tokens are authorized, because only users
who know the master identities corresponding to Auth-IDs can create the valid
tokens.

Unforgeability: We show that the tokens cannot be forged by adversaries at
below. We prove the security of our scheme against existential forgery under a
chosen-message attack in the random oracle model. Existential forgery means
that the adversary attempt to forge the valid tokens, on messages of his choice,
by an authorized subject. The token generation protocols of our scheme are
similar to create a kind of short signature from Weil pairing[4]. Therefore, our
security analysis follows basically the security proof in Boneh et al’s scheme[4]
except that our system parameters are selected in two groups G1, G2 where G1
is an additive group and G2 is a multiplicative group, with the same prime
order q.

At first, we formalize a chosen-message security model. In this model, the
adversary A is given public ID and Auth-ID. His goal is to existential forgery
of a token. We give the adversary power to choose all public IDs and Auth-IDs
except the challenge public ID and Auth-ID. The adversary is also given ac-
cess to a token generating oracle on the challenge’s master ID. His advantage
AdvTokenA, is defined to be his probability of success in the following game.

– Setup: The adversary A is provided with a public IDA and Auth-IDA,
generated at random.

– Queries: Proceeding adaptively, A requests tokens with Auth-IDA on mes-
sages of his choice.

– Response: Finally, A outputs a message MA, and a token TokenA on MA.

The adversary wins if the token TokenA is a valid token on message MA
under Auth-IDA, and TokenA is non-trivial.
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Definition 3. An adversary A(t, qH , qT , ε)-breaks a token generating scheme in
the chosen-message security model if: A runs in time at most t; A makes at most
qH queries to the hash function and at most qT queries to the token generating
oracle; AdvTokenA is at least ε. A token generating scheme is (t, gH , qT , ε)-
secure against existential forgery in the chosen-message model if no adversary
(t, gH , qT , ε)-breaks it.

Lemma 1. Let (G1, G2) be a (t′, ε′)-GDH group pair of order q. Then the token
generation scheme on (G1, G2) is (t, qH , qT , ε)-secure against existential forgery
under an adaptive chosen-message attack for all t and ε satisfying ε ≥ e(qT +
1) · ε′ and t ≤ t′ − cG1(qH + 2qT ), where cG1 is multiplication time in G1 for
each query, and e is the base of the natural logarithm.

Proof. Suppose A is a forger algorithm that (t, gH , qT , ε)-breaks the token gen-
erating scheme. We show how to construct a t′-algorithm B that solves CDH
problem with probability at least ε′. This will contradict the fact that G1 is a
t′, ε′-CDH group. Let P be a generator of G1. Algorithm B is given P , A-ID,
Q ∈ G1 and a random z ∈ Z∗

q , where A-ID = a · P for a random secure a ∈ Z∗
q .

Its goal is to output (a/z) · Q ∈ G1. Algorithm B simulates the challenger and
interacts with the forger A as follows:

Setup: Algorithm B starts by giving A the generator P and the public Auth-ID1
= A-ID + r · P = a · P + r · P where r is a random value in Z∗

q .

H-queries: At any time algorithm A can query the random oracles of H . To
respond to these queries algorithm B maintains a list of tuples (IDj , zj , Mj, wj ,
bj, cj) as explained below. We refer to this list as the H-list. The list is initially
empty. When A queries the oracle H at points of IDi and Mi ∈ {0, 1}∗, algorithm
B responds as follows:

1. If the query (IDi, Mi) already appears on the H-list in a tuple (IDi, zi, Mi,
wi, bi, ci) then B responds with H(IDi) = zi ∈ Z∗

q and H(Mi) = wi ∈ G1.
2. Otherwise, B generates a random coin ci ∈ {0, 1} so that Pr[ci = 0] =

1/(qT + 1). And B picks random values zi ∈ Z∗
q and bi ∈ Z∗

q .
– If ci = 0, B computes wi = bi · P + Q ∈ G1.
– else if ci = 1, B computes wi = bi · P ∈ G1.

3. B adds the tuple (IDi, zi, Mi, wi, bi, ci) to the H-list and respond to A by
setting H(IDi) = zi ∈ Z∗

q and H(Mi) = wi ∈ G1.

T-queries: Let (IDi, Mi) be a token query issued by A. B responds to this
query as follows:

1. B runs the above algorithm for responding to H-queries to obtain zi and wi.
If ci = 0 then B reports failure and terminates.

2. Otherwise, we know ci = 1 and hence wi = bi ·P . Define Tokeni = bi

zi
·A-ID+

rbi

zi
· P ∈ G1. Observe that a

zi
· wi + r

zi
· wi = a+r

zi
· wi = a+r

zi
· H(Mi) and

therefore Tokeni is a valid token on IDi and Mi under the public Auth-ID1 =
a · P + r · P = (a + r) · P . B gives Tokeni to A.
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Output: Eventually A produces a message-token pair Mf , T okenf such that no
T -query was issued for Mf . If there is no tuple on the H-list containing Mf then
B issues a query itself for H(Mf) to ensure that such a tuple exists. We assume
Tokenf is a valid token on Mf under the given public information; If it is not,
B reports failure and terminates. Next, B finds the tuple (IDf , z, Mf , wf , bf , cf)
on the H-list. If cf = 1 then B reports failure and terminates. Otherwise, cf = 0
and therefore H(Mf ) = wf = bf · P + Q. Hence Tokenf = a+r

z · (bf · P + Q) =
a+r

z · bf · P + a+r
z · Q. Then B outputs the required a

z · Q as

a

z
· Q ← Tokenf − bf

z
· A-ID − rbf

z
· P − r

z
· Q.

This completes the description of algorithm B.
It remains to show that B solves the given instance CDH problem with prob-

ability at least ε′. The probability analysis is identical to that in Boneh et al.’s
scheme[4] and therefore omitted.

Accountability: An authorized subject (delegator) delegates its authority to
a foreign subject by creating a delegation token using the master identity of
the delegator. Since the master identity is secret information only known to
the delegator, the delegator cannot repudiate the fact of delegation. Then, the
service provider can know it from the delegation token that the delegation is
carried out between the two subjects.

Revoking: If delegator with IDA wants to revoke a delegation to a certain de-
vice DC during a certain service is provided to DC, then the delegator can create
a revocation token for DC. The revocation token generation protocol is identi-
cal to GENAToken except that the delegator generates a revocation-request mes-
sage revoke-req = ’revocation-request’||IDA||DIDDC ||T imei, and that RTA = a ·
H1(revoke-req), where a= H2(MIDA)

H2(DIDDC)
. If the delegator sends < revoke-req, RTA >

to the SP , then SP can stop to providing the service to the corresponding device
immediately after checking the token.

Replay Attacks: Whenever generating authentication tokens or delegation
tokens, an authorized subject creates a new access-req or auth-deleg-msg that
includes current time information. Therefore, the service provider can protect
the replay attack weakly by checking the time information. The service provider
can deny the token authentication for the tokens that are arrived at later than
communication or computation delay time pre-defined by the SP .

5 Conclusion

In this paper, we introduced an ID-based access control model adequate for
ubiquitous computing. We eliminated the use of certificates and proposed more
flexible access control model by allowing subject-oriented authority delegations
using the identities of subjects. Users can enjoy certain services in anywhere
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and any time using any devices by generating authentication tokens or dele-
gation tokens. Our tokens provide device authentication and user authorization
simultaneously. Therefore, service providers can easily authenticate subjects just
by verifying the tokens. We implemented the token generation protocols based
on pairing and proved the security of our proposed model against the chosen-
message attack under the random oracle model.
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Abstract. Recently, ubiquitous computing / networks have been studied ac-
tively. These networks provide services depending on real environments of mo-
bile nodes. Especially, we expect location-based services (LBSs), which rely on 
location of mobile nodes, are anticipated to come into wide use in the future. 
High-value LBSs require cryptography to ensure security. Here, cryptographic 
LBSs comprise a key management function (e.g. key sharing with nodes) and a 
location management function (e.g. location verification of nodes). Cooperation 
between key and location management functions realizes cryptographic LBSs. 
However, these functions have mostly been studied individually. This study in-
dicates that cryptographic LBSs are insecure if the cooperation is incomplete, 
and proposes a method of constructing secure cryptographic LBSs. 

1   Introduction 

1.1   Background 

Recently, services using the real context of mobile nodes are actively studied on ubiq-
uitous computing. We expect services, which use location information of nodes as a 
real context, to come into wider use in the future. Such services are called location-
based services (LBSs). LBSs include walker navigation, mobile node tracking [9] 
[15], location-based access control [6], along with other applications. Many high-
value LBSs require security; for that reason, LBSs require cryptographic capability. 
As instances of cryptographic LBSs, we postulate a system in which a user can read a 
secret business document stored in a notebook PC in an office. In this system, re-
encryption of the document prevents its reading when the PC is removed from the of-
fice. Cryptographic LBSs comprise a key management function (e.g. key sharing for 
session encryption) and a location management function (e.g. node location verifica-
tion). Key management methods have been studied variously until now. As location 
management, location measurement methods using global position system (GPS) and 
radar are realized; methods using wireless LAN and radio frequency identification 
(RFID) are advancing apace. However, these management methods have mostly been 
studied individually. Therefore we consider security of integration between key man-
agement and location management for realizing secure cryptographic LBSs. 
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1.2   Location Management 

Location measurement technologies have made the transition from methods [7] using 
GPS, a base station (of cellular phones) and radar for outdoors to methods [10][11] 
[13] using wireless LAN, RFID for indoors. Papers [2][3][5][12][14] proposed secure 
location verification schemes using communication delay. This paper refers to digi-
tized location information as a “Location Token”. We assume a location token model 
that composes plural location token providers (with various location measurement 
functions), provers (which prove their own location using the tokens) and verifiers 
(which verify prover location using the tokens). One study [14] adopts a narrowly-
defined location token mode that supposes one location measurement scheme. This 
paper uses location management as a generic term to refer to the following functions: 

• Location verification: a verifier directly verifies a mobile node location in real-
time. 

• Location certification: a verifier indirectly verifies a mobile node location using lo-
cation tokens. 

1.3   Key Management 

In this paper, key-management targets are the following keys: a client private key: is 
a unique secret key of a mobile node (and the corresponding public key), and a proc-
essed key: is output of a key-management function that is an inputted client private 
key dependent on information, the output is a secret key (and the corresponding pub-
lic key). Key management is a generic term used to refer to the following functions: 

• Key issuing: is a method that issues a key, e.g., issuance of a public key certificate; 
• Key sharing: is a method by which plural entities share the same key, for instance 

Diffie-Hellman key exchange scheme; 
• Key distribution: is a method that distributes a key to specific entities, for instance 

broadcast encryption, 
• Key generation: is a method that one or more entities generate a key, for instance 

RSA key generation, 
• Key revocation: is a method that revokes a key, for instance broadcast exclusion 

and Certificate Revocation List; and 
• Key control: is a method that controls access to a key, for instance Kerberos. 

1.4   Integration of Key Management and Location Management 

One study [6] proposed a PC system, in which a PC hard disk is decrypted because a 
personal radio device allows the PC to use a decryption key if their authentication is 
successful, when the device closes in the PC. Another study [4] proposed trusted ac-
cess points measuring mobile node location and shares a key using electric field in-
tensity of beacons sent by the points. The studies are schemes that mix location man-
agement and key management functions. However the studies do not clarify the 
structure of integration between the two functions. Thus we cannot analyze structural 
security. Incomplete integration might cause an attack on cryptographic LBSs, e.g., a 
provider would like to share a key with a mobile node on a specific location. How-
ever, an attacker on other location may force the provider to share the key with the at-
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tacker after the valid node location verification. Therefore, we consider security of in-
tegration between key management and location management for realizing secure 
cryptographic LBSs. This paper treats three problems: 1) an attacker may impersonate 
a valid node if target nodes are not the same on key management and location man-
agement functions; 2) an attacker may replace a valid function with an invalid func-
tion if key management and location management functions are indivisible; and 3) a 
provider may not provide valid LBSs if a function execute after execution of another 
function is a failure. 

1.5   Our Goal 

Cryptographic LBSs require key management and location management functions. Se-
cure integration of these functions has not clarified because the functions have only 
studied individually until now. This paper proposes a method of integrating key man-
agement and location management functions for realizing secure cryptographic LBSs. 
In addition, we suggest new cryptographic LBSs by assessing combinations of key 
management and location management. Our proposed method defines two general inte-
grated functions (location key function). Our method consists of a location key server 
that provides services using location key functions and a location key client that re-
quests a service to the server. For realizing secure cryptographic LBSs, we apply ap-
proaches: 1) agreement of target nodes by a context connection (CC) value; 2) im-
provement of mutual dependence by a construct inputs output of a management function 
to another management function; and 3) policy-based access control for functions. 

2   Definitions and Requirements 

2.1   Location Key 

In this paper, a location key function means an integrated function of key manage-
ment and location management functions. The location key function is classified as 
follows: 

• LK (Location operation, then Key operation) function - is a key management func-
tion that is inputted to output of a location management function; and 

• KL (Key operation, then Location operation) function - is a location management 
function that is inputted to output of a key management function. 

LK and KL functions output a pair of a location key and its corresponding location 
token. Note that an LK function does not output a location token basically. A location 
key is a processed key: that is outputted from an LK function; or is targeted by a loca-
tion token. The location keys are determined from location between a client location, 
a time when location key function is executed, and a client private key. 

2.2   Entities 

Our proposed method consists of the following entities: 

• Location key client: is a mobile node that requests services using location key 
functions to a location key server. A client stores a unique client private key se-
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curely and his ID is “i”. In addition, the client might obtain his own location in-
formation, time information, and random numbers. This study supposes a cellular 
phone, PDA and a notebook PC as clients. 

• Location key server: is a server that provides services using location key functions 
to a location key client. A server has KL and LK functions as location key func-
tions, and stores a unique server private key securely; the ID is “j”. The server pro-
vides services using the location key functions according to a location key policy to 
a location key client. A server might obtain its own location information, time in-
formation, and random numbers. This study supposes the following as servers: 1) 
Station: is a trusted apparatus that has high performance and is fixed on a specific 
location. This study presumes a base station of cellular phone systems and an access 
point (or a PC connecting to the point) of a wireless LAN as a station; 2) Mobile: is 
a mobile node that has middle performance. This study supposes a notebook PC, a 
PDA, or a cellular phone as a mobile. A location key client does not necessarily 
trust a mobile; 3) Sensor: is a fixed node that has low performance and is active. 
This study supposes a sensor node of sensor networks and an active IC tag (e.g. a 
smart tag) of RFID as a sensor. A sensor is not highly trusted by a location key cli-
ent; 4) Tag: is a device that has little performance and is passive. This study sup-
poses a tag of RFID as a tag. A location key client does not completely trust. In case 
of wearing a tag, a reader/writer writes a location token to the tag. Therefore, the tag 
is a location key client and the reader/writer is a location key server. 

2.3   Location Measurement Methods 

We classify methods that measure client locations into the following types: 1) Report 
type: means a method in which a client reports self-obtained location of the client to a 
server. This study presumes a client supporting system, for example GPS; 2) Inference 
type: means a method in which a server infers location of a client from evidence (e.g. 
IDs of tags). This study generally presumes methods using RFID; 3) Direct type: 
means a method in which a server directly verifies location of a client in real-time. This 
study presumes methods using radar, a wireless LAN, and communication delay. 

2.4   Location Token 

A location token is digitized location information obtained from a location key server 
with location measurement methods. The token includes a location key client ID, client 
location information and a time when a location key function executes. The token also 
includes a location key, or a location key function issues a pair of a location token and 
the corresponding location key. This study assumes the following location tokens. 

• A location certificate: is a kind of public key certificate with which a station or a 
mobile signs IDs of a client and a server; client location information, a location key 
and a time when a location key function executes. Apparently, a location certificate 
is a kind of time-stamp [8] that includes location information and a location key. 
The location certificate supposes direct type location measurement methods. 

• Location evidence: is digitized location information with a message authentication 
code that a location key client obtains from a sensor. Use of location evidence sup-
poses inference-type location measurement methods. The location evidence in-
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cludes a sensor ID or client location information. The location evidence might in-
clude a client ID, a location key and a time when a location key function executes. 

• Provisional location evidence: is digitized location information that a location key 
client obtains from a tag. The provisional location evidence supposes inference-
type location measurement methods and includes a tag ID. 

• A location reference: is digitized location information that a location key client 
self-calculates using supporting entities (e.g. GPS). The location reference sup-
poses report-type location measurement methods. 

Table 1 show the relation between location tokens, servers and location measure-
ment methods. A hyphen means that the corresponding method is nonexistent now. 
Define the corresponding new location token if a method that corresponds to the hy-
phen appears. A station, a mobile and a sensor receive a location reference and can 
then transform the location reference to a location certificate or evidence. 

Table 1. Relation between location tokens, servers and location measurement methods 

Method 
Server 

Report type meas-
urement 

Inference type measurement Direct type meas-
urement 

Station Location reference - Location certificate 
Mobile Location reference - Location certificate 
Sensor Location reference Location evidence - 
Tag - Provisional location evidence - 

2.5   Security Assumptions 

This paper makes the following security assumptions: 

1. A location key server becomes trust, a station, a mobile, a sensor and a tag in that 
order. Especially the station is a trusted party. 

2. Each key management method and each location management method is secure. 
3. An attacker is a location key client or a third party. 
4. For attacking, a location key client and a third party might conspire. 
5. A communication channel is not secure: anyone can obtain data on the channel. 
6. An attacker purposes location key functions of a location key server to use ille-

gally, and purposes outputs of the location key functions to use change illegally. 

2.6   Requirement 

This paper designs our proposed method for satisfying the following requirements: 

1. Availability: is that only allowed location key clients can use location key func-
tions of a location key server according to a location key policy. 

2. Universality: is that our method is easily adaptable to existing systems. Actual sys-
tems, which include various servers, location measurement technologies, key and 
location management methods, require our method to universal design. 

3. Associativity: is that association between a key management function and a loca-
tion management function is secure. Consequently, our proposed method solves 
three problems shown in section 1.4. 
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4. Privacy: is that information (a client ID, client location information and a time 
when a location key function executes), which is demanded by a client demands to 
conceal, is not leaked from a location token. A server excludes inconsistent re-
quests of a client. This paper respectively refers to concealing an ID, concealing 
client location information, and concealing a time when a location key function 
executes “anonymity, location-hiding and time-hiding” respectively. 

3   Proposed Method 

3.1   Notation 

We next show the notation for explaining our proposed method: 

• CK: is a client private key. SK: is a server private key. R: is a random number. 
• CID: is an ID of a location key client. SID: is an ID of a location key server. 
• InfoC: is location key client information that consisting of R, location information 

and time information. InfoS: is location key server information that comprising of 
R, location information, and time information. 

• DataCK: is data that depends on CK (and InfoC). PK: is a processed key that is the 
output of a key management function with input is DataCK.  

• LKP: is a location key policy that includes conditions for executing location key 
functions. LKS: is an internal status of a location key server: the status (e.g. exis-
tence of a specific key, and current location of a server) is needed for judging LKP. 

• KMT: is a type of key management (key issuing, key generation, key sharing, key 
distribution, key revocation, key control and none). LMT: is a type of location 
management (location verification, location certification and none). LKT: is a type 
of location key function (KMT || LMT and LMT || KMT). 

• LTT: is a type of location token (a location certificate, location evidence, a loca-
tion reference, and none). CPT: is a type of client privacy (anonymity, location-
hiding, time-hiding, and none). 

• CC value: is a context connection value (CID, R, PK, or location token). 
• KM function: is a key management function that outputs PK for input (DataCK, 

KMT, CID, SID, SK, InfoC, and InfoS). According to KMT, {CID, SID, SK, InfoC 
and InfoS} cannot be ignored. As PK, a KM function outputs CID (in case that 
KMT indicates a key management method with client authentication) or R (in case 
that InfoC or InfoS include R).

• LM function: is a location management function that outputs a location token for 
input (DataCK, LMT, SID, SK, InfoC, InfoS, and LTT). According to LMT, {CID, 
SID, SK, InfoC and InfoS} cannot be ignored. The LM function outputs a pre-
selected location token if LTT is none. As a location token, the LM function out-
puts CID (in case that LMT indicates a location management method with client 
authentication) or R (in case that InfoC or InfoS include R).

• PJ function: is a policy judgment function that outputs KMT, a pair of {CPT, 
LMT, LTT} or Reject for input (LKP, CPT, LTT, LKS, LKT, CID, and InfoC)
According to LKP, {CPT, LTT, LKS, LKT, CID, and InfoC} cannot be ignored.

• KL function: is a location key function that outputs a pair of {a location key, a  
location token} or Reject for input (DataCK, LKP, LKS, LKT, CID, SID, SK, InfoC, 
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InfoS, LTT, and CPT). A location token includes a location key if LTT = “location 
certificate”. According to LKT and LKP, {LKS, LKT, CID, SID, SK, InfoC, InfoS, 
LTT, and CPT} cannot be ignored.

• LK function: is a location key function that outputs a location key or Reject for 
input (DataCK, LKP, LKS, LKT, CID, SID, SK, InfoC, and InfoS) According to 
LKT and LKP, {LKS, LKT, CID, SID, SK, InfoC and InfoS} cannot be ignored. 

3.2   Constructions of a KL Function and an LK Function 

Figure 1 shows constructions of KL and LK functions that comprise KM, LM and PJ 
functions. The KL function consists of a management path that inputs output of a KM 
function into an LM function, and a control path that inputs output of a PJ function 
into KM and LM functions. On the management path, a KM function executes a key 
operation, which is requested by a key management type KMT, with a location key 
client for input (a client ID CID, a server private key SK, server information InfoS, a 
server ID SID, and client information InfoC); and then the KM function outputs a 
processed key PK. In addition, the KM function outputs CID (if the KM function per-
forms client authentication) or a random number R (if the KM function performs cli-
ent distinguishing with a temporal ID (i.e. R)) as CC values. The PK is a CC value if 
the KM function does not output CID or R. Next, an LM function executes a CC 
value-dependent location operation, which is requested by a location management 
type LMT, with a client for the output of the KM function, and then the LM function 
outputs a pair of {a location key, a location token} that is requested by a client pri-
vacy type CPT and a location token type LTT. Here, a term “CC value-dependent” 
means that the LM function authenticates that the client has CID, R or the correspond-
ing secret information. On the control path, a PJ function controls execution of a KM 
function according to a location key policy LKP, a location key status LKS and Re-
quest of a client. Next, the PJ function controls execution of an LM function accord-
ing to the output of the KM function, LKP, LKS, and the Request. If the PJ function 
outputs Reject, the KL function stops execution and outputs Reject. The LK function 
consists of a management path that inputs output of an LM function into a KM func-
tion and a control path that inputs output of a PJ function into LM and KM functions. 

On the management path, an LM function executes location operation, which is re-
quested by LMT, with a client for input (CID, SK, InfoS, SID and InfoC); and then the 
LM function outputs a pre-selected location token. The LM function outputs CID (if 
the LM function performs client authentication) or R (if the LM function performs cli-
ent distinguishing with a temporal ID (i.e. R)) as CC values. The location token is a 
CC value if the LM function does not output CID or R. Next, a KM function executes 
a CC value-dependent key operation, which is requested by KMT, with a client for 
the output of the LM function, and then the KM function outputs a location key. On 
the control path, a PJ function controls execution of an LM function according to 
LKP, LKS and the Request of a client. Here, the PJ function inputs none as CPT and 
LTT. Next, the PJ function controls execution of a KM function according to the out-
put of the LM function, LKP, LKS and the Request. If the PJ function outputs Reject, 
the LK function stops execution and outputs Reject. 

Here, LKP comprises plural records. Each record includes three items: an attribute 
that is client identification or a client belonging, an action that is an allowed location 
key functions operating, and a condition that is a requirement to allow the action. 
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Fig. 1. Constructions of a KL function and an LK function 

3.3   Sequence of Our Proposed Method 

Figure 2 shows a sequence of our proposed method. 

 

Fig. 2. Sequence of our proposed method 

3.4   Combinations of Key Management and Location Management 

We introduce instances of combinations (see Table 2) of key and location management, 
and believe that other concrete schemes exist in addition to the following instances. 

• LK function 2: is a scheme that a server verifies client location and shares a sym-
metric key with the client if the location is within 50[m] (e.g. the scheme [4] exists). 

• KL function 3: is a group key generation in which group members can certificate 
who, where, and when to share the key with a third party, using the scheme [1]. 

• LK function 4: is a scheme by which a server verifies the client location; then the 
server distributes a decryption key for encrypted data (e.g. business documents) if 
the location is in the specific area (e.g. an office). For example, scheme [6] exists. 
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Table 2. Combinations of key management and location management 

Key                   Location Location verification Location certification 
Key issuing KL function 1 LK function 1 KL function 7 LK function 7 
Key sharing KL function 2 LK function 2 KL function 8 LK function 8 
Key generation KL function 3 LK function 3 KL function 9 LK function 9 
Key distribution KL function 4 LK function 4 KL function 10 LK function 10 
Key revocation KL function 5 LK function 5 KL function 11 LK function 11 
Key control KL function 6 LK function 6 KL function 12 LK function 12 

4   Evaluation 

4.1   Viability of Our Proposed Method 

This section shows that our proposed method satisfies the following requirements. 

Availability: A location key server has location key functions; a PJ function can con-
trol those functions using a location key policy. Consequently, only the allowed lo-
cation key client can use the location key functions. Here, a KM function or an LM 
function (in the location key functions) authenticates client identification. 

Universality: As shown in Table 1, our method assumes four location token types that 
correspond to combinations of four location key server types and three location 
measurement method types. A location key client can request a provided location 
token type to the server. Therefore, various existing systems can adopt our method. 
Moreover, existing key and location management schemes can apply to a KM and 
an LM functions because our method treats the KM and LM functions as modules. 

Associativity: From Figure 1, a KL function structure can force output of a KM func-
tion to be input of an LM function for boosting the relation between the KM and 
LM functions. In the same way, an LK function structure can force output of an 
LM function to be input of a KM function. On location key functions, KM and LM 
functions can authenticate the same client using CC values, for preventing differ-
ences between clients whom the KM and LM functions authenticate. Here, a CC 
value (CID, R, PK, and a location token) depends on a client by which each man-
agement function targets as follows: 1) a server can identify a client because CID is 
a unique ID; 2) a server can distinguish a client that has R from another client that 
does not have the R. But the server cannot identify a client because the R is a tem-
poral ID by which the server gives for providing LBSs; 3) a server can distinguish 
a client that has PK from another client that does not have the PK. But the server 
may not be able to identify a client because a key management method may not au-
thenticate the client on a KM function; 4) a server can distinguish a client that has a 
location token from another client that does not have the token. But the server may 
not be able to identify a client because the server may not identify the client for  
location management. Thus, a server can authenticate the same client using a CC 
value when the client requests anonymity on client authentication, and when  
management methods of LM and KM functions do not support a temporal ID. 
Here, securities of CC values rely on that of the methods. In addition, location key 
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functions inputs are limited to a Request and Responses. A PJ function can verify 
the Request directly. On the other hand, KM and LM functions verify the Re-
sponses; a PJ function verifies feedback from the KM and LM functions. In a 
word, the PJ function can verify the Responses indirectly. The PJ function can also 
stop execution of a location key function if the PJ function receives feedback that 
the KM and LM function are unable to authenticate the same client. Therefore, the 
PJ function can verify a management path between the KM and LM functions. 

Privacy: A server outputs an only location token as client privacy information. A cli-
ent can demand anonymity, location hiding and time hiding to the server using a 
CPT. The server generates the token, which is excluded privacy information se-
lected by the CPT, if a PJ function allows the token generation from a LKP. 

4.2   Security Analysis 

We analyze security of our method. From section 2.5 and 4.3, location key functions 
are secure for external attacks. In addition, a location key server is a trusted party 
when the server is a station. Consequently, our method can prevent attacks described 
in section 2.5 if a location key server type is a station. The security of our method is 
equal to trustiness of a server when the server type is a mobile, a sensor, or a tag. 

5   Conclusion 

This paper proposed a method of constructing secure cryptographic LBSs, which have 
a location key function consisting mainly of a location management function and key 
management function. Our proposed method includes three approaches: apply a con-
struct by which output of a management function inputs another management function, 
context connection value, and policy-based access control to location-key functions. 
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Abstract. Providing secure communications is a crucial task for the success of 
future ubiquitous mobile communication systems. Using public key 
infrastructure (PKI) is considered as a good solution to fulfill the task. However, 
as mobile ad hoc networks (MANET) inherit unique characteristics such as 
dynamic topology, non-infrastructure architecture, centralized PKI architectures 
are not suitable for dynamic MANET. The use of distributed PKI models is more 
appropriate but requires additional modifications to adapt with network changes. 
In this paper, we introduce a novel key management scheme for MANET, which 
exploits advantages of threshold cryptography. The major innovative aspect of 
this scheme is the use of temporal substitute certificate authorities (SCA), which 
form a PKI model of multi SCA groups. Performance results obtained by 
computer simulation show that the proposed key management scheme can reduce 
the latency of authentication, certificate update delay and the signaling load. 

1   Introduction 

In mobile ad hoc networks (MANET), an ad hoc node operates as not only an end 
terminal but also an intermediate router. Data packets sent by a source node can reach 
to a destination node via a number of hops i.e. more than one node might be involved 
in forwarding packets from sources to destinations. MANET inherits unique 
properties such as arbitrary and dynamic network topology, user mobility and less 
robust wireless links. These properties bring many significant technical challenges 
ranging from the physical layer to the application layer for radio resource allocation, 
QoS control, medium access control (MAC) protocol, routing and security. Various 
research efforts have been carried out aiming to provide QoS guaranteed and secure 
communications in MANET. To provide secure communication, each MANET has to 
achieve security requirements in terms of availability, confidentiality, integrity, 
authentication and non-reputation [1]. While designing security mechanisms for 
MANET, following features of MANET should be taken into account: weak-secure 
wireless link, user roaming, dynamic topology and huge number of nodes. Efficient 
security schemes should be distributed to achieve high survivability. In MANET, 
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routing is one of the most important functions for delivering data between mobile 
nodes. Routing protocols in MANET are suffered various type of security threats and 
attacks which can come from external malicious nodes or internal compromised 
MANET nodes [1, 2]. In order to protect routing information, routing packets have to 
be coded by using a suitable public-key mechanism [3, 4, 5].  

In the paper, we propose a novel key management scheme based on threshold 
cryptography theory for MANET. The scheme is differed to other existing schemes in 
terms of using temporal substitute certificate authorities (SCA). Nodes, which have 
more resources denoted as strong nodes, can be selected to operate as temporary CA 
forming multi-groups of trust servers in the network area. The use of multi SCA 
groups is aiming to provide short authentication delay and low signaling load. 
Performance evaluation obtained by computer simulation show that by using multi 
SCA-groups, the system is able to provide fast certificate update and low signaling 
load. In the next section, recent proposals for public key management schemes are 
presented and concepts of threshold cryptography are given. In section 3, our 
proposed key management model is presented where a new PKI model is introduced 
and authentication processes are described. Section 4 discusses the issues of a 
location-based SCA allocation scheme. Performance evaluation is presented in the 
next section. Finally, conclusion remarks are given in the last section. 

2   Related Works 

Two principles of existing key management in MANET are node participation and 
usage of trusted third parties [8] which are corresponding to certificate chain and 
virtual CA approaches. The certificate chain approach [7] requires participated nodes 
to have strong processing capabilities. When many nodes participate to an 
authentication chain, the system is more vulnerable resulting in the trade-off between 
the number of participated nodes and security. The usage of trusted third parties can 
provide the guarantee of nodes trust i.e. the authentication provided by authority 
entities has higher level of confidence. In MANET, the central authority might be a 
target for DoS and compromising attacks. When mobile ad hoc nodes locate far from 
the central authority, their connections might be not available.  

In a threshold cryptography scheme (n, k), a public/private key pair (PK, SK) of the 
network is generated where the PK is distributed to all nodes in the networks [9]. The 
private key SK is divided to n parts so call secret shares so that if k shares are 
combined, the private key is created. The nodes storing the secret shares are called as 
share servers or distributed certificate authorities. Public key management schemes 
proposed in [1] are purely based on threshold cryptography theory with enhanced 
properties. Authors have shown that by using distributed share servers, mobile ad hoc 
networks will have higher availability, higher fault tolerance and less vulnerability. A 
cluster-based security architecture for MANET exploiting threshold cryptography has 
been proposed in [6]. In this architecture, the network private key is distributed over 
cluster heads (CHs). When a new node enters the network, if it receives a beacon 
signal of a CH, it will perform a log-on procedure to become a member of the cluster. 
Otherwise, the node can form a new cluster and become its own cluster head. When a 
CH leaves or joins the network, the secret shares have to be renewed. The paper 
showed good performance of this architecture under a small network size.  
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A fully self-organized key management scheme has been proposed in [7] in which 
users issue certificates for each other based on their personal known information and 
relationship. Each user maintains a local certificate repository which stores certificates 
of its neighbors. When two users want to verify their public keys of each other, they try 
to find an appropriate chain of certificates. The scheme is suitable to open mobile ad 
hoc networks. However it requires particular computing power of nodes and consumes 
time and bandwidth. In [8] both threshold cryptography and trust chain are exploited in 
order to gain both high security requirements as well as the deployment for large scale 
MANET. The composite key management scheme introduces a security metric so 
called confidence value which defines the security level of certificate issuer. 
Certificates can be issued by CAs and nodes who can participate to authentication, 
denoted as participant nodes. CAs issue certificates to nodes those are connected 
directly where as participant nodes issue certificate to their neighbors. When a node 
tries to find a certificate chain to other node, the most appropriate chain is selected 
based on the concurrent confidence value of available certificate chains.  

Existing key management schemes based on threshold cryptography do not 
consider issues of scalability, signaling load and authentication latency. In a large 
scale MANET, CAs can locate very far from nodes resulting in long authentication 
latency. When the number of nodes increases, high signaling traffic occurs. Our 
research objectives are to design a threshold cryptography based PKI scheme for 
MANET which can reduce authentication latency and signaling load. 

3   Public-Key Management Architecture 

The system model of managed open mobile ad hoc networks is shown in Fig. 1 where 
distributed authority entities are deployed. There are several types of ad hoc network 
nodes which have different node properties. Fixed and mobile stations have more 
capabilities of information processing and radio resource than other nodes. The 
stations can act as gateways connecting the ad hoc network to other external networks 
via wired or wireless (satellite) links. These stations can perform functionalities of 
routing and security. There are two classes of nodes for high power processing nodes 
denoted as “strong” nodes and low power processing nodes in the network.  

Fixed
Station

Mobile
Station

High power ”strong”) node

Low power node

Internet

Database
Servers

Gateway

CA

CA

 

Fig. 1. System model 
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Fig. 2. Public-key management model 

A novel public-key management model is shown in Fig. 2. At a given time, the 
network uses a pair of public and private keys (PK, SK). Every node knows the public 
key PK of the network whereas the private key SK maintained by certificate authorities 
is used to sign certificates which prove the legal public keys of other nodes. In order 
to provide fast authentication and certificate update and reduce signaling load, the 
public key model exploits temporal substitute certificate authority (SCA) 
dynamically. End nodes, which have enough processing capability and resource to 
perform digital signature based functions, can act as SCA for a certain period. Each 
MCAj has a set of (m +1) secret shares (SK

0j, SK

1j … SK

mj) where SK

0j is used by the 
MCAj. The other SK

ij can be distributed to corresponding SCAj

i. That means there can 
be m different groups of SCA simultaneously where with the combination of k secret 
shares SK

ij among a group, the private key SK is created. 
Assume the nodes N3 to N7 are selected by MCAs to work temporarily as SCA for a 

certain period. When the node N0 enters the network, it can broadcast an 
authentication request and receive the first reply from node N3. and/or other nodes to 
inform about the list of available SCA. The PK-N0 is sent to all SCAi

j and waits for 
encrypted information signed by secret shares stored in the SCAi

j denoted as (N0, PK-N0, 
tf, SK

ij). When the new node N0 has k=3 encrypted information’s components, it can 
create a certificate for the node signed by the private key (N0, PK-N0, tf, SK). The 
authentication delay is significantly reduced comparing with that of the conventional 
scheme, where nodes have to connect with only MCAs for authentication. MCAs 
have to compute secret key‘s fragments, update secret shares to all SCAi and 
cooperate each other to setup/release SCAs. MCAs/SCAs periodically broadcast their 
identity and certificates (CertMCA/CertSCA) which prove that the nodes have legal rights 
to perform authentication process. Regular nodes store information of certificate 
authorities who can maintain node‘s certificate update. They have to perform the 
function for combining certificate share in order to create certificate. Because nodes 
have different roles, following types of certificates are needed: CertMCA= (MCAID, 
PMCA, “MCA node”), SK , CertSCA= (SCAID, PSCA, “SCA node”, timeexp), SK and Certnode 
= (nodeID, Pnode, “trust level”, timeexp), SK  
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Fig. 3. Log-on authentication process 

As shown in Fig. 3, when a new node N enters the mobile ad hoc network, it 
selects the neighbor who has the strongest signal strength and exchange information 
of network public key and the list of CAs. Then the node N0 sends an authentication 
request to this node. The neighbor node can evaluate the trust level of the new node 
according to the relationship between these nodes. The neighbor node adds the 
information of new node‘s trust level to this request. There are different scenarios 
where authentication is performed either by MCAs or by SCAs. When CAs receive 
this request, they will create certificate shares, sign by their private keys (SCA_j

K) and 
then send them to the new node. When the new node collects enough certificate 
shares, it can combine them and create its certificate. A certificate authority sends an 
appropriate certificate share together with the CA’s certificate in order to avoid 
malicious nodes behaving as fake CAs. The new node can verify the CA’s certificate 
and get the public key of the CA to decrypt the certificate share. 

During its lifetime, the node N needs to update its certificate according to the 
validity time set by certificate authority. When a node moves within the network, its 
location might change frequently. The node needs to update the list of the nearest 
SCAs in order to obtain fast certificate update. The nodes exchange information of 
SCAs with each other in order to find the most appropriate SCAs for updating 
certificate. Each node can store the information of several SCA groups. When a node 
needs to update its certificate, the node can select a CAs group to ask for updating 
certificate. In order to reduce the signaling load, nodes can exchange information of 
SCA every long enough period. 

4   Location-Based SCA Allocation 

A possible and efficient SCA allocation approach is to allocate strong nodes as SCAs 
based on their location information. At the moment of time, mobile devices are easily 
equipped a GPS technology. Users can update their location information to gateway 
stations who also can act as MCAs. By periodically updating node’s location 
information, MCAs can roughly draw a map of user distribution. Based on the 
database, MCAs can select strong nodes to work as SCAs efficiently. When a 
MANET is deployed to a remote area, the coverage area’s geographical information 
of the MANET can be roughly identified and stored in MCAs. The MCAs can divide 
the coverage area into a number of cells for the purpose of key management. These 
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cells can have different sizes and are assigned certain index. The geographical map 
and information of cells are stored in all MCAs and can be loaded into SCAs.  

When a new node enters the network, the node performs authentication and update 
information of its location and node properties to MCAs. The node will receive 
geographical cell information from MCAs. Hence when nodes move within the 
network, they know which cell they locate. If MCAs consider this node as a candidate 
node for allocating as a SCA, this node’s information (ID, location, resource) is stored 
in MCAS. Each MCAi selects a “strong” node in each cell. Strong nodes having more 
resources (bandwidth, CPU power) are given higher priority to become a SCA. In order 
to avoid the case that a strong node is selected by two MCAs for a cell, MCAs exchange 
each other the list of nodes who are acting as SCAs (node_ID, SCA_group_ID, 
SCA_ID).MCAi sends SCA_allocation_request to a selected node and wait for the 
reply. If this node is available (not yet being acts as a SCA), SCA_allocation_reply is 
sent to the MCAi. Then CertSCA and a secret share are created and then sent to the node. 
When performing SCA‘s secret share update and maintenance, MCAs are responsible to 
cooperate with each other to update certificate of SCA (CertSCAs). MCAs calculate new 
secret shares and deliver them to SCAs accordingly. The expiration time is the same for 
all SCAs belonging to a SCA_group. Certificates of the SCAs belonging to different 
SCA_group can have different expiration times. 

SCA handover and release process is performed periodically i.e. after every certain 
period of time, the MCAs will update the secret shares for the SCAs in cell i and 
perform SCA handover at the same time. The strong node, who is acting as a SCA of 
a cell but locates in another cell, will be revoked the SCA rights. The corresponding 
MCA of the SCA will select another strong node located in the cell i to act as a new 
SCA for the cell. Secret share calculation is not the major aspect of this paper 
therefore the detailed issues of threshold cryptography are out of our scope. 
Mathematic issues of secret share calculation and construction without the need of 
trusted dealers have been well described in [9]. In our proposed scheme, MCAs are 
going to calculate and update secret shares for themselves and for SCAs periodically. 
The share refreshing process performed for a group i is described briefly as follows: 

- A set of k MCAs will involve in the share refreshing process. Each MCAi generate 
a set of key shares (Si

x1, Si

x2 …Si

xn) and delivers a Si

xj to the corresponding MCAj.  

- Each MCAj calculate a share SK

ij by the following equation: 
=

=
k

x

xj
i

ij
K SS

1
 

5   Evaluate the Efficiency of This PKI Model 

Assume that the coverage of simulated ad hoc networks is a square of network size DN 
where users are uniformly generated. MCAs divide the network coverage to m 
homogeneous square cells which have the cell size of DC. The MCAs will allocate a 
group of SCA for each cell i.e. the MCAj will allocate a SCAi

j in the cell i, as shown 
in Fig. 4. Assume that node A wants to send packets to node E which is out of the 
coverage of node A. Node A can connect directly with node B, C and D. We assume 
that signaling packets are delivered from A to E with a minimal number of hops i.e. 
A->D->E. With this assumption, the delay of signaling packets transmitting between 
MCA/SCA and nodes depends on the distance between them. If we assume that nodes  
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Fig. 4. Geographical map and packet routing 

have the same maximum transmission distance (dmax), a signaling packet delivered 
from a CA to nodes (Y), those are far from each other with the distance of dCA_Y, can 
be transmitted roughly via (dCA_Y/dmax +1) hops.  

Fixed MCAs are generated and their positions are uniformly distributed. After that, 
new nodes are generated uniformly within the network coverage. In the proposed PKI 
model, there are NS-node strong nodes among generated nodes. The MCAs will scan 
each cell to find if there are more than n strong nodes in the cell and then will select n 
of them as SCAs. Mobile nodes move within the network with a particular mobility 
model (e.g. random way point). When strong nodes move to a new cell, they will 
update their location information to all MCAs. In our proposed PKI model, when a 
SCA of cell i moves to another cell, it updates its new location information to all 
MCA. SCA handover is not performed immediately i.e. the strong node is still 
operating as a SCA for the previous cell for a given time.  

A network area is a square of 3000mx3000m is simulated where the maximum 
transmission distance of a node is assumed 300m. In most simulation scenarios if not 
specifically mentioned, the proposed schemes (fixed or mobile SCA) divide the 
networks into 16 square cells and have 100 strong nodes and exploit threshold 
cryptography  of  (5, 3).  Users  mobility  model  is  random  waypoint  model without  

 

Fig. 5. Delay’s pdf of certificate update of different schemes for 1000 nodes, (5, 3) threshold 
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Fig. 6. Delay’s pdf of certificate update: fixed-SCA scheme, 1000 nodes, different threshold 

 

Fig. 7. Delay’s pdf of certificate update of mobile-SCA scheme for 1000 nodes 

pause time where user speed is varied between 1m/s to 10m/s. Without loss of 
generality, we select the certificate update period is 5 minutes whereas share update is 
15 minutes. Delay of a transmission hop is assumed 10ms. We compare the 
performance of three PKI schemes: conventional threshold cryptography, proposed 
scheme with fixed strong nodes (fixed SCA scheme) and the proposed scheme with 
mobile strong nodes (mobile SCA scheme).  

Fig. 5 shows that the fixed SCA scheme is the best PKI scheme in terms of 
certificate update delay. It can provide nearly 20% of certificate update trials with 
delay less than 0.02s (equivalent to 2 hops). It can provide more than 90% of updates 
with delay less than 0.09s. The mobile SCA scheme outperforms the conventional 
scheme when delay is lower than 0.09s. In the mobile SCA scheme, many trials get 
longer delay more than 0.09s. That is because when the strong nodes move, there are 
some time a cell has not enough SCAs. The nodes of this cell have to get certificate 
update from MCAs resulting in longer delay. Generally, by applying SCAs, the 
system will significantly reduce authentication latency. In Fig. 6 and 7, the certificate 
update delay for fixed SCA and mobile SCA schemes are presented, respectively  
for  different  threshold  CA  configuration.  With more CA servers, system security is  
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Fig. 8. Signaling load of different schemes with 16 cells, threshold (5, 3) 

 

Fig. 9. Signaling load of different schemes: different threshold with 1000 nodes and 16cells 

 

Fig. 10. Signaling load of different schemes for different cells: 1000 nodes, threshold (5, 3) 

increased. When the number of CA servers increases, the performance of proposed 
schemes will be decreased. That is because with a fixed number strong nodes and 
cells, when there are more CA servers, the scheme cannot provide SCAs to certain 
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cells. That causes higher delay of certificate updates. Fig. 6 shows that the certificate 
update delay of the fixed SCA scheme decreases faster that that of the mobile SCA 
scheme. The reason is in the fixed SCA scheme, fixed strong nodes are allocated 
uniformly. With 100 strong nodes and 16 cells, there are average 6 strong nodes per 
cell. That means with higher threshold scheme of (8, 5) and (10, 7), many cells cannot 
get SCAs resulting in many long delay certificate updates. In mobile SCA scheme, 
when strong nodes move within the network coverage area, more strong nodes can 
locate in a cell. Therefore it causes higher probability that SCAs can be provided in 
the cell resulting in slow degradation of delay performance. 

Fig. 8 to Fig. 10 show the signaling load of key management schemes for different 
simulation scenarios. In Fig. 8, threshold (5, 3) and 16 cells are simulated with 
different number of nodes. The fixed SCA schemes always provide low signaling load 
because fixed strong nodes do not need to update their locations and SCA handover is 
not necessary. When there are about 1000 nodes, the mobile SCA scheme needs 
signaling load similarly as that of conventional scheme. The reason is that the mobile 
SCA scheme has to update location of strong nodes and SCA handovers. Although it 
can provide low signaling load for certificate update, total signaling load of mobile 
SCA scheme is nearly equal to that of the conventional scheme. In Fig. 9, when 
different threshold configuration is applied, the fixed SCA scheme still will provide 
less signaling load than other schemes. However, as described above, more CA 
servers reduce the probability of successful SCA allocation in cells. Thus the 
signaling load of the fixed SCA scheme will increase fast. The mobile SCA scheme 
even provides more signaling load than the conventional scheme because it needs 
more signaling to update location of strong nodes when they move from a cell to 
another and more signaling load for share updates and SCA handover. Fig. 10 shows 
the signaling load of simulation scenarios with different cells. With the threshold (5, 
3) and 1000 nodes, when the SCA-based schemes divide the network area to more 
cells, the signaling load of the mobile SCA scheme increases. When there are so 
many cells, its signaling load is even higher than that of the conventional scheme 
because it needs to update strong node location more frequently. The fixed SCA 
scheme provides higher signaling load in 4-cell scenario because, the distance 
between SCAs and nodes is longer resulting in more signaling for certificate updates. 
In the 25-cell scenario, not all cells can be provided SCAs thus resulting in more 
signaling load for certificate updates. 

6   Conclusions 

Using public key is an efficient solution to provide secure communication in mobile 
ad hoc networks. Due to the dynamic and large scale properties of MANET, 
providing efficient key management is a crucial task. In this paper, we have presented 
our public key management schemes based on threshold cryptography. Comparing 
with other variants of threshold cryptography, the novel proposed key management 
scheme exploits strong nodes as temporary substitute certificate authorities (SCA) in 
order to provide fast certificate update and low signaling load. Performance results 
show that generally the SCA-base key management schemes can gain more benefits 
than the conventional scheme in terms of delay and signaling load. However, there are 
still open research issues in terms of optimizing the SCA allocation and reducing the 
signaling load as well as the certificate update delay. Our future works are to optimize 



 A Key Management Scheme for Mobile Ad Hoc Networks 915 

the performance of the proposed schemes and evaluate their performance under 
different application scenarios.  
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Abstract. For the security technology that has been achieved with soft-
ware in the computer system and the protection of the intellectual prop-
erty right of software, software protection technology is necessary. One of
those techniques is called obfuscation, which converts program to make
analysis difficult while preserving its function. In this paper, we examine
the applicability of our program obfuscation scheme to complicate con-
trol flow and study the tolerance against program analysis.

1 Introduction

Recently, Java, the object oriented programming language has been rapidly
widespread. Java is executable in different hardware, OS, and furthermore small
information terminals such as cellular phones and PDA. Described ahead, Java
has a big feature of portability that it is executable on many platforms.

Java has a serious problem, however. Java program is distributed in the style
called class file which is executed on a virtual machine. There is a technique called
decompile that converts binary code into source code. As for the Java class file,
we can easily get program code which is close to original source code. Analyzing
decompiled source code, an attacker can steal algorithm used in the program
code. Java has another big feature. Class file created in a certain program can
be reused in the part of another program. Abusing this feature, the attacker
is able to steal class file, make new program using that file, and insist on the
property right of the program.

To solve these problems, software protection technique is necessary. One of
those techniques is called software obfuscation. Obfuscation is a technique that
converts program into another program which is difficult to analyze while pre-
serving its function.

In this paper, we propose obfuscation scheme using random numbers to com-
plicate control flow. We introduce how to obfuscate program control flow and
study the tolerance against program analysis.

T. Enokido et al. (Eds.): EUC Workshops 2005, LNCS 3823, pp. 916–925, 2005.
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2 Related Works

Many obfuscation schemes have been proposed. The easiest scheme that an auto-
matic application to the program (we call this auto-application) is called name
conversion. This is a scheme of concealing what value each variable maintain
and what kind of operation each function does by changing variable identifiers
and function names into a quite meaningless character string. Monden et al.
proposed scheme obfuscating program includes loop [1]. Ogiso et al. proved that
pointers address decision problem is NP-Hard, and proposed scheme to com-
plicate function calling by using function pointer. This scheme has theoretical
proof of safety against program analysis [2]. These schemes are for obfuscating
C program.

For Java program, Fukushima et al. introduced scheme to make analysis diffi-
cult by destroying the encapsulation by distributing methods. This is the scheme
to destroy encapsulation which is one of the features of object oriented program
and we can erase class information by this scheme [3]. This scheme is applicable
to any object oriented program. Another scheme is to conceal relation between
variables by linear transformation [4]. Some schemes obfuscate program by com-
plicating control flow. For example, paper [5] proposed scheme to make analysis
hard by inserting if-sentence which always returns true (or false).

To apply obfuscation scheme into huge amount of program, auto-application
is required, but some scheme is difficult to do this. It is necessary to find the
part where we can change program execution order while preserving original
program’s functionality to apply scheme introduced in paper [1]. But automation
of this judging process is difficult. About scheme in paper [2], application itself
is difficult because some programming language does not have a pointer.

In this paper, we propose obfuscation scheme complicating control flow. Our
scheme is applicable to program written in object oriented language (we call
this object oriented program), and auto-application is possible. We propose ob-
fuscation scheme by complicating control flow and we study about execution
efficiency and tolerance to the attack.

3 Proposed Scheme

3.1 Complicating Control Flow by Random Numbers

We explain our scheme using Java program. The purpose of this scheme is to
complicate control flow in main function which exists in object oriented program,
and make analysis of program’s entire execution difficult.

We consider obfuscating program in figure 1. We can know an execution order
of each method by analyzing main function part. Our scheme complicates this
part and make program’s entire execution flow analysis difficult. In the process of
complicating control flow, we use random numbers which are difficult to predict
by static analysis which is a technique to analyze program by only seeing source
code. We explain an algorithm to achieve this in the following.
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public static void main(){
(A) (B)

method1(); method2();
method3(); method4();}

static void method1(){
(C)
definition of method1}
//define the other methods

Fig. 1. Basic program Fig. 2. Outline of method point algorithm

3.2 Method Point Algorithm

This algorithm consists of three steps. We introduce a detail of each step. Figure
2 shows an outline of this algorithm.

1. Setting point variable and method points
2. Generating a random number
3. Comparison of p and mp

1. Setting point variable and method points
Add point variable p (initial value is 0) in (A) , and give a method point mp to
each method. Mp1 stands for mp of method1.

Example
mp1=0, mp2=1, mp3=2, mp4=3

2. Generating a random number
Generate a random number r in (B). Decide to which method to move by r.

Example
Move to method1() if r is 0, method2() if r is 1, method3() if r is 2,
and method4() if r is 3.

3. Comparison of p and mp
In the method moved in step 2, compare p and mp at (C). If both values match,
execute that method, increase p, and do step 2 again. If those do not match,
return to step2 without executing that method.

Repeat step 2 and 3 until p becomes 4 (the number of methods).

Explanation of sample behavior
There are some patterns of program behavior. We will explain them respectively.

Case 1: When p matches mp and p does not become 4 after ex-
ecuting method (Ex. When p=0 and r=0)
Since mp=0 and p=mp, execute method1 and p becomes 1. Then, regen-
erate random number r since p is not 4.
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public static void main(String[] args){
int p = 0;//initialize point variable
switchfunc(p);}

static void method1(add variable p){
if(p==0){//if p matches mp, execute method
p++;//increase p}
switchfunc(p);}

//add variable p to the other methods similarly
static void switchfunc(int p){

if (p<4){//generate random number if program is not finished
int r =(int)(Math.random()*4);
switch(r){ //move to method allocated by r
case 0: method1(); break; case 1: method2(); break;
case 2: method3(); break; default: method4(); break;}}}

Fig. 3. Outline of obfuscated program

Case 2: When p does not match mp (Ex. When p=1 and r=2)
Since mp=2 and p �=mp, method3 will not be executed. Regenerate random
number r.
Case 3: When p matches mp and p becomes 4 after executing
method (Ex. When p=3 and r=3)
Since mp=3 and p=mp, execute method4 and p will become 4. End pro-
gram because p is now 4 and this means every method is executed.

By this algorithm, we can obtain obfuscated program which has original pro-
gram’s function and complicate control flow. Figure 3 is an outline of program
applying our scheme to program in figure1.

4 Expanding Proposed Scheme

We examined obfuscating program control flow by method point algorithms in the
case that a program does not have such a complicate structure as branch or loop
in main function. We call this structure simple control flow. In this section, we
expand our scheme to make application possible to such a complicate control flow
explained above. We consider applying our scheme to control flow in figure 4 and 5.

4.1 Obfuscating Branch Program

Consider the case of program control flow in figure 4. Program in figure 6 shows
the sample program which has control flow in figure 4. To apply our scheme, we
convert complicate program enclosed with frame into simple control flow. We can
achieve this conversion of program which have branch by executing steps below.

1. Embedding branch condition
2. Allocating method point
3. Setting switchfunc
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Fig. 4. Example of program control flow
having branch

Fig. 5. Example of program control flow
having loop

1. Embedding branch condition
Before framed part in figure 4 exists branch condition to decide whether go
to route A or B. Embed this condition into method located in just before the
condition (in this case, embed into method2). We also embed executing condition
of each route into framed methods.

Example of Embedding Condition
int x = (int)(Math.random()*2);(I)
if (x==0){route A} else {route B}(II)

Suppose branch condition is the one written above. This means if random
number x is 0, then execute route A, if x is 1, then route B. Embed condition
(I) into method2 and (II) into method3, method4 (methods executed in route A)
and method5 (method executed in route B).

2. Allocating method point
Allocate method point in executing order just like in the scheme explained in
section 3.2 until reach branch point.

From the part where the branch starts to where branched execution routes
join, method points are allocated from the continuation of the mp allocated in
the method just before the branch point respectively.

In method executed after joining, choose the biggest mp among points allo-
cated in the method just before joining, and allocate from the continuation of
that value. Thus, each method’s mp becomes the value written below.

Example of allocating mp
mp1=0, mp2=1, mp3=2, mp4=3, mp5=2, mp6=4

3. Setting switchfunc
Finally, decide which method to execute by r and introduce p.

We have one point to consider. The value in p after executing each route
differs. In this case, p after executing route A is 4, while after route B is 3. Method



Program Obfuscation Scheme Using Random Numbers 921

public static void main(){
method1(); method2();

int x=(int)(Math.random()*2);
//x=0 or 1

if(x==0){
method3(); method4();}

else {method5();}}
method6(); }

static void method1(){
definition of method1}

//define the other methods

Fig. 6. Sample program having branch

static void method2(int p, int x){
if(p==1){execution of method2
p++;} //increase p

(*)x=(int)(Math.random()*2);
switchfunc(p,x);}

static void method3(int p, int x){
(*)if(x==0){
if(p==2){ //compare p and mp
execution of method3
p++;} //increase p

switchfunc(p,x);}
static void switchfunc(int p, int x){

define switchfunc as usual
}

Fig. 7. Outline of obfuscated program
having branch

point mp in method executed next is 4, but after executing route B, method whose
mp is 3 will be executed. To avoid this case, when route B is executed, adjust
value added to p to become the next method’s mp in the last method. If route
B is executed in figure 4, p=2 before method5, so add 2 after executing method.
As we see in this example, if multiple routes meet after branched, we need to
adjust a value added to p in the method whose mp is smaller than other one to
make p next method’s mp in method just before joining of each route.

By these steps, we can apply our scheme to program which has branch struc-
ture. Figure 7 shows an outline of obfuscated program. Operation (*) is an
embedded program.

4.2 Obfuscating Loop Program

In this section, we consider applying our scheme to a program such have a loop
repetition structure like in the part enclosed with the frame in figure 5. In this
control flow, repeat method3(), method4() 5 times after executing method1()
and method2(). Then, execute method5(). Figure 8 shows the sample program.

We can apply our scheme to control flow like figure 5 by following steps.

1. Allocating method point
2. Embedding loop finishing condition

1. Allocating method point
First, allocate method point to each method as usual scheme without considering
loop.

Example
mp1=0, mp2=1, mp3=2, mp4=3, mp5=4
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public static void main(){
method1(); method2();

for(int loop=0; loop<5; loop++){
method3(); method4();}
method5();}}

static void method1(){
definition of method1}

//define the other methods

Fig. 8. Sample program having loop

static void method4(int p, int loop){
if(p==3){

(**)if(loop<4){
(**)p--;
(**)loop++;}

else{p=p+1;}//end loop}
switchfunc(p,loop);}

static void switchfunc(int p, int loop){
if(p<5){int r =(int)(Math.random()*5);

define switchfunc as usual }}

Fig. 9. Outline of obfuscated program having
loop

2. Embedding loop finishing condition
Embed loop finishing condition into method executed in the last of the loop
(method4 in the case of figure 5). Explain this by loop written in for sen-
tence. The for sentence is written in a style of (initial state; finishing condition;
continuance processing). Thus, in figure 5, loop condition is for(int loop=0;
loop<5; loop++). This means loop will be repeated 5 times. In method4, com-
pare point variable p and method point mp. If both values match, to judge
whether loop is over or not after executing method, embed finishing condition
and continuance processing as follows.

if(loop<4/*finishing condition*/){p--;
loop++;/*continuance processing*/} else {p++;}

At if sentence, whether to continue loop or not will be judged. If continuing
loop is necessary, method3 must be executed again. Executing method3 is impos-
sible, however, in the time when method4 is executed. Because at that moment,
p is 3 and it does not match method3’s method point mp3(=2). Therefore, we
introduce new operation for p. If a loop must be repeated, decrease p. A value
to decrease is equal to the number of methods in loop structure before method
where the finishing condition is embedded. In this case, there are 2 methods
repeated and only 1 method before method4 where finishing condition is em-
bedded, so we subtract 1 from p. Thus, embedded condition is written before.
Figure 9 is an outline of obfuscated program. Operation (**) is an embedded
program.

5 Evaluating Proposed Scheme

5.1 Attacking Program

Attack on program is divided mainly into 2 types: static analysis which analyze
program only by seeing source code, and dynamic analysis by executing program.
First, we examine the tolerance against static analysis. Our scheme has a feature
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a=6, b=3
c=9
d=3
e=18
f=2

Fig. 10. Output result before dynamic
analysis

static void sub(){
//method operates subtraction

if(p==2){
(***)System.out.println(”sub”);

execution of sub
p++}

switchfunc(p);}

Fig. 11. Sample of dynamic analysis

that generates random number and decides method executing next. To analyze
an obfuscated program, an attacker must judge whether the called method is
executed or not. He tries to find out method executing order by analyzing p
and mp. Suppose analyzing p and mp is hard. In this case he takes a strategy of
arranging methods suitably and analyzing the execution order. If there are N
methods in the program, there are N! probable execution order. Thus, the more
the method numbers are, the more the probable control flow increases, cost to
static analysis grows extremely high.

Next, we consider the dynamic analysis using program computes the four
basic operations of arithmetic. Figure 10 is an result of execution. For example,
in figure 11, insert a program (***) which outputs method name when p matches
mp and that method is executed. In this case, the string ”sub” is displayed
when executing method sub. Insert this program in every method changing
output name. By this attack, method’s name is displayed like figure 12 when
each method is executed, and an attacker can know method execution order.

A method in figure 13 is considered as a countermeasure against dynamic
analysis. When applying scheme, insert dummy method which has no influence
on program execution result. There is no limitation in the number of dummy
methods, and it can be executed many times. Example of dummy method is given
in figure 13. Dummy method in figure 13 executes the follwing. If the condition
is true, call method4, and if it is false, operate complicate operation for p. But
this condition always returns false and no method is called. And complicate
operation actually returns p itself. Moreover, the frequency of dummy method
calling changes every time, analyzing method execution order using strategy
considered in this section becomes difficult.

5.2 Program Execution Time

We applied our scheme to program computes the four basic operations of arith-
metic and measured execution time. P0’ is the program which has branch and
executes route A (executes method3 and method4) in figure 4, and P0” is the
program which has loop and repeats framed part 5 times in figure 5. P1 and P2,
P1’ and P2’, P1” and P2”, are programs obfuscated P0, P0’, P0” respectively.
The frequency of random number generation differs. Random numbers are not
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a=6, b=3
add //method operates addition
c=9
sub
d=3
mul //method operates multiplication
e=18
div //method operates division
f=2

Fig. 12. Output result after dynamic
analysis

static void dummy(int p){
int x=(int)(Math.random()*100);
if(((2*x+1)%2)==0){

//condition which is always false
method4();}

else{p=2*(p+3)-p+6;}
//dummy operation for p
switchfunc(p);}

Fig. 13. Outline of dummy method

Table 1. Measurement result of program execution time

Source code Frequency of random Execution time Increase rate of
Number generation (10−6s) Execution time(%)

P0 - 605 -
P1 8 619 2
P2 40 627 4
P0’ - 725 -
P1’ 10 736 2
P2’ 50 744 3
P0” - 2,574 -
P1” 10 3,000 17
P2” 50 3,000 17

the same in each execution, so we gave a number sequence consists of probable
value which will be generated during execution. Table 1 shows the result. The
experimental environment is as follows.

– Processor:Intel Pentium III, 1GHz
– Memory:512MB RAM
– Windows 2000 Service Pack 4
– j2sdk-1_4_2_06-windows-i586-p.exe

From table 1, the difference of the execution time between obfuscated pro-
grams and original program is less than 1/1000 seconds. Thus, we can say the
frequency of random number generation has a litte influence to the execution
efficiency, and execution time between original program and obfuscated program
by our scheme.

6 Conclusion

In this paper, we introduced software obfuscation scheme using random numbers.
We explained how to obfuscate control flow and extended this scheme to apply
to the program having complicate control flow.
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After introducing our obfuscation scheme, we studied about the scheme. In
our scheme, the more the method number is, the bigger the cost of static analysis
becomes. And we confirmed the influence of random number generation on exe-
cution efficiency is small. We found out that our scheme is vulnerable to dynamic
analysis, then explained a countermeasure that inserting dummy method which
has no influence on program execution result. In the future work, we consider
scheme to make distinguishing dummy method and original method difficult,
and study evaluation about quantitive security analysis of proposed scheme.
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Abstract. Public key authentication is necessary to prevent a valid
public key of a user from being compromised by a malicious user. Namely,
if it is not provided, an adversary can read all encrypted messages be-
tween a sender and a receiver by substituting the public key of the re-
ceiver with her public key. In general, a certificate issued from and dig-
itally signed by a publicly trusted certificate authority (CA) guarantees
public key authentication under the assumption that all users can get
the public key of the CA to verify the validity of certificates, i.e., the
signatures of the CA. The assumption is practical and widely used in the
real world. However, if the CA is down by a system faults or destroyed
by a terror or a war, the assumption can not be preserved. In this paper,
we propose a simple and practical scheme for public key authentication
without any trusted third party. The scheme basically uses a message
authentication code (MAC) taking a short random value as a key to au-
thenticate the exchanged public keys. Our scheme also can be adopted
in the environments such as ad-hoc or ubiquitous in which it is hard to
settle a publicly trusted authority.

Keywords: Key Management and Authentication, Public-key Cryp-
tography, Public Key Infrastructure (PKI).

1 Introduction

Public key authentication is a method to confirm whether the received public
key really belongs to the communication partner or not. If it is not provided,
all public key algorithms become vulnerable to a key substitution attack. For
example, an adversary who tries to eavesdrop the communication from Alice to
Bob can easily obtain all messages by substituting the Bob’s public key with
her public key. Public key infrastructure (PKI) [19] is very popular technique
to authenticate all the public keys of registered users. In PKI, there exists a
publicly trusted third party, called certificate authority (CA) which guarantees
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the validity of users’ public keys. As a method, it issues a digital certificate for
each user which contains user’s information (e.g., name, e-mail address and so
on), user’s public key and CA’s signature guaranteeing the correctness of them.
So, each user can easily check that the public key included in the certificate is
the actual public key of whom he/she wants to communicate with by verifying
the CA’s signature. In fact, a method for the authentication of the CA’s public
key (i.e., verification key for the signatures) should be provided. Otherwise, an
adversary may impersonate the CA and issue certificates of users as though
she is the CA. Therefore, every users must verify the public key of the CA
whenever they try to start a communication with each other and it is obviously
costly. Moreover, if users keep certificates issued from different CAs (there are
lots of CAs in the world to serve huge numbers of people), there should be a
mechanism to verify the certificates from different CAs. In general, CAs exchange
the certificates of their public keys to prove the validity of their public keys and
issue new certificates for other CAs to enable their registered users to verify the
certificates made by the CAs.

As we explained, the role of CAs in PKI is very important. That means, if they
are shut down or destroyed by disaster such as an earthquake, a terror or a war,
public key authentication is no longer guaranteed. To overcome the problems es-
pecially caused by the disabled CAs, several mechanisms such as password based
schemes (PBS) [4, 5, 14, 20, 21, 24, 25] and ID based schemes (IBS) [3, 13, 16] have
been studied. However, they also assume the existence of trusted authorities such
as a server in PBS and a private key generator (PKG) in IBS.

PBS basically considers a client-server environment. So, users register their
passwords into a server and the server keeps the passwords in a secure database.
The users and the server use the passwords to authenticate each other. If the
server is not a trusted entity, all of the users’ passwords registered in it can be re-
vealed. There are variants of PBS [10, 9] in which users with different passwords
establish a session key by the help of a server. Namely, users authenticate them-
selves to a server by proving the knowledge of their passwords. The server gives
a method to the users so that they can exchange messages to build a session key
with authentication. In this case, if the server is down, then they can not share
a key. Several schemes considered an authenticated key exchange in the ad-hoc
environments [1, 17, 23] where there is no trusted authority. However, they have
several security breaches because of the weak password. For example, the scheme
in [1] uses a password as a key for a symmetric encryption algorithm so it might
be exposed while users are communicating with each other (the password may be
revealed before they start a communication by eavesdropping when they share
a password). With the exposed password, an adversary can impersonate a user.

In IBS, a PKG plays a role of a trusted key distribution center. So, it gener-
ates users’ private keys for their public keys which they select. The public keys
can be their e-mail addresses or other public but short information. Basically,
whenever Alice wants to send a secret information to Bob, she can use public
key encryption with taking his e-mail address as his public key. Since, Alice uses
Bob’s e-mail address as his public key, public key authentication can be easily
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guaranteed (it is not so hard to confirm the correctness of the Bob’s e-mail ad-
dress). However, the PKG always knows all the secret keys of users. Moreover, if
the PKG is down, then it is impossible for uses to obtain new private keys when
they update their public information.

As we mentioned, currently researched public key authentication mechanisms
have a potential security breaches for the disabled trusted third party. Therefore,
we should consider the authenticated public key exchange without any assistance
of the trusted third party.

Our contributions are two folds:

- We first consider a one-time password keyed message authentication code
(OPK-MAC) to provide the public key authentication without any help of a
publicly trusted authority. Since the one-time password is only used to build
a temporary MAC key, we do not need to consider the off-line password
guessing attack which frequently occurs in password based key exchange
schemes [4, 20].

- Our idea is a generic scheme so it can be adopted in any public key based
key exchange scheme. In addition, by using our scheme, we can remove the
costly certificate (i.e., digital signature) based public key authentication.

The structure of this paper is as follows : in Section 2 we take a look at several
related works and in Section 3 we explain the notions concerned with our scheme.
Section 4 describes our scheme and we conclude in Section 5. Because of the lack
of pages, we omit the security proof and applications which our scheme can be
adopted. However, they will be provide in the final (full) paper.

2 Related Works

Public key cryptography is widely used in the real world. However, it relies on
infrastructure, called public key infrastructure (PKI) with online and publicly
trusted certificate authority (CA) [19]. For example, in secure socket layer (SSL)
[27] which is well-known security technique on web (i.e., internet), the correct-
ness of the public keys of users are guaranteed by certificates issued from CA(s).
Therefore, the entire security of PKI depends on the security of CA. If CA is
destroyed, then it is impossible to preserve the security of PKI, e.g.,there is no
way to authenticate public keys.

There exist methods which can be used when PKI is not available. We review
several schemes on password authenticated key exchange (PAKE) and ID based
cryptography.

So far, lots of papers have been presented where a shared password among
users is used to authenticate each other [4, 20, 5, 9, 10, 14, 15, 8, 24, 1]. We can cat-
egorize the schemes into three cases according to the communication topologies;
communications from i) a user to a server, ii) a user to a user via a server and
iii) a user to a user. Almost all of PAKE schemes have focused on the first case
[4, 20, 5, 14, 15, 8, 24]. Each user registers his/her password on a server. When-
ever the user and the server communicates, they can build a shared key with
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authenticating each other with the password. So, the user needs not to check any
complex public information such as a public key. In the second case, users share
passwords with a server can communicate by the help of the server [9, 10]. The
entire architecture of this case is similar to the well-known Kerberos [22]. Obvi-
ously, the first and the second cases rely on the trusted server. Namely, unless
the server works honestly, then the security on user side can not be guaranteed.
The last case does not require any trusted party [1]. Asokan et. al. [1] proposed
a key agreement scheme in the ad-hoc environment under the assumption that
all users share a password. They use the password as a symmetric encryption
key. As a contribution, their scheme does not require a trusted third party but
it may be weak for a password guessing attack by simultaneously executing an
order checking attack.

ID based cryptography is another approach to make encryption or signature
schemes free from the trusted third party (TTP). The basic concept of ID based
scheme proposed by Shamir [28] is to use users’ public information such as their
e-mail addresses or IP addresses as the public keys of them. By adopting the ID
based cryptography, users can eliminate the computation and communication
to verify the certificates in PKI. With the merits, lots of schemes have been
proposed so far [3, 13, 16]. In the ID based scheme, a user chooses his public
information (i.e., e-mail address) to be used as his/her public key and sends it
to a private key generator (PKG). After the PKG checks the user’s identity, it
generates a private key associated with the public information and sends the
key to the user through a secure channel. When Alice tries to send a message
secretly to Bob, she can encrypt the message by using the public information of
Bob and the public key of the PKG. Bob, then, decrypts the encrypted message
by using his private key. The concept of ID based scheme is very useful and there
are many papers dealing with encryption [6, 7] and signature [11].

However, ID based scheme has several drawbacks: the PKG generates all the
private keys of the users (so the PKG knows the keys) and there should be a
method to construct a secure channel when the users receive their private keys
from the PKG. We point out that if the PKG does not work by a system fault
or attacks such as a system hacking, then no user can obtain his/her private key
for his/her public information. Moreover, establishing a secure channel for the
complex and long information (i.e., private key) is very hard. Therefore, a way
to generate private keys by themselves is strongly required.

3 Preliminaries

We briefly introduce several basic schemes concerned with our scheme.

- One-time Password and Message Authentication Code (MAC)
In general, password based schemes use long-lived passwords in a client-server
setting. So, a user registers his/her password in a server and uses the password
when he/she logs in the server with authentication. Since a password is very
weak information with low entropy, password based schemes basically should be
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strong against a dictionary attack. To prevent the dictionary attack, password
based schemes require additional cost for computation and communication to
conceal the password securely in the exchanged messages to achieve some cryp-
tographic goal. Mostly, password based schemes use the password to authenticate
the identities of communicating users to build a session key. Therefore, a revealed
password may affect other sessions. Namely, an adversary with the password and
the captured messages from previous sessions can obtain the information of ses-
sion keys built in the sessions. If we use the password to authenticate the public
keys, public key authentication can not be preserved because an adversary may
switch a user’s public key with her public key and can pass the authentication
phase by using the exposed password. A good solution to avoid the dictionary
attack is to use a randomized (i.e., one-time) password. Since, a user chooses
different passwords in different sessions, even if an adversary finds out a valid
password, he/she can not get any information of messages transmitted in differ-
ent sessions.

Message authentication code (MAC) such as AES-CBC-MAC [2, 12] is used
to give an integrity for a message. To use the MAC algorithm, communicating
users should share a key, called MAC key. MAC is useful but key setup among
users is very difficult. A user communicates with n users has to keep n keys
(one key per a user). An easy method to overcome the hardness of sharing MAC
keys is to adopt passwords as MAC keys. Two works for international standard,
rfc2898 [26] and rfc2510 [18] provide a password based MAC (PBM) in which a
password with a random value, called salt is used to make a MAC key. However,
to derive a MAC key, there should be a method to share a salt. If PKI is broken,
it is hard for users to exchange the salt. If we do not use the salt, then the
MAC key becomes vulnerable to a dictionary attack. In our scheme, we also
use passwords to derive MAC keys but the passwords are one-time passwords.
Since, the purpose of using MAC is not to conceal a transmitted message but
to guard it from modified by an adversary, if we use one-time passwords, then
an exposed password after a session is not helpful for the adversary. Namely,
with the obtained password, the adversary can not modify the messages in other
sessions. The only security consideration is to protect the password used to derive
a MAC key from revealed to an adversary before a sender makes a MAC and
sends it to a receiver. To provide the security against password exposure before
sending a MAC, we use a post-shared password which is explained in Remark 1
in Section 4.

4 Authenticated Public Key Distribution Scheme
Without Trusted Third Party

In our scheme, several mathematical notions are adopted and we define them as
follows. Let p, q be primes such that q|p − 1 and G be a subgroup of Zp

∗ with
order q. g is a generator of G. The private/public key pairs of users are set as xi

and yi=gxi mod p respectively where 1 ≤ i ≤ n and n is the number of users. In
fact, the private key should be managed in a secure device such as a smartcard.
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We adopt a secure message authentication code (MAC) to provide public key
authentication and a function h(·) mapping a input value into a point of the
candidate key space of MAC. We note that h(·) is a collision-resistent function
so the probability of finding two input values leading a same output is negligible.

Basically, we assume that there exists an authenticated channel in which
communicating users can easily check the validity of exchanged messages where
the length of the messages is quiet short. For example, if Alice talks with her
friend, Bob through a telephone, then she can say a few short words to Bob
with proving that she is Alice and the words are exactly what she said. Namely,
Bob can easily recognize the voice of Alice or some events they have shared.
In our setting, Alice may be able to hand over her temporary password to Bob
through phone-call. The main idea of our scheme is to send the password used
to establish a MAC key after transmitting MAC.

Our scheme runs as follows (Fig. 1 also describes our scheme):

1. Alice picks a random password pwA from the password dictionary D. pwA

may consist of alphabetic characters (52 characters : ‘a’ to ‘z’ and ‘A’ to
‘Z’) and numeric characters (10 characters : ‘0’ to ‘9’). The length of pwA is
flexible so Alice can choose any size of passwords. 8 character-length is suffi-
cient because the probability of guessing a password becomes approximately
( 1
62 )8 (= 1

218340105584896 ≈ 1
2×(10)14 ).

2. Alice also selects a generator g randomly from G and a random value a from
Z∗

q . She computes yA = ga mod p. We note that the values, a and yA can
be both an actual private/public key pair or a temporary private/public key
pair.

3. Alice sets a MAC key KA = h(Alice, Bob, pwA) and makes a MAC of gen-
erated values, i.e., MA = MACKA(Alice, Bob, g, p, q, yA).

4. Finally, Alice transfers g, p, q, yA, MA to Bob through a general communica-
tion channel such as internet.

5. A few seconds later, Alice transmits pwA through an authenticated channel.
As a method, she can call Bob and tell Bob pwA on a telephone.

6. With received pwA, Bob reconstructs a MAC key K ′
A = h(Alice, Bob, pwA)

and checks the validity of MA by comparing it with MACK′
A
(Alice, Bob, g, p,

q, yA).
7. If the values are same, Bob selects a random password pwB (pwB �= pwA)

from D and a random value b from Z∗
q . He computes public value yB =

gb mod p.
8. After establishing a MAC key KB = h(Alice, Bob, pwB), he makes a MAC,

MB = MACKB ( Alice, Bob, g, p, q, yB) to send it with yB to Alice.
9. As Alice did, he transfers pwB through an authenticated channel.

10. Alice rebuilds K ′
B = h(Alice, Bob, pwB) and checks the validity of MB.

If MB = M ′
B = MACK′

B
(Alice, Bob, g, p, q, yB), then she accepts yB and

regards that she and Bob share the same parameters, g, p, q correctly.

Remark 1 (Password : pre-sharing v.s. post-sharing).
Password based schemes assume that the communicating users share a pass-
word. So, there should be a initialization phase to setup the password. With the
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Alice Bob

Public Channel

pwA ←R D
g ←R G
a ←R Z∗

q

yA = ga mod p

KA = h(Alice, Bob, pwA)

MA = MACKA
(Alice, Bob, g, p, q, yA) g,p,q,yA,MA−−−−−−−−−→

Authenticated Channel
pwA−−−−−−−−−−−→ K′

A = h(Alice, Bob, pwA)

M ′
A = MACK′

A
(Alice, Bob, g, p, q, yA)

check M ′
A = MA

if TRUE

pwB ←R D
b ←R Z∗

q

yB = gb mod p

KB = h(Alice, Bob, pwB)

MB = MACKB
(Alice, Bob, g, p, q, yB)

else

terminate

Public Channel
yB,MB←−−−−−−−−−−−−

Authenticated Channel

K′
B = h(Alice, Bob, pwB) pwB←−−−−−−−−−−−

M ′
B = MACK′

B
(Alice, Bob, g, p, q, yB)

check M ′
B = MB

if FALSE

terminate

Fig. 1. Proposed protocol

password, the users authenticate themselves to their communication partners
by using the password as a symmetric key or adding the password into some
operations for public key exchange or session key establishment. We denote the
password as pre-shared password. Since the password has very low entropy, pre-
shared password based schemes must consider the security against a dictionary
attack. In particular, the password should not be revealed during exchanging
the public keys or building a session key to prevent an adversary from an im-
personation attack. In our scheme, users share a password after they exchange
their public key and MACs of the keys. We denote the password as post-shared
password. Since a sender transmits his/her password through an authenticated
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channel in a few seconds after sending the public key and MAC, it is very hard
for an adversary to modify the transmitted messages. Namely, the adversary
should find out the password used to make a MAC key in a few second to switch
the messages from a sender to a receiver with the messages which she made
to impersonate the sender. We note that if we adopt an authenticated chan-
nel in pre-shared password schemes, an adversary can impersonate a user by
eavesdropping the authenticated channel to obtain a password. For example, if
Alice and Bob use a phone-call as an authenticated channel, then an adver-
sary standing around Alice can hear her voice when she tells Bob her one-time
password.

Remark 2 (Authenticated Channel).
In our scheme, we assume an authenticated channel and it is not strong assump-
tion. In the real world, we have many methods to authenticate communication
partners. A telephone is a good equipment as an authenticated channel. If Alice
knows Bob well, then she can easily distinguish Bob’s voice from others’ voices.
They can also use television telephone system to authenticate each other. If they
are in a same room, then they can exchange papers containing their passwords.
We note that we only use the authenticated channel to share a password. Obvi-
ously, it is very hard to read or say the long and complex strings, i.e., a public
key, but it is very easy for the short password. So, using an authenticated channel
to share a password is practical.

5 Efficiency

Table 1 shows the comparison results of our scheme with existing authentication
schemes. In the table, Cost means the computation and communication cost
to authenticate the communicating users and exchanged messages to achieve a
cryptographic goal such as public key authentication and session key establish-
ment. TTP denotes the trusted third party. We also present the role of each
TTP and we can easily recognize that all of the schemes excluding our scheme
do not work without help of TTP.

Table 1. comparison results of our scheme with other authentication mechanisms

Protocols Cost for authentication TTP
PKI very high CA
PBS low (knowledge of password check) Server
IBS very low (public information validity check) PKG

Proposed scheme very low (two MAC operations) None

Because of the lack of the pages, we only provide the brief comparison results.
More detailed comparisons with other schemes will be shown in the full paper.
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6 Conclusion

We pointed out that public key authentication especially through PKI can not
be preserved if a CA is shut down or destroyed. To prepare the such situations,
we proposed a practical solution for public key authentication by setting an au-
thentication channel and adopting a MAC with post-shared one-time password.
Our idea is a generic scheme so it can be easily adopted in all the environments
where there is no trusted third party such as CA. Therefore, our scheme is very
applicable and it can be also used for the key agreement in the ad-hoc and
ubiquitous environments.
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Abstract. In this paper, we analyze the security of a generalized anony-
mous buyer-seller watermarking protocol recently proposed by Choi and
Park at IWDW 2004. We prove that it has not met the designers’ in-
tended security criteria by showing that an attacker can actually: (1) dis-
cover the unique buyer’s watermark which was chosen by the watermark
certificate center (WCC), and (2) decrypt the encrypted watermarked
digital content without any extra cost. Also, it is surprising to note that
when designing their protocol, the designers did not take into consider-
ation the conspiracy attacks.

Keywords: Digital Watermarking, Buyer-Seller Watermarking Proto-
col, Cryptanalysis, Copyright Protection.

1 Introduction

In this information age, all types of multimedia information are being stored and
processed in digital form, because of many advantages over the traditional analog
counterpart. Unfortunately, since the duplication of digital multimedia content
results in perfectly identical copies, many multimedia content providers are hes-
itant to sell/distribute their content digitally. Digital watermarking [15, 5] and
digital fingerprinting [12, 13] are mainly designed to overcome this problem−the
copyright protection issue. A buyer-seller watermarking protocol is a combination
of both; more precisely, it allows to trace redistribution of the digital contents by
extracting the original buyer’s information (fingerprint) and to prove the content
owner by extracting the sellers’ information (watermark) from the redistributed
contents. Therefore, it does protect the rights and interests of not only the seller
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but also of the buyer. In the literature, many buyer-seller watermarking protocols
have been proposed [1-4, 7-10].

In this paper, we analyze the security of a generalized anonymous buyer-
seller watermarking protocol recently proposed by Choi and Park at IWDW
2004 [3]. At first glance, the new protocol looks quite attractive because it can
be generalized to multi-purchase environments where a set of buyers can pur-
chase multiple distinct contents from a set of sellers, and this solves the open
problem stated in Goi et al. [7]. However, we show that it does not achieve
the security criteria set out by the designers, namely that an attacker can
actually: (1) discover the unique buyer watermark chosen by the watermark
certificate center (WCC), and (2) decrypt and obtain the encrypted water-
marked digital content. It is also surprising that when designing the protocol,
the designers did not consider security against conspiracy attacks when in fact
even Memon and Wong [10] − the designers of the original buyer-seller water-
marking protocol − had commented that it is undesirable to place complete
trust on a single source, including the watermark certification center, and that
such attacks had already been considered extensively in this literature [8, 3,
7]. To solve the conspiracy attack, we refer readers to Goi et al. [7] where the
buyer should generate his own private watermark and convince the certificate
authority that s/he owns the secret watermark, via the zero-knowledge proof
protocol.

1.1 Related Work

In 1998, Qiao and Nahrstedt [14] presented an owner-customer watermark-
ing protocol that solved the problem of rightful ownership. Unfortunately, it
is a symmetric scheme and does not guarantee the buyer’s security. The first
truly buyer-seller watermarking protocol that withheld the buyer’s unique wa-
termark (fingerprint) from the seller was proposed by Memon and Wong [10].
The Memon-Wong protocol is an asymmetric scheme where even the seller is not
able to reproduce the unique watermarked content. Since then, several variants
of this protocol have been proposed in the literature, including the Chang-Chung
protocol and Cheung et al. protocol which were proposed at ICCT ’03 [1] and
HICSS ’04 [2], respectively. Also worth mentioning is the Lei et al. protocol [9]
which is based on the unbinding problem.

Independently of these, the issue of the importance of “anonymity” was raised
by Ju et al. at ICISC ’02 [8] when they presented an anonymous version of the
Memon-Wong protocol. Choi et al. later at ACNS ’03 [3] presented conspiracy
attacks on the Ju et al. variant and further modified it such that it resists
these attacks. However, Goi et al. at ACNS ’04 [7] showed that the Choi et al.
protocol was still insecure against conspiracy attacks and also can not provide full
anonymity. They then proposed a variant that achieves full anonymity. Finally,
Choi and Park at IWDW ’04 generalized on their earlier ACNS ’03 work of
[3] to multi-purchase environments. They also claimed that their protocol can
be implemented for mobile communication by employing mobile agents with an
extra step - delegation step. A comparison of security features and primitive
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requirements of various proposed buyer-seller watermarking protocols is shown
in Table 1.

Table 1. Comparison of Security Features and Primitive Requirements of Various
Buyer-Seller Watermarking Protocols

Memon Ju Chang Choi Cheung Goi Lei Choi
01 02 03 03 04 04 04 04
[10] [8] [1] [3] [2] [7] [9] [3]

Services & Anonymity × √ × √ × √ √ √
Security Conspiracy attacks × × × × × √ × ×
Provided Multi-purchase × × × × × × × √

Primitive Homomorphic † √ √ × √ √ √ × √
Requirements Commutative ‡ × × × √ √ × × ×

Linearity † √ √ √ √ × √ × √

† : Homomorphic encryption algorithm and linear watermarking scheme are defined in
subsection 2.2.
‡ : An encryption algorithm is said to be commutative, if for a multiple encrypted (de-
crypted) message the same resultant ciphertext (plaintext) will be obtained irrespective
of its the order of encryption [7].

1.2 Security Criteria

We describe in this subsection some security criteria that are expected to be
achieved by a sound anonymous buyer-seller watermarking protocol, as follows
[7, 3]:

– Anonymity. A buyer’s identity is protected, unless s/he is found guilty.
– Unlinkability. Nobody is able to determine whether the different water-

marked contents are purchased by the same buyer.
– Traceability. The buyer who has illegally redistributed watermarked con-

tents can be traced.
– No-Framing. Nobody can accuse an honest buyer.
– Non-Repudiation. The guilty buyer cannot deny that the unauthorized

copies of the content were not created by him.

Obviously, the security of a seller-buyer watermarking protocol is dependent
on the underlying watermarking scheme. Hence, the used watermarking scheme
must be collusion tolerant; more precisely, nobody can find and delete the em-
bedded watermark (invisible type) from the content without knowing the water-
mark.

2 Preliminaries

2.1 Notations

For ease of explanation, we stick to the notations used in [3] as follows:
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S the seller who sells the digital multimedia content
B the buyer who can buy watermarked contents anonymously

RC the agent who can verify the buyer’s identity and issue the buyer
anonymous certificates, Cert(y1)

WCC the agent who can issue watermarks to buyers upon request and certify
them

CA certification authority who can issue the certificate and a pair of keys
(x, y) for every agent in the PKI

X original content with m elements x1, x2, ..., xm

W watermark with n elements w1, w2, ..., wn generated by WCC, where
n ≤ m

V watermark with n elements v1, v2, ..., vn generated by the seller, where
n ≤ m

X ′, X ′′ watermarked content
X ⊗ W embed watermark, W into X with insertion operation, ⊗

σ random permutation function chosen by S
t total number of contents to be purchased

text valid set of operations that the agent is allowed to perform while using
the certificates

‖ string concatenation

2.2 Building Blocks

The protocols discussed here use public key cryptography [11]; each agent, A pos-
sesses a pair of keys: public key, yA and private key xA − which are obtained
from a certificate authority center (CA). For convenience, we stick to yA ≡ gxA

mod p, where p is a large prime such that p−1
2 is also a prime, and g is a gen-

erator of the multiplication group, Zp. All arithmetic operations are performed
under Zp, unless otherwise specified. We denote Ey(m) to mean the message, m
encrypted with the public key, y. Any agent can encrypt a message for A using
yA, but only A can decrypt this message with xA: DxA [EyA(m)]. Furthermore, A
can sign a message by encrypting it with xA, denoted as signxA(m). We assume
that all agents have registered with the CA beforehand and have their own pair
of keys: the seller, S with (xS , yS), the buyer, B with (xB , yB), RC with (xR, yR)
and WCC with (xW , yW ). Also, the public-key encryption algorithm used in this
paper must be homomorphic. A well-known homomorphic encryption algorithm
is the RSA with respect to the multiplication operation.

Besides robustness, in terms of various digital processing operations, printing
and re-scanning, and collusion attacks, the underlying watermarking scheme
adopted must have linearity property. This is because the seller needs to permute
the original watermark generated by WCC with a random permutation function,
σ before embedding it into the content. The detailed watermark embedding
process is described as follows:

X ′ = X ⊗ σ(W )
= (x1, x2, ..., xm) ⊗ σ(w1, w2, ..., wn)
= (x1 ⊗ wσ(1)), (x2 ⊗ wσ(2)), ..., (xn ⊗ wσ(n)), xn+1, xn+2, ..., xm
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Therefore, the robust Cox’s invisible watermarking algorithm [5] is a suitable
choice and has intensively been used in Memon-Wong protocol and its variants.

3 An Overview of the Choi-Park Protocol

Basically, there are four steps involved in the Choi-Park Protocol: (1) Registra-
tion, (2) Watermarking generation, (3) Watermark insertion, and (4) Copyright
violator identification.

In order to ensure that Choi-Park protocol works, several typos and mistakes
in [3] have to be corrected. They are:

– Registration step: Firstly, RC should keep (yB, y1, cert(y1)) in database
RC DB, but not (yB, y2, cert(y1)). Further, although the designers did not
consider this, xB2 has to be stored in database RC DB. This is because xB2

is later used during the Copyright violator identification step to prove and
disclose the buyer’s identity if s/he is found guilty; i.e., y

xB2
1 = yB.

– Watermark generation step: Note that (k1, k2, ..., kt) ∈ Zp have to be
chosen carefully, so that the obtained y∗

i = (yki
1 , gki) contains no zero element

of yki
1 , for i = 1, 2, ..., t. Otherwise, the encryption function: Ey∗

i
(m) = (m ·

yki
1 ‖gki) would turn out to be trivial.

– Watermark insertion step: The validity of sign Bi = signxB1
(texti) is

verified by S using y1 = gxB1 (anonymous public key of xB1) but not y∗
i .

Hence, B has to send y1 to S. (This will cause the protocol to become link-
able although it still provides anonymity service.) Furthermore, according to
the definition of the encryption function as used in [3], the final encrypted
watermarked digital content should be defined as Ey∗

i
(X”

i ) = Ey∗
i
(Xi ⊗ Vi ⊗

σi(Wi) ·yki
1 ‖gki), and not, Ey∗

i
(X”

i ) = Ey∗
i
(Xi ⊗Vi ⊗σi(Wi) ·y∗

i ‖gki). There-
fore, the decryption function is performed as follows:

Buyer, B Registration Center, RC
Select:
xB1 , xB2 ∈R Zp, s.t.,
xB1 · xB2 = xB ∈ Zp.
Compute:
y1 = gxB1 .

y1,EyR
(xB2 )−−−−−−−−−−−−−−−−→

Verify (using zero-knowledge proof):
Decrypt (with xR): obtain xB2 .

Check y
xB2
1 =? gxB = yB ,

if yes, generate: cert(y1).
Update RC DB:

(yB, y1, cert(y1), xB2).
cert(y1)←−−−−−−−−−−−−−−−−

Fig. 1. Choi-Park Protocol: Registration
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Buyer, B Watermark Certifiction Center, WCC

cert(y1),t−−−−−−−−−−−−−→
Verify: cert(y1).

Compute: for i = 1, 2, ..., t,
1. (W1, W2, ..., Wt); Wi = (wi1 , wi2 , ..., win).

2. (k1, k2, ..., kt) ∈ Zp.
3. y∗

i = (yki
1 , gki).

4. Enc Wi = Ey∗
i
(Wi) = (Wi · yki

1 ‖gki).
5. sign Wi =signxW (Enc Wi ‖y∗

i ).
Update W DB:

(Wi,Enc Wi,sign Wi, cert(y1)).
Enc Wi,sign Wi,y∗

i←−−−−−−−−−−−−−−−−
Verify: sign Wi with yW .
Decrypt Enc Wi (with xB1):

obtain Wi.

Fig. 2. Choi-Park Protocol: Watermark Generation

Buyer, B Seller, S
Compute:
sign Bi =signxB1

(texti).
Enc Wi,sign Wi,y1,y∗

i ,texti,sign Bi−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
Verify: check sign Wi and sign Bi

using yW and y1, respectively.
Compute:

1. a permutation function σi.
2. X ′

i = Xi ⊗ Vi.
3. Ey∗

i
(X”

i ) = Ey∗
i
(X ′

i) ⊗ σi(Enc Wi)
= Ey∗

i
(Xi ⊗ Vi ⊗ σi(Wi))

= ((Xi ⊗ Vi ⊗ σi(Wi)) · yki
1 ‖gki).

Update Seller DB:
(Enc Wi,sign Wi,sign Bi, y

ki
i , Vi, σi).

Ey∗
i
(X”

i )
←−−−−−−−−−−−−−−−−−

Decrypt (with xB1):
obtain X”

i .

Fig. 3. Choi-Park Protocol: Watermark Insertion

DxB1
[Ey∗

i
(X”

i )] =
Xi ⊗ Vi ⊗ σi(Wi) · yki

1

(gki)xB1

=
Xi ⊗ Vi ⊗ σi(Wi) · yki

1

yki
1

= Xi ⊗ Vi ⊗ σi(Wi) (1)
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Choi and Park claimed here that only the buyer with the secret informa-
tion, xB1 can perform the decryption and then obtain the final watermarked
content, X”

i . However, we prove in Section 4 that it is not true.

For compactness of description, all these steps, except for step (4), are illustrated
in Figures 1, 2 and 3, respectively. The proposed protocol is efficient because each
step can be completed in one round. During the registration step, as shown in
Figure 1, by providing y1 (which is used for achieving anonymity), B convinces
RC of possession of xB1 via a zero-knowledge proof [6]. We omit the copyright
violator identification step as it is straightforward and irrelevant to our attacks
and discussions in this paper. We refer interested readers to [3] for further details.

4 Attacking the Choi-Park Protocol

The main problem of the Choi-Park protocol is the encryption process during
the watermark generation step: WCC encrypts each watermark Wi with y∗

i =
(yki

1 , gki) such that, Enc Wi = Ey∗
i
(m) = (m·yki

1 ‖gki), for i = 1, 2, ..., t. However,
y∗

i , together with Enc Wi and sign Wi, are sent in clear form, both during
the watermark generation step and during the watermark insertion step. This
causes a serious security flaw and the protocol becomes totally insecure. More
precisely, upon receiving/intercepting these messages, the seller/ anyone can
decrypt Enc Wi to obtain the watermark Wi even without ki, and xB1 (which
are secretly kept by WCC and the buyer, respectively). This is because one can
compute (yki

1 )−1, the inverse of yki
1 easily. For instance, the well-known extended

Euclidean algorithm [11] can be used for computing multiplicative inverses in
Zp, where p is an n-bit prime integer. The computational complexity of the
given algorithm is only O((lg p)2) or O(n2); in other words, it can be done in
polynomial time.

Upon computing (yki
1 )−1, we multiply it with Enc Wi = (Wi · yki

1 ‖gki) (note
that doing so is equivalent to decryption) to recover Wi. This disproves the claims
in [3] that only the buyer with knowledge of xB1 can decrypt Enc Wi to get the
unique watermark Wi based on Eq.(1). This causes several serious security issues,
some of which are further explained in detail in following subsections.

4.1 Attacking the Buyer’s Security

By a Malicious Seller. Once a malicious seller has obtained the unique buyer’s
watermark, Wi as described above, then with all other the necessary information,
i.e., X, Vi, σi that he has access to, he can reproduce and redistribute illegally
the watermarked content for his own gain. When the illegal watermarked content
is found in the market, the innocent buyer will be accused. Hence, “no-framing”
and “non-repudiation” cannot be provided.

By any Outsider. With the knowledge of Wi, an attacker can simply embed
it into a digital content which is not (never) purchased by the buyer, who may
never be aware of this. Again, an innocent buyer will be accused.
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4.2 Attacking the Seller’s Security

As mentioned above, with the information yki
1 , the decryption process can be

carried by anyone. Firstly, an attacker intercepts the encrypted watermarked
digital content, Ey∗

i
(X”

i ) during the watermark insertion step and then decrypts
it to obtain the watermarked content, X”

i , although s/he does not pay to the
seller.

5 Discussions

Our attack exploited the fact that y∗
i = (yki

1 , gki) is sent in the clear, and that
the encryption method used by the designers is mere multiplication with yki

1
(followed by concatenation with gki), and correspondingly, the decryption (see
equation (1)) is simply division with the same, which translates to multiplication
with the multiplicative inverse of yki

1 . Although xB1 was used in the generation
of y1 and can therefore be used in the decryption process, the fact is that even
without xB1 , decryption can still be done with y1. This is very clear from equa-
tion (1). This is quite different from the encryption and decryption processes
used in RSA-type schemes where both involved exponentiations.

Finally, it is very surprising that during the design of their protocol Choi and
Park did not take into consideration of the conspiracy attacks. It is obvious that
once the seller colludes with RC or WCC, the anonymity and other security
services provided by the protocol will be compromised totally. In order to solve
this, the buyer should be responsible to generate his/her own private watermark
and convince the certificate authority that s/he owns the secret watermark, via
the zero-knowledge proof protocol, as proposed by Goi et al. in [7].

6 Conclusions

In this paper, we have shown that Choi and Park protocol is flawed. This is due to
the leak of y∗

i during the protocol that allows an attacker to discover the unique
buyer watermark and also further decrypt the encrypted watermarked digital
content. Therefore, it cannot provide “no framing” and “non-repudiation”, “un-
linkability” and “untraceability” security criteria, even if the underlying wa-
termarking scheme is secure. Furthermore, the protocol is not secure against
conspiracy attacks.
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Abstract. Radio Frequency identificiation (RFID) will become an im-
portant technology in remotely object identification systems. However,
the use of RFID tags may create new threats to the security and privacy
of individuals holding RFID tags. These threats bring several problems
which are information leakage of a tag, location trace of individuals and
impersonation of a tag. Low-cost RFID systems have much restrictions
such as the limited computing power, passive power mechanism and low
storage space. Therefore, the cost of tag’s computation should be con-
sidered as an important factor in low-cost RFID systems. We propose an
authentication protocol, OHLCAP which requires only one one-way hash
function operation and hence is very efficient. Furthermore, our protocol
is suitable to ubiquitous computing environment.

1 Introduction

A Radio Frequency Identification (RFID) tag is a microchip that is capable of
transmitting a unique serial number and other additional data through RF(radio
frequency) signals. The goal of a RFID system is to identify objects remotely
by embedding tags into the objects. For example, goods in shops can be tagged
in order to provide automatic theft-detection, or to manage the goods inventory
by using wireless scanning without any handwork. RFID tags are useful tools in
manufacturing, supply chain management, inventory control, etc.

A RFID system is composed of three components; tag, reader and Back-end
database. The characteristics of each component are as follows.

− RFID tag carries an object identifying data. When a tag receives a query from
a reader, the tag transmits information to the reader using RF signals.
− RFID reader reads and re-writes the stored data in a tag. After a reader
queries to a tag and receives information from the tag, the reader forwards the
information to a Back-end database.
− Back-end database is powerful in computational capacity and manages lots
of information related to each tag. Generally we assume that an adversary can
� This research was supported by grant No.R01 − 2004 − 000 − 10704 − 0 from the

Korea Science & Engineering Foundation.

T. Enokido et al. (Eds.): EUC Workshops 2005, LNCS 3823, pp. 945–954, 2005.
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monitor all messages transmitted in wireless communication between a reader
and a tag. However in wired communication between a reader and a Back-end
database, we assume that the reader can establish secure connection with the
Back-end database.

In RFID systems, a RFID tag transmits information to a nearby reader using
RF signals. The RF communication used in RFID systems makes it vulnerable
to various attacks such as eavesdropping, traffic analysis, message interception
and impersonation (e.g., spoofing and replay). Among the various attacks, the
impersonation attack permits an adversary to fool RFID systems. For example,
(1) In case of a spoofing attack, an adversary can replace a tag of an expensive
item with a bogus tag which transmits data obtained from a cheaper item in re-
sponse to a query from a nearby reader. The tag of an expensive item is attached
to some one in shop. When the expensive item passes the checkout counter, a
price of the cheaper item is charged for the expensive item and the expensive
item is still perceived as existent one in shop. (2) In case of a replay attack,
an adversary can impersonate the tag by retransmitting previously transmitted
message between a tag and a reader. Therefore, these attacks allow an adversary
to fool RFID systems. To prevent these attacks, RFID systems should provide
mutual authentication between a reader and a tag to assure that no adversaries
can make valid message.

In this paper, we study mutual authentication scheme as an efficient method
to resolve these problems, especially for low-cost systems. A low-cost RFID tag is
limited in computing power, communication mechanism and storage space since
a RFID chip with approximately 4,000 gates is considered to be low-cost. This
implies that previously classical authentication schemes are not suitable. There-
fore, it is important to construct an efficient authentication scheme for low-cost
RFID systems. Furthermore, we will face up to ubiquitous computing environ-
ment in the near future. It is also important to construct protocol which is well
suitable to ubiquitous computing environment. In this paper, we propose mutual
authentication protocol which is suitable to ubiquitous computing environment.

1.1 Related Work

Researchers have recognized the privacy problem of RFID tags [8] and are con-
tinuing to devise better approaches to protect a user privacy. We describe some
of the related studies below. The simplest physical approach for the protection
of user privacy is to“kill” RFID tags [10] before they was put in the hands of a
user. However, a low-cost RFID tag will be used in numerous applications and
many of these applications may require that tags maintain active state in the
hands of a user. Therefore, this method is not a useful solution. In addition to
“kill” method, other physical methods are Faraday Cage and active jamming
[3]. In addition to “kill” method, other physical methods are Faraday Cage and
active jamming [3]. However, two methods are also not suitable to protect a user
privacy.

Another general approach is using encryption algorithm. In this approach,
messages are encrypted using asymmetric public key algorithms [1, 2, 4] which
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are based on re-encryption method. In [2], Juels et al. proposed a scheme to
protect a user privacy implications of RFID-tags embedded in banknotes. The
resulting ciphertext undergoes periodic re-encryption period. Recently, Avoine
described the privacy issues in RFID banknote protection scheme [1]. In [1, 4],
these schemes are based on universal re-encryption used in Mixnets. However,
this approach cannot protect a user privacy from a malicious reader. If a mali-
cious reader only receives a response from a tag and do not perform re-encryption
operation, then the malicious reader can obtain constant ciphertext. Using this
process consecutively, the malicious reader obtains user’s location history.

The other approach is to design an authentication protocol using one-way
hash function [5, 6, 10]. This approach can prevent an exposure of tag ID using
one-wayness property of hash function. However, schemes of papers [5, 6, 10] pro-
vide partial solutions to protect a user privacy. In [10], whenever a tag receives a
query from a reader, the tag responds with its metaID which is fixed. Therefore,
an adversary can trace the tag using metaID. Ohkubo et al. proposed a protocol
using a hash chain mechanism [6]. This method uses two different hash functions
to protect a user privacy. However, the Back-end database should compute all
the hash chains, i.e., it is impractical. However, an adversary can attack these
schemes [6] using eavesdropping or impersonation attack. Henrici et al. also pro-
posed a simple scheme [5], called hash-based ID variation scheme (HIDV), using
one-way hash function and the scheme enhances location privacy by changing
traceable identifiers on every session. The proposed scheme is not secure against
impersonation attack such as spoofing. Recently, LEE et al. [9] proposed LCAP
protocol which improved HIDV scheme in both efficiency and security. Also,
Rhee et al. proposed challenge-response based RFID authentication protocol
(CRAP) which is suitable to ubiquitous computing environment [7].

1.2 Contribution

We propose an efficient authentication protocol, OHLCAP, for Hash-based low-
cost RFID systems, which is suitable to ubiquitous computing environment. In
Table 1, we show efficiency analysis with respect to computation cost and secu-
rity against various threats in LCAP, CRAP, and OHLCAP. Also, we consider
whether the schemes are suitable to ubiquitous computing environment or not.
– Application: In ubiquitous computing environment, components of the RFID

systems can exist in anywhere. As schemes described in papers [5, 9], if a
tag’s ID should be dynamic value to protect a user privacy, the tag only
communicates with a fixed Back-end database since the tag must synchro-
nize the tag’s dynamic ID value with the Back-end database. However if a
tag’s ID is static value such as CRAP [7], then the tag can perform authenti-
cation protocol with any Back-end database since the scheme does not need
synchronization of the tag’s ID between a Back-end database and the tag.
Therefore, the tag holding static ID is able to communicate with any reader
in ubiquitous computing environment. As shown in Table 1, OHLCAP is
suitable to ubiquitous computing environment because of using static ID.
Although our protocol uses static ID, it is secure against various attacks.
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Table 1. The analysis of efficiency and security

Protocol LCAP CRAP OHLCAP
Memory. Tag 1l 1l 5l

Back-end database 6l 1l 4l

Computation. Tag 2H 3H 1H (+A)

Back-end database 1H ( N
2 + 1)H 1H + ε

Communication. Tag → Reader 1 1
2 l 2l 2 1

2 l

Reader → Tag 1
2 l l 1

2 l

Spoofing Prevention Prevention Prevention

Loss of message Restoration − −

Replay attack Prevention Prevention Prevention

Location privacy Prevention Prevention Prevention

Distributed database environment Unsuitability Suitability Suitability

Notations of Table: l : the output size of a one-way hash function or the length of
ID, H : the cost of a one-way hash function operation, N : the number of tags in a
Back-end database, A : the cost of additional operations except for hash operation in
a tag, ε : the cost of additional operations except for hash operation in a Back-end
database, − : No consideration.
− Memory. : the storage cost of each entity.
− Computation. : the maximum computation cost of each entity during the execution
of an authentication protocol.
− Communication. : the length of bits that a tag and a reader send during the execution
of an authentication protocol.

– Efficiency : As shown in Table 1, we consider a storage cost, a communication
cost, and a computation cost of each entity. As compared with the previously
proposed schemes in Table.1, although OHLCAP stores more secret values
than both LCAP and CRAP, OHLCAP requires that a tag only operates
one one-way hash function operation, and additional operations A which are
four xor-operations and one addition operation. Since both xor-operation and
addition operation are very simple bits operation, hardware embodiment of
these operations is simpler than one-way Hash function. Therefore, OHLCAP
is suitable to a low-cost RFID tag.

Organization of the paper. This paper is organized as follows: In Section 2,
we describe security and privacy risks in RFID systems. We describe our scheme
OHLCAP in Section 3. In Section 4, we analyze our scheme in security. Finally,
we conclude in Section 5.

2 Security and Privacy Risks

2.1 Security Risks

In RFID systems, since an adversary can monitor all messages transmitted in wire-
less communication between a reader and a tag, the adversary can infringe upon
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a person’s privacy using various methods. Therefore, RFID systems must be de-
signed to be secure against attacks such as eavesdropping, traffic analysis, message
interception and impersonation (e.g., spoofing and replay) as described below.

Passive attack - Eavesdropping: A passive adversary can eavesdrop on
messages between a reader and a tag. By eavesdropping, the adversary may
obtain a user’s secret information. So, RFID systems should be designed that the
eavesdropper cannot get any secret information from the eavesdropped messages.

Active attack - Impersonation: An active adversary can query to a tag and
a reader in RFID systems. By this property, the adversary can impersonate the
target tag or reader. There are two types of impersonation attack; replay and
spoofing. Besides of impersonation attack, an active adversary can try to trace
the location of a tag using traffic analysis : distinguishing whether the response
is transmitted by the target tag or not. Therefore, RFID systems should be
designed that an active adversary cannot impersonate a target tag or reader and
distinguish a target tag’s response from a random value.

Active attack - Message interception: In this attack, although an adversary
cannot obtain any information in RFID systems, message interception makes a
target tag unable to operate further. Among the previously proposed schemes,
several schemes such as [5, 9] require that a tag should receive some value from a
Back-end database and update stored values using the received value. If message
interception occurs in these schemes, the Back-end database should be able to
restore the messages. In result, RFID systems can normally operate. Therefore,
RFID systems should be able to detect message interception except that a tag
does not need to receive updating values from a reader for next session.

2.2 Privacy Risks

As mentioned above, an adversary is able to attack RFID systems using various
methods. These attacks make a tag able to disclose sensitive information to
an unauthorized reader. If a link between a tag and a user holding the tag is
established, his movement can be traced by tracking the tag’s ID. This implies
that the adversary infringes a user’s location privacy. To design secure RFID
systems, we should consider these risks in detail below.

−Information Leakage : A person is prone to carrying various tagged objects in
every life. Some of objects such as expensive products and medicine are quite
personal and provide information that the user does not want anyone to know.
In RFID systems, the tag emits only distinguishable information in response to
a query from a nearby reader. So, various personal information can be leaked
without the acknowledgement of the user.
− Traceability : When a target tag transmits a response to a nearby reader, an
adversary can record the transmitted message and can establish a link between
the response and the target tag. Once a link established, the adversary is able
to know the user’s location history.
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3 Our Hash-Based Low-Cost Authentication Protocol

In this section, we describe our OHLCAP for Hash-based low-Cost RFID sys-
tems. OHLCAP consists of set-up and mutual authentication phases.

3.1 System Set-Up

Let H : {0, 1}∗ → {0, 1}l be a one-way hash function, where a hash value space
belongs to {0, 1}l. ID denotes identity of a tag and is a unique value in {0, 1}l. In
the set-up phase, both a tag and a Back-end database store several secret values
and tag’s ID. Data fields of a tag and a reader are initialized to the following values:

1. Back-end Database : First, a Back-end database divides identities of tags
into several groups. If a number of system’s tags are N(= mn), a Back-end
database divides it into n groups which include m identities of tags and
generates a group index GI in each group, as shown Figure 1. Then, data
fields of a Back-end database are initialized to GI, ID, K, S and DATA. The
Back-end database needs a one-way hash function to execute hash function
operation.
• GI is a group index of tags with l-bit string. If a tag belongs to i-th

group, GIi is a group index of the tag.
• K is a secret value with l-bit string and is stored in all tags. S is a tag’s

secret value with l-bit string.
• ID is l-bit string, which is used for identifying. Tag’s IDs differs from

group indices GIi, i ∈ {1, ..., n}.
• DATA stores an accessible information about each tag, e.g., a secret value S.

2. Reader : A reader picks uniformly a random value rwith {0, 1}l. A reader does
not need to execute any operation. A reader merely forwards a tag’s message
(or a Back-end database’s message) to a Back-end database (or a tag).

3. Tag : The data field of a tag is initialized to its own ID, GI, K and S, c.
The tag stores ID, GI, K, S, and a counter c. The counter c is initialized

Fig. 1. Back-end database framework
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by an arbitrary value, which is l-bit string. Whenever a tag receives a query
from a nearby reader, the tag increase a counter c. To execute a one-way
hash function operation, the tag needs a one-way hash function.

3.2 Mutual Authentication - OHLCAP

When a reader queries to a tag, the tag and the reader authenticate each other
as shown in Figure 2. To help to understand OHLCAP protocol, we assume that
the tag belongs to i-th group.

Notations. The addition operation of bits is denoted by + and the exclusive-or
(xor) operation of bits is denoted by ⊕. m‖w denotes the concatenation of two
messages, m and w.

Fig. 2. OHLCAP protocl

Step 1. A reader picks a random value r and sends Query and r to a nearby tag.

Step 2. To respond to the query of the reader, the tag checks a random value
r whether it is all zero value or not.
1. If r value is all zero, the tag sends “stop” message to the reader and

halts the protocol.
2. Otherwise, the tag performs processes as follows.

– The tag computes A1= K ⊕ c, A2 = ID + (GIi⊕r⊕c) mod (2l−1)
using r, c and its own ID, GIi and K.

– Also, the tag computes B=H(ID||(S⊕GIi)||(r⊕c)) using ID, c, r,
GIi and S, and sends A1, A2 and BR to the reader, where BR is a right
half of B, so BR has the length of 1

2 l bit.
– Then, the tag increases the counter c which should not exceed 2l-1.

If the counter c exceeds 2l-1, it is initialized by initial c.
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Step 3. Upon receiving A1, A2 and BR from the tag,
1. The reader forwards A1, A2, BR and r to the Back-end database.
2. The Back-end database computes c′= A1⊕K and ID′j=A2-(GIj ⊕ r ⊕

c′) mod (2l-1) using all group indices GIj, j ∈ {1, ..., n}.
3. The Back-end database checks if one of computed ID′j(∈{1,...,n}) is match-

ing to one of the stored IDs in the Back-end database. If this process
succeeds, the Back-end database check if the GIj used to compute ID′j is
equal to the group index GIi that contains the matching ID′j.
– If this succeeds, the Back-end database computes H(ID||(S⊕GIi)||(r

⊕c)) using c, r, GIi, S and the matched ID.
– Otherwise, the Back-end database halts this process.

4. Then, the Back-end database authenticates the tag by checking if the
right half of the computing value H(ID||(S⊕GIi)||(r⊕c)) is equal to the
received value BR .

5. The Back-end database sends BL to the reader, where BL is a left half of
B. the reader forwards BL to the tag.

Step 4. The tag authenticates the reader by checking if the received value BL
is equal to the left half of B of step 2.

4 Security Analysis

In this section, we analyze our protocol OHLCAP in security. Considering attack
methods in described section 2.2, we analyze the security of our protocol against
the threats introduced in section 2.2; information leakage and traceability.

Information Leakage. In OHLCAP, an adversary must be authenticated to
get any sensitive information in a tag. To pass authentication protocol with-
out knowing GI, K, c, S and ID, an adversary only must guess BL value after
collecting messages A1, A2, and BR. However, because of one-wayness property
of hash function H , the adversary cannot get sensitive information of BL from
A1, A2 and BR. In OHLCAP, since an adversary does not know a secret K, even
if the adversary eavesdrops A1, the adversary cannot get the tag’s group index
GI. So, the adversary cannot get any information of BL from A2. Therefore, the
adversary has to randomly pick a string from {0, 1} 1

2 l. Also, even if an adversary
collects the hash values BL, BR, the adversary cannot get information of tag’s
ID. In order to guess the target tag’s ID, the adversary has to randomly select a
string from {0, 1}l by one-wayness property of hash function H . Therefore, the
advantage of the adversary is at most 1

2(l/2) + 1
2l , which is negligible.

Traceability. Our OHLCAP protocol guarantees location privacy by using re-
freshed values r,c, where r and c are refreshed by a reader and a tag in each
session, respectively. Even if a malicious reader does not refresh a random value
r, a tag transmits the refreshed values that are refreshed by a counter c, where
the counter c is refreshed by a tag in each session.

− In OHLCAP protocol, an adversary can eavesdrop on A1, A2 in between a
reader and a target tag. Since the adversary does not know secret K, she is not
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able to extract the c value. Thus, the adversary cannot obtain the tag’s group
index GI from eavesdropped messages A1, A2. Therefore, it is impossible that the
adversary obtains the target tag’s ID. This means that the adversary cannot
trace the target tag.
− In OHLCAP protocol, since all tags in one group uses an identical group index
GI and a secret K, we consider a special attack that an adversary obtains secret
value K and some GIj (j ∈ {1, ..., n}) by only attacking physically some tag. This
tag is unable to operate further. The adversary try to attack OHLCAP using
obtained values. First, the adversary eavesdrops on A1, A2, BL and BR between
a reader and a target tag. Then, the adversary can extract a counter c from A1

using the value K and compute a some ID′ from A2 by using obtained values GIj.
The adversary does not know whether a computed ID′ is the tag’s ID or not.
So, by using one-way hash function, the adversary should check if eavesdropped
value B is equal to H(ID′ ||(S⊕GIj)||(r⊕c)). However, the adversary does not
know a secret value S. Therefore, the adversary is not able to check if a computed
ID′ is the target tag’s ID, and cannot compute the target tag’s ID. Thus, the
adversary cannot trace the target tag.

In RFID systems, as mentioned in section 2.1, an adversary can attack var-
ious attacks such as eavesdropping, traffic analysis, message interception and
impersonation. In order to analyze about a user privacy protection of our pro-
tocol, we only consider attacks such as eavesdropping and traffic analysis. Now,
we show that our protocol is secure against remaining attacks such as message
interception and impersonation(e.g., spoofing and replay).

Impersonation. In our protocol, impersonation attack can be prevented by
mutual authentication between a reader and a tag. In OHLCAP, an adversary
cannot impersonate a target tag using a replay attack since the valid massage is
refreshed in each session by a random value r and a counter c. Also, an adversary
queries a target tag by impersonating as a reader, receives messages back from
the target tag, then she may try a spoofing attack to impersonate the target tag.
However, without knowing ID, GI, S of the target tag, the adversary is unable
to compute a half right BR of the B that can only be generated by the target tag.
Therefore, it is impossible to impersonate the target tag by a spoofing attack in
OHLCAP.

In OHLCAP, a tag does not receive any message from a reader in order to
update own ID. Even if loss of message occurs between a tag and a reader, the
tag increases a counter c by itself and computes A1, A2, BR using r received
from a nearby reader in next session. Therefore, message intercetpion does not
need to be considered in OHLCAP.

5 Conclusion

We have proposed an efficient and secure authentication protocol OHLCAP to
protect a user privacy, especially for low-cost RFID systems in ubiquitous com-
puting environment. The proposed scheme needs only one one-way hash function
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operation and hence is quite efficient. Leakage of information is prevented in the
scheme since a tag emits its information only after authentication. By refreshing
a message transmitted from a tag in each session, OHLCAP also provides a lo-
cation privacy and is secure against many attacks such as eavesdropping, traffic
analysis, message interception, spoofing and replay.
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Abstract. In 2005, Chang et al. proposed a simple authenticated key
agreement and protected password change protocol. However, Chang et
al.’s schemes are still susceptible to stolen-verifier attack and Denial-of-
Service attacks. Accordingly, the current paper demonstrates the vulner-
ability of Chang et al.’s schemes to two simple attacks and then presents
an improved scheme to resolve such problems. In contrast to Chang et
al.’s protected password change protocol, the proposed protected pass-
word change protocol can securely update user passwords without a com-
plicated process, while also providing greater security.

Keywords: Cryptography, Authentication, Password, Key agreement,
Password change, Dffie-Hellman key agreement.

1 Introduction

The Dffie-Hellman key agreement scheme [1], which developed to provide a
common session key between two parties, is an epochal breakthrough that can
produce a common session key without any prior common information. How-
ever, this method has a weakness of possible man-in-the middle attacks [2].
Recently, Seo and Sweeney [3] proposed a new key agreement protocol based on
the Diffie-Hellman protocol called the simple authenticated key agreement algo-
rithm (SAKA). In the SAKA protocol, two parties have a pre-shared password
[4] for data communication, produce a session key by exchanging messages, and
confirm each other. Because they can simplify key agreement, SAKA-like pro-
tocols are widely used in research on key agreement, and therefore there have
been numerous attempts to enhance SAKA-like protocols.

In 2002, Yeh and Sun [5], and Kobara and Imai [6] combined the pre-shared
password technique and the Diffie-Hellman scheme to achieve the same purpose
as the SAKA-like schemes. In 2005, Chang et al. [7] modified Yeh and Sun’s
SAKA-like protocol to improve its efficiency and also proposed a protected pass-
word change protocol to achieve user authentication and to arbitrarily change
a password. Chang et al.’s key agreement protocol requires fewer steps and less
computation cost then the Kobara-Imai scheme. Moreover, Chang et al. not
� Corresponding author.
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c© IFIP International Federation for Information Processing 2005



956 E.-J. Yoon and K.-Y. Yoo

only give a heuristic security analysis, but also formally prove it using Ballare,
Poincheval and Rogaway’s model [8].

However, Chang et al.’s schemes are still susceptible to stolen-verifier attack [9],
in which obtaining the secret data stored in a server can allow an illegitimate user
to login to a server as a legitimate user. Additionally, their protected password
change protocol suffers from a Denial-of-Service attacks [9], in which an attacker
can easily make the server reject all subsequent login requests from any user. Ac-
cordingly, the current paper demonstrates that Chang et al.’s schemes are vul-
nerable to stolen-verifier attack and Denial-of-Service attacks and also presents
an improved scheme to isolate such problems. In contrast to Chang et al.’s pro-
tected password change protocol, the proposed schemes can securely update user
passwords without a complicated process, while also providing greater security.

The remainder of this paper is organized as follows: Section 2 defines the se-
curity properties. Section 3 briefly reviews Chang et al.’s schemes, then Section
4 demonstrates stolen-verifier attack and Denial-of-Service attacks with their
schemes. The proposed schemes are presented in Section 5, while Section 6 dis-
cusses the security of the proposed schemes. Our conclusions are presented in
Section 7.

2 Security Properties

The following security properties of the authentication protocols should be con-
sidered. Password authentication protocols are very subject to replay, password
guessing, and stolen-verifier attacks [9].

(1) Replay attack: A replay attack is an offensive action in which an adversary
impersonates or deceives another legitimate participant through the reuse
of information obtained in a protocol.

(2) Guessing attack: A guessing attack involves an adversary simply (randomly
or systematically) trying passwords, one at a time, in hope that the correct
password is found. Ensuring that passwords are chosen from a sufficiently
large space can resist exhaustive password searches. However, most users
select passwords from a small subset of the full password space. Such weak
passwords with low entropy are easily guessed by using so-called dictionary
attack.

(3) Stolen-verifier attack: In most applications, the server stores verifiers of
users’ passwords (e.g., hashed passwords) instead of the clear text of pass-
words. The stolen-verifier attack means that an adversary who steals a
password-verifier from the server can use it directly to impersonate a legiti-
mate user in a user authentication execution. Note that the main purpose of
an authentication scheme against the stolen-verifier attack is to reduce the
immediate danger to user authentication. In fact, an adversary who has a
password-verifier may further mount a guessing attack.

Password change protocols allow an authenticated user to change his/her
password. Besides those attacks mentioned above, a password change protocol
is very vulnerable to Denial-of-Service attacks [9].



A New Simple Authenticated Key Agreement 957

(1) Denial-of-Service attack: A Denial-of-Service attack prevents or inhibits the
normal use or management of communications facilities. This attack may
be directed to a specific user. For example, an adversary may perform this
attack to cause the server to reject the login of a specific user.

In addition, the following security properties of session key agreement pro-
tocols should be considered since they are often desirable in some environ-
ments [10].

(1) Implicit key authentication: Implicit key authentication is the property ob-
tained when identifying a party based on a shared session key, which assures
that no other entity than the specifically identified entity can gain access to
the session key.

(2) Explicit key authentication: Explicit key authentication is the property ob-
tained when both implicit key authentication and key confirmation hold.

(3) Mutual authentication: Mutual authentication means that both the client
and server are authenticated to each other within the same protocol, while
explicit key authentication is the property obtained when both implicit key
authentication and key confirmation hold.

(4) Perfect forward secrecy: Perfect forward secrecy means that if a long-term
private key (e.g. user password or server private key) is compromised, this
does not compromise any earlier session keys. In password authentication
with key distribution, forward secrecy is a highly desirable security feature.

3 Review of Chang et al.’s Schemes

This section briefly reviews Chang et al.’s key agreement protocol and protected
password change protocol and then show how stolen-verifier attacks and Denial-
of-Service attacks can work on their protocol. Abbreviations used in this paper
are as follows:

– id: public user identity of client.
– pw: secret and possibly weak user password.
– K: strong secret key of server.
– p, q: large prime numbers p and q such that q|p − 1.
– g: generator with order q in the Galois field GF (p), in which Diffie-Hellman

problem is considered hard.
– a, b: session-independent random exponents ∈ [1, q − 1] chosen by client and

server, respectively.
– sk: shared session key computed by client and server.
– H(·): strong one-way hash function.
– ⊕: bit-wise XOR operation.

3.1 Chang et al.’s Simple Authenticated Key Agreement Protocol

Chang et al’s simple authenticated key agreement protocol works as follows:
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Step 1. Client → Server: RA ⊕ pw

The client chooses a random number a ∈ [1, q − 1], computes RA =
ga mod p, and then sends RA ⊕ pw to the server.

Step 2. Server → Client: RB||H(KB, RA)
After receiving RA ⊕ pw, the server recovers RA by computing (RA ⊕
pw) ⊕ pw. Then the server chooses a random number b ∈ [1, q − 1],
computes RB = gb mod p and KB = Rb

A = gab mod p, and then sends
RB||H(KB, RA) to the client.

Step 3. Client → Server: H(KA, RB)
After receiving RB||H(KB, RA), the client computes KA = Ra

B = gab

modp and verifies whether the received H(KB, RA) is equal to H(KA,
RA). If it holds, the client computes H(KA, RB) and sends it to the server.

Step 4. Server → Client: Access granted / denied
After receiving H(KA, RB), the server verifies whether H(KA, RB) is
equal to H(KB, RB). If it is equal, the client and server agree on the
common session key Key = H(KA) = H(KB) = H(gab mod p).

3.2 Chang et al.’s Protected Password Change Protocol

In Chang et al.’s protected password changing protocol, the server allows the
client to change their old password pw to a new password newpw. Chang et al’s
protected password change protocol works as follows:

Step 1*. Client → Server: RA ⊕ pw||RA ⊕ newpw
The client chooses a random number a ∈ [1, q − 1], computes RA =
ga mod p, and then sends RA ⊕ pw||RA ⊕ newpw to the server.

Step 2*. Server → Client: RB||H(KB, RA)
After receiving RA ⊕ pw||RA ⊕newpw, the server recovers RA by com-
puting (RA ⊕ pw)⊕ pw and uses the recovered RA to derive newpw by
computing (RA⊕newpw)⊕RA. Then the server chooses a random num-
ber b ∈ [1, q−1], computes RB = gb mod p and KB = Rb

A = gab mod p,
and sends RB||H(KB, RA) to the client.

Step 3*. Client → Server: H(KA, RB) ⊕ newpw
After receiving RB ||H(KB, RA), the client computes KA = Ra

B =
gab mod p and verifies whether the received H(KB, RA) is equal to
H(KA, RA). If it holds, the client computes H(KA, RB) ⊕ newpw and
sends it to the server.

Step 4*. Server → Client: Access granted / denied
After receiving H(KA, RB) ⊕ newpw, the server uses the recovered
newpw in Step 2* to derive H(KA, RB) by computing (H(KA, RB) ⊕
newpw)⊕newpw. Then the server verifies whether the recovered H(KA,
RB) is equal to H(KB, RB) or not. If it is equal, the client and server
have successfully changed their shared password pw to the new pass-
word newpw and they can agree on the common session key Key =
H(KA) = H(KB) = H(gab mod p).
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4 Cryptanalysis of Chang et al.’s Schemes

This section shows that Chang et al.’s schemes is vulnerable to a Denial-of-
Service attacks and a stolen-verifier attack.

4.1 Denial-of-Service Attack on Chang et al.’s Protected Password
Change Protocol

Usually, the server closes a login session if the number of error login attempts of
an account exceeds a limited value (e.g. 3 times). Even so, such a client’s account
is still workable and later login requests will pass as long as the correct password
is provided. However, Chang et al.’s protected password change protocol can
suffer from a Denial-of-Service attacks, in which an attacker can easily make the
server reject all subsequent login requests from any client.

In Step 1* of Chang et al.’s protected password change protocol, an attacker
can simply replace new password digest RA ⊕newpw with forged new password
digest RA ⊕ newpw ⊕ X , where X is a random number chosen by the attacker.
After receiving the replaced messages (RA⊕pw||RA⊕newpw⊕X), the server can
retrieve RA from RA⊕pw by computing RA⊕pw⊕pw. Then, the server uses the
recovered RA to obtain modified new password newpw⊕X from RA⊕newpw⊕X
by computing RA ⊕ newpw ⊕ X ⊕ RA.

In step 3*, an attacker can replace H(KA, RB) ⊕ newpw with H(KA, RB) ⊕
newpw ⊕X by using the chosen random number in Step 1*. After receiving the
replaced messages H(KA, RB)⊕newpw⊕X , the server can retrieve H(KA, RB)
from H(KA, RB)⊕newpw⊕X using the obtained value newpw⊕X in the Step
1* and checks whether H(KA, RB) is equal to H(KB, RB) holds or not. Because
it holds, the server will pass the authentication and update a new password as
newpw⊕X . If value newpw⊕X is not equal to the client’s new password newpw,
all subsequent login requests of that client will be rejected until that client has re-
registered with the server. Therefore, Chang et al.’s protected password change
protocol is insecure against Denial-of-Service attacks.

4.2 Stolen-Verifier Attack on Chang et al.’s Schemes

Servers are always the target of attacker, because numerous clients’ secrets are
stored in their databases. The client password stored in the server can be eaves-
dropped and then used to impersonate as the original client. Chang et al. do not
explain stolen-verifier attacks, where obtaining the client password pw stored in a
server can allow an illegitimate client to login to the server as a legitimate client.

In Chang et al.’s protected password change protocol (which includes Chang et
al.’s simple authenticated key agreement protocol), if an attacker has stolen the
password pw from the server, he or she can choose a random number a′, computes
R′

A = ga′
mod p, choose a new password newpw′, and uses R′

A to compute client
password digest R′

A ⊕ pw and client new password digest R′
A ⊕ newpw′ in Step

1*. Then the attacker can send its as a login request to the server and can
impersonate the original client. Therefore, Chang et al.’s schemes is insecure
against stolen-verifier attacks.
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5 Proposed Schemes

This section proposes an improved simple authenticated key agreement proto-
col and protected password change protocol to overcome the above mentioned
problems inherent in Chang et al.’s scheme. In the proposed scheme, the server
stores vpw = (H(id, pw)⊕K)+ K using the server’s secret key K instead of pw
for each client in the database to overcome the stolen-verifier attack.

5.1 Proposed Simple Authenticated Key Agreement Protocol

The proposed simple authenticated key agreement protocol works as follows:

Step 1 Client → Server: id||RA ⊕ H(id, pw)
The user submits his id and pw to the client. The client then chooses a
random number a ∈ [1, q− 1], computes RA = ga mod p, and then sends
id||RA ⊕ H(id, pw) as a login request to the server.

Step 2 Server → Client: RB||H(KB, RA)
After receiving id||RA ⊕ H(id, pw), the server retrieves RA from RA ⊕
H(id, pw) by computing RA ⊕ H(id, pw) ⊕ (vpw − K) ⊕ K. Then, the
server chooses a random number b ∈ [1, q − 1] and computes RB =
gb mod p and KB = (RA)b = gab mod p. Then, the server uses its own
KB and the recovered RA to compute H(KB, RA). The server then sends
RB||H(KB, RA) as the server’s authentication token to the client.

Step 3 Client → Server: id||H(KA, RB)
After receiving RB||H(KB, RA), the client computes KA = (RB)a =
gab mod p and H(KA, RA), and then verifies the consistency between
the retrieved H(KA, RA) and the received H(KB, RA). If the result is
positive, the client computes H(KA, RB) and sends this client authenti-
cation token H(KA, RB) with the id to the server.

Step 4 Server→Client: Access granted / denied
After receiving id||H(KA, RB), the server computes H(KB, RB) using
its own copies of KB and RB , and then checks whether H(KB, RB) =
H(KA, RB) holds or not. If it holds, the server can ensure the client is
legal.

After mutual authentication between the client and the server, H(KA) = H(KB)
= H(gab mod p) is used as the session key, respectively.

5.2 Proposed Protected Password Change Protocol

The protected password change protocol allows a client to change his or her
old password pw to a new password newpw. The proposed protected password
change protocol works as follows:

Step 1* Client → Server: id||RA ⊕ H(id, pw)||RA ⊕ H(id, newpw)
The user submits his or her id and pw to the client. The client then
chooses a random number a ∈ [1, q − 1], computes RA = ga mod
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p, chooses a new password newpw, and uses RA to compute RA ⊕
H(id, pw) and RA ⊕ H(id, newpw). Finally, the client sends id||RA ⊕
H(id, pw)||RA ⊕ H(id, newpw) as a login request to the server.

Step 2* Server → Client: RB||H(KB, RA)
After receiving id||RA ⊕ H(id, pw)||RA ⊕ H(id, newpw), the server re-
trieves RA from RA⊕H(id, pw) by computing RA⊕H(id, pw)⊕(vpw−
K)⊕K. Then, the server uses the recovered RA to obtain H(id, newpw)
from RA ⊕ H(id, newpw) by computing RA ⊕ H(id, newpw) ⊕ RA.
Then, the server chooses a random number b ∈ [1, q − 1] and computes
RB = gb mod p and KB = (RA)b = gab mod p. Then, the server uses
its own KB and the recovered RA to compute H(KB, RA). The server
sends RB||H(KB, RA) as the server’s authentication token to the client.

Step 3* Client → Server: id||H(KA, RB, H(id, newpw))
After receiving RB ||H(KB, RA), the client computes KA = (RB)a =
gab mod p and H(KA, RA), then verifies the consistency between the
retrieved H(KA, RA) and the received H(KB, RA). If the result is pos-
itive, the client computes H(KA, RB, H(id, newpw)) and sends this
client authentication token H(KA, RB, H(id, newpw)) with the id to
the server.

Step 4* Server→Client: Access granted / denied
After receiving id||H(KA, RB, H(id, newpw)), the server computes the
hash value H(KB, RB, H(id, newpw)) using its own copies of KB, RB

and the recovered H(id, newpw) in the Step 1*, and then checks whether
H(KB, RB, H(id, newpw)) = H(KA, RB , H(id, newpw)) holds or not.
If it holds, the server can ensure the client is legal and replaces vpw
with (H(id, newpw) ⊕ K) + K.

After mutual authentication between the client and the server, H(KA) = H(KB)
= H(gab mod p) is used as the session key, respectively.

6 Security Analysis

This subsection provides the security analysis of the proposed schemes. First,
we define the security terms [10] needed for security analysis of the proposed
schemes as follows:

Definition 1. A weak secret (password) is a value of low entropy W (k), which
can be guessed in polynomial time.

Definition 2. A strong secret key (K) is a value of high entropy H(k), which
cannot be guessed in polynomial time.

Definition 3. The discrete logarithm problem (DLP) is explained by the fol-
lowing: Given a prime p, a generator g of Z∗

p , and an element β ∈ Z∗
p , find the

integer α, 0 ≤ α ≤ p − 2, such that gα ≡ β(modp).

Definition 4. The Diffie-Hellman problem (DHP) is explained by the following:
Given a prime p, a generator g of Z∗

p , and elements ga(modp) and gb(modp),
find gab(modp).
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Definition 5. A secure one-way hash function y = H(x) is one where given x,
computing y is easy and given y, computing x is hard.

Here, seven security properties: replay attack, password guessing attack, stolen-
verifier attack, server spoofing attack, Denial-of-Service attack, mutual authenti-
cation, and perfect forward secrecy, must be considered for the proposed schemes.
Under the above definitions, the following theorems are used to analyze seven
security properties in the proposed schemes.

Theorem 1. The proposed schemes can resist the replay attack.

Proof. The attacker intercepts id||RA ⊕ H(id, pw) sent by the client in Step
1 and uses it to impersonate the client when sending the next login message.
However, he/she has no ability to make a correct response id||H(KA, RB) in
Step 3 because the random challenge RA and RB separately generated by the
client and server are different every time. On the other hand, since the messages
sent by the server and the client are different, the attacker cannot intercept any
messages between them and then replay them to the other parties. Furthermore,
obtaining RA = ga mod p and RB = gb mod p is computationally infeasible, as
it is a discrete logarithm problem. Therefore, without knowing RA and RB, the
attacker cannot impersonate the client or the server.

Theorem 2. The proposed scheme can resist the password guessing attacks.

Proof. On-line guessing attacks can be prevented by letting the server take ap-
propriate intervals between trials. As described in Definition 1, weak passwords
with low entropy are easily guessed in off-line guessing attacks. To avoid this
problem, there must be no verifiable information on passwords in message ex-
changes. In the improved schemes, the password pw is protected by the client’s
random integer RA. As such, no one can reveal the pw from the client’s login
message id||RA ⊕H(id, pw) without knowing the client’s random integer RA. If
the attacker wants to guess the client’s password, he or she first must guess a
password pw′ and then finds RA = RA ⊕ H(id, pw) ⊕ H(id, pw′). However, the
attacker has to break the discrete logarithm problem and Diffie-Hellman problem
to find RA = ga mod p in Step 1 and KB = gab mod p in Step 2, respectively.
Hence, without knowing RA and KB, the attacker cannot verify the correctness
of the guessed password by checking RA ⊕H(id, pw) = RA ⊕H(id, pw′) in Step
1 and H(KA, RB) = H(K ′

A, RB) in Step 3, respectively. For the same reason,
the attacker cannot guess session key H(KA) = H(KB) = H(gab mod p) from
the server’s response message RB||H(KB, RA) in Step 2 or from the client’s re-
sponse message id||H(KA, RB) in Step 3 because H(·) is a secure one-way hash
function.

Theorem 3. The proposed scheme can resist the stolen-verifier attack.

Proof. Servers are always the target of attacks. An attacker may acquire vpw =
(H(id, pw)⊕K)+K stored in the server. However, without knowing the server’s
strong secret key K, the attacker cannot forge a login request to pass the authen-
tication, as H(id, pw) is hidden in vpw = (H(id, pw)⊕K)+K using the server’s
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strong secret key K. Thus, the correctness of the guessed password cannot be
verified by checking (H(id, pw′) ⊕ K ′) + K ′ = vpw, where pw′ is the guessed
client’s password and K ′ is the guessed server’s strong secret key.

Theorem 4. The proposed scheme can resist the server spoofing attack.

Proof. The proposed schemes use the client’s password H(id, pw) to ensure that
only the real server can obtain RA from the client’s login message id||RA ⊕
H(id, pw). After verifying the identity of the client, the server sends a correct
response RB ||H(KB, RA) to the client to achieve mutual authentication in Step
2. Due to the discrete logarithm problem and Diffie-Hellman problem, an il-
legal client cannot compute Diffie-Hellman key KA = KB = gab mod p from
RB||H(KB, RA) and then make a correct response id||H(KA, RB) in Step 3.

Theorem 5. The proposed protected password change protocol can resist a
Denial-of-Service attacks.

Proof. In step 1* of the proposed protected password change protocol, an at-
tacker can replace new password digest RA ⊕ H(id, newpw) with forged client
password digest RA ⊕H(id, newpw) ⊕X , in which X is a random number cho-
sen by the attacker. In Step 2*, after receiving the replaced messages id||RA ⊕
H(id, pw)||RA⊕H(id, newpw)⊕X , the server retrieves RA from RA⊕H(id, pw)
by computing RA ⊕ H(id, pw) ⊕ (vpw − K) ⊕ K. Then, the server uses the re-
covered RA to obtain replaced new password verifier H(id, newpw) ⊕ X from
RA ⊕H(id, newpw)⊕X by computing RA ⊕H(id, newpw)⊕X ⊕RA. However,
in the proposed protocol, a check item H(KA, RB, H(id, newpw)) for new pass-
word is added in Step 3*. The server then updates replaced password verifier
H(id, newpw)⊕X only if the computed hash value H(KB, RB, H(id, newpw)) is
equivalent to the received H(KA, RB, H(id, newpw)). But an attacker
cannot computes this session key KA = gab mod p in hashed value H(KA, RB,
H(id, newpw)) because the discrete logarithm problem, the Diffie-Hellman prob-
lem, and a secure one-way hash function.

Theorem 6. The proposed scheme provides mutual authentication.

Proof. The proposed schemes use the Diffie-Hellman key exchange algorithm [1]
to provide mutual authentication; then the key is explicitly authenticated by a
mutual confirmation session key, KA = KB = gab mod p.

Theorem 7. The proposed scheme provides the perfect forward secrecy.

Proof. In the proposed schemes, since the Diffie-Hellman key exchange algorithm
is used to generate a session key KA = KB = gab mod p, perfect forward secrecy
is ensured, as an attacker with a compromised client’s password pw is only able
to obtain the RA = ga mod p and RB = gb mod p from an earlier session. In
addition, it is also computationally infeasible to obtain the session key gab from
ga and gb, as it is a discrete logarithm problem and Diffie-Hellman problem.
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7 Conclusions

The current paper demonstrated that Chang et al.’s simple authenticated key
agreement and protected password change protocol is vulnerable to stolen-verifier
attack and also demonstrated that their protected password change protocol suf-
fers from a Denial-of-Service attacks. We present an improved scheme to isolate
such problems. In contrast to Chang et al.’s schemes, the proposed schemes can
securely update user passwords without a complicated process, while also provid-
ing more security. Therefore, the proposed protocols are more secure than other
SAKA-like schemes and protected password change protocols.
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Abstract. In this paper, we propose a method for enlarging quanti-
zation steps of a QIM watermarking scheme which determines the per-
ceptual quality and robustness of the watermarked images. In general,
increasing the quantization steps leads to good robustness but poor per-
ceptual quality of watermarked images and vice versa. However, if we
choose the quantization steps considering the expected quantization re-
sults as well as the original images, we can increase both robustness and
perceptual quality of the watermarked images.

1 Introduction

The advent of the Internet and the wide availability of digital consumer devices
such as digital cameras, scanners, and printers make production and distribution
of digital contents proliferated. In contrast with analog contents, one can make
copy of digital contents without degradation and can tamper without being
detected easily. Thus, demanding means for copyright protection is increased
rapidly and the digital watermarking is considered as an efficient solution.

Watermarks and watermarking schemes can be divided into various categories
in various ways. According to working domain, there are two types of water-
marking scheme, spatial domain and frequency domain. The frequency domain
schemes are generally considered more robust than the spatial domain schemes
and are based on DCT(discrete cosine transform)[3, 4, 13] and DWT(discrete
wavelet transform)[12, 14] in general. Various techniques are introduced and ap-
plied to watermarking schemes such as spread spectrum[3], SVD(Singular Value
Decomposition)[9, 10, 11, 12, 13, 14] and QIM(Quantization Index Modulation)[5,
6, 7, 8, 14].

The QIM watermarking scheme proposed by Chen et al. at first, is a blind
watermarking model and more robust than spread spectrum or LBM(low-bit
� This work was supported by the University IT Research Center Project funded by
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modulation) one[5]. Though its usefulness and robustness, an attacker can make
the watermark undetectable by knowing the quantization steps which are pub-
licly known after proving the existence of watermark.

In this paper, we propose a method for enlarging quantization steps for QIM
watermarking scheme which determines the perceptual quality and robustness
of the watermarked images. The rest of this paper organized as follows. Section
2 outlines general watermarking model, QIM watermarking scheme, distortion-
compensated QIM scheme and Bao’s image-adative QIM scheme. Section 3 de-
scribes the proposed method for deciding quantization steps. Section 4 presents
experimental results. This paper is concluded in Section 5.

2 Related Works

2.1 Watermarking Model

Watermarking is the process that embeds data called a watermark, tag or an-
other image into a multimedia object such that watermark can be detected or
extracted later to make an assertion about the object. Let us denote the mul-
timedia object(host signal) by x, the watermark by m, the watermarked object
by y, and the extracted(or detected) watermark by m′, then the general model
of watermarking can be depicted as Fig. 1[5].

( , )E x mx

m

k

Communication
Channel

y
( )D z

z

m′

k ′
 noise or attack

n

Fig. 1. General Watermarking Model

In Fig. 1, the n can be considered as noise or attack performed by general
signal processing such as compression, rotation, resize, crop, and blurring. The
E(·, ·) and D(·) are embedding function and detecting(extracting) function re-
spectively. If the embedding key k and the detecting key k′ are the same then
the scheme is called symmetric watermarking scheme. In detecting, if the host
signal is required then the scheme is called non-blind watermarking scheme.

2.2 Quantization Index Modulation

Chen et al. developed in 1998 a framework for characterizing the inherent trade-
offs between the robustness of the embedding, the distortion to the host signal,
and the amount of data embedded and designed a framework of information
embedding systems, namely quantization index modulation(QIM), aiming at op-
timizing the rate-distortion-robustness trade-offs[5]. They developed a method,
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the dither modulation, to realize and demonstrate the QIM framework where the
embedded information would modulate the dither signal of a dithered quantizer.

QIM embedding methods embed information in the host signal components
by quantizing them with a quantizer chosen from an ensemble of quantizers.
The watermark m determines the choice of quantizer. For example if one wishes
embed one bit(m = 0 or m = 1) in one host signal component of x, then
y = q(x, m), where q(·, 1) and q(·, 0) are two different quantizers. In Fig. 2 q(·, 1)
and q(·, 0), depicted as � and × respectively, are uniform, scalar quantizers with
step size Δ. In this case both the reconstruction points, which are shown as  and
� points, and the quantization cells of the two quantizers are shifted versions
of each other so the quantizers are dithered quantizers, and this type of QIM is
known as dither modulation.

0
Δ

×× � ��

xy y

Fig. 2. Quantization Index Modulation

If the watermark m to be embedded is 1 then the �-quantizer should be used
and thus the quantized value(reconstruction point) will be y2. In the same way,
the quantized value will be y1 if m = 0.

Intuitively, properties of the quantizer ensemble can be related directly to
the performance parameters of rate, distortion and robustness. For example, the
number of quantizers in the ensemble determines the information embedding rate
r. The distance(Δ) of reconstruction points determines the embedding induced
distortion and robustness.

The general dither modulation scheme is described bellows.

1. Prepare host signal vector x = (x1, ..., xn), quantization step vector Δ =
(Δ1, ...Δn) and watermark vector m = (m1, ..., mn).

2. For i = 1, ..., n, repeat the followings.
(a) Set d =

⌊
xi

Δi

⌋
(b) If mi = 1, then

If d(mod 2) ≡ 0, then yi = dΔi + Δi

2
Else if (d ≤ xi), then yi = (d + 1)Δi + Δi

2 else yi = (d − 1)Δi + Δi

2
(c) If mi = 0, then

If d(mod 2) ≡ 1, then yi = dΔi + Δi

2
Else If (d ≤ xi), then yi = (d + 1)Δi + Δi

2 else yi = (d − 1)Δi + Δi

2 .
3. Publish (y1, ..., yn) and (Δ1, ..., Δn).
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2.3 Distortion-Compensated Quantization Index Modulation

Although quantization-based methods have been presented since the beginnings
of watermarking, it was not until very recently that the idea was revisited from
a sound theoretical perspective in the form of a data hiding scheme known as
QIM, which hides information by constructing a data-driven set of quantizers.
This was later connected to an old paper by Costa to realize that by adding back
a fraction of the quantization error, performance could be significantly improved.
This scheme was thus termed distortion compensated QIM (DC-QIM)[7].

If we denote the information embedding induced distortion(i.e. quantization
error) as

e = q(x, m) − x, (1)
then a fraction of error can be compensated by

y = q(x, m) − (1 − α)e, (0 < α ≤ 1). (2)

Obviously, the DC-QIM can not improve both robustness and perceptual
quality, but adjust the robustness-distortion trade-off.

2.4 Bao’s Image-Adaptive Watermarking Scheme

Bao et al. proposed an image-adaptive watermarking scheme for image authen-
tication by applying a quantization index modulation process on the SVs of the
images in wavelet-domain[14]. SVD(Singular Value Decomposition) is a numer-
ical analysis. The most interesting property of SVD for digital watermarking
schemes is that the SVs of an image are very stable, that is, when a small per-
turbation is added to an image, its SVs do not change significantly. For more
details on SVD, refer [1, 2]. The scheme is described as follows.

Computing Quantization Steps Phase

1. An image I = x0x1 · · · xl is transformed into wavelet subbands. In each of
the subbands, the coefficients are segmented into blocks Bi(i = 1, ..., n)of
size k × k and SVDs for each of the blocks are computed.

2. Calculate the standard deviation σBi and average value mBi for DWT coef-
ficients of each block Bi.

3. Calculate the value wi for each block Bi

wi = cmmBi + cσσBi

where cm and cσ are the weight parameters for mBi and σBi .
4. Calculate wM = max(wi) and wm = min(wi) for all wi.
5. Compute the quantization step Δi for block Bi as

Δi = qsmin + (qsmax − qsmin)
wi − wm

wM − wm
, i = 1, ..., n

where qsmin and qsmax are the minimum and maximum quantization step
values, respectively, specified by user.

In their experiment, they set qsmin = 9 and qsmax = 36 or 45, and let cm = 1.0,
cσ = 3.0.
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Embedding and Extracting Watermark Phase

1. Compute nv = ‖v‖ + 1, v =
(
λi

1, ...λ
i
k

)
, where v is a vector formed by the

SVs of each block Bi.
2. Compute S =

⌊
nv

Δi

⌋
, where Δi is the quantization step for nv corresponding

to the block Bi that is computed in the computing quantization steps phase.
3. IF (mi = 1 ∧ S(mod 2) ≡ 1), then S = S + 1

IF (mi = 0 ∧ S(mod 2) ≡ 0), then S = S + 1
4. Compute the value n′

v = ΔiS + Δi

2 and the modified SV

(
γi
1, ..., γ

i
k

)
=
(
λi

1, ..., λ
i
k

)
× n′

v

nv
.

5. Reconstruct the blocks and watermarked image using the modified SVs.

Let B̃i be a block with an embedded watermark bit, the extraction of the
watermark can be described as follows.

1. Segment the watermarked image into blocks B̃i(i = 1, ..., n) of size k × k
after wavelet transform.

2. Compute the value ñv = ‖u‖+1, u =
(
γi
1, ..., γ

i
k

)
, where u is a vector formed

by the SVs of each block B̃i.
3. Compute S =

⌊
ñv

Δi

⌋
.

4. IF S(mod 2) ≡ 0, then the embedded bit is 1. Otherwise, it is 0.

3 Proposed Method

3.1 Basic Ideas

One desires a watermarking scheme to have high rate, low distortion, and high
robustness, but in general these tree goals tend to conflict. Thus, the performance
of an information embedding system is characterized in terms of its achievable
rate-distortion-robustness trade-offs.

Let’s consider distortion and robustness among those three aspects. Higher
robustness means larger quantization steps used and induces higher distortion,
i.e. quantization error. To tackle this robustness-distortion tradeoff, Bao et al.
proposed image-adaptive decision method for quantization steps which is better
than using constant steps. We propose a different decision method for quantiza-
tion steps considering the expected quantization results as well as the host signal
in order to increase robustness and decrease distortion. Fig. 3 shows (a) the Bao’s
method and (b) the proposed method respectively. Moreover, Bao’s quantization
method is not efficient because the xi’s distortion range is 0– 3Δi

2 while in case of
general dither modulation it ranges from 0–Δi[5, 6, 7]. The comparison of Bao’s
quantization method and the binary dither modulation is depicted in Fig. 4.

Let xi be the i-th positive integer source signal, qi be the ith quantizer with
quantization step Δi, and yi be the watermarked signal. If we use binary dithered
modulation, the Δi can be chosen from one of the two sets Δm=1 and Δm=0.
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Δm=0 =
{

2yi

2c + 1

}
, where c = 1, 3, ... (3)

Δm=1 =
{

2yi

2c + 1

}
, where c = 0, 2, ... (4)

quantization step

decision function

minimum step         
maximum step         

Quantization
,...,Δ Δ

watermark
,...,m m

watermarked
image y

,...,y y

minimum step         
maximum step         

,...,x x

watermark
,...,m m

quantization
step  Δ

feedback

Quantization

watermarked
image y

quantization
step  Δ

0.5= ±x x

,...,Δ Δ

modified ←y x

(a) Bao’s quantization steps decision and watermarking method

(b) Proposed quantization steps decision and watermarking method

qs

qs

qs

qs

,...,x x

quantization step

decision function
image x

image x

Fig. 3. The two methods for deciding quantization steps. (a) Bao’s method. (b) Pro-
posed method.

α

β

α

β

β

Δ Δ

3
0,

2

Δ⎡ ⎤

⎢ ⎥
⎣ ⎦

[ ]0,Δ

(a) Bao’s Quantization (b) General Dither Modulation

x y x y

Fig. 4. The comparison of Bao’s quantization method and the general dither modulation
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Table 1. The possible quantization steps for xi = 351

m = 1 m = 0
c = 0 c = 2 c = 4 c = 6 c = 8 c = 10 ... c = 1 c = 3 c = 5 c = 7 c = 9 c = 11 ...
702 140.4 78 54 41.29 33.43 ... 234 100.29 63.82 46.8 36.95 30.52 ...

Thus, if we set yi = xi and can find appropriate integer Δi, the embedding
induced distortion will be zero. For example, given xi = 351 the possible quan-
tization steps are shown in the following Table 1.

Intuitively, maxc=0,2,...

(
2yi

2c+1

)
is 2yi and maxc=1,3,...

(
2yi

2c+1

)
is 2

3yi. If we
assume that only integer values can be quantization steps, Δm=1 has at least
one integer value whereas Δm=0 does not. The algorithm for finding integer
quantization steps is described as follows.

1. select maximum and minimum quantization step qsmax and qsmin respec-
tively and distortion threshold t.

2. set x′ ← x.
3. if m = 0, for c = 0, 2, 4, ..., compute integer quantization step qs as

qsmin ≤ qsi = max
∀c

(
2x′

i

2c + 1

)
≤ qsmax. (5)

4. if mi = 1, for c = 1, 3, 5, ..., compute integer quantization step qsi as (5).
5. if no quantization step is found, increase or decrease x′

i by 0.5.
6. go to step 3, until |x′

i| > |xi| + t.
7. if |x′

i| > |xi| + t then set x′ ← x.
8. set x ← x′.

3.2 Deciding the Quantization Step Range

Intuitively, proper selection of the range of the quantization step values [qsmin,
qsmax] is important to achieve high robustness and low distortion. Besides ro-
bustness and distortion, transmission overhead should be considered for selecting
the range of quantization step values.

If we set the range as broad as possible, i.e. [1, 2 max(xi)], then we can achieve
maximum robustness and minimum distortion. However, broader range requires
more data size of quantization parameters. Thus, it is necessary to choose a
proper range of quantization step values considering the data size of quanti-
zation parameters. In this paper, we will use [1, 255] as the practical range of
quantization step values.

4 Experimental Results and Performance Comparison

For our experiments, we use a general watermarking scheme based on DWT (dis-
crete wavelet transform) and SVD(singular value decomposition). The scheme
is described briefly as follows(see Fig. 5).
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Color Image Luminance Wavelet

YUV DWT

RGB iDWT
SVD(LL)

Decomposition

Composition

Fig. 5. Watermarking Procedure for Experiments

1. Perform DWT transform on grayscale image. If a color image is presented
in RGB then it can be converted to the corresponding luminance matrix as⎛

⎝Y
U
V

⎞
⎠ =

⎛
⎝+0.299 +0.587 +0.144

−0.148 −0.289 +0.437
+0.615 −0.515 −0.1

⎞
⎠×

⎛
⎝R

G
B

⎞
⎠ . (6)

2. Segment the image of LL band into blocks Bi of size 4 × 4, i = 1, ...,
(

N
8

)2
,

where N is the width and height of the source image.
3. Compute host signal xi = |vi|, where vi =

(
λi

1, λ
i
2, λ

i
3, λ

i
4
)
, vi is a vector

formed by SVs Λ of each block Ii.

Bi = UΛV T .

4. Compute watermarked signal yi = E(xi, ·) and modify vi as v′i = vi×(yi/xi) .
5. Perform iDWT transform on the watermarked signal and convert it to RGB

color space if necessary.

The PSNR of the watermarked image is about 67∼68 which is extremely high
in compared with the Bao’s QIM watermarking scheme(see Table 2). Moreover,
the robustness of the proposed scheme is better than the Bao’s scheme which
can be measured by BER(Bit-Error Ratio). It is generally accepted that higher
perceptual quality means lower robustness and vice versa. However, using our
scheme both good perceptual quality and robustness can be achieved at the same
time.

Table 2. Performance comparison of Bao’s and the proposed scheme in perceptual
quality and robustness
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Intuitively the robustness of a QIM watermarking scheme is determined by
the quantization steps Δi as shown in Fig. 6. For Bao’s scheme, increasing the
step size causes the watermarked images to have poor perceptual quality while
good robustness. However, for our scheme, increasing the step size causes the
watermarked images to have both good perceptual quality and robustness.

5 Conclusion

In this paper, a method for deciding quantization steps for QIM watermarking
schemes is presented. It is shown that if we choose quantization steps consid-
ering the expected quantization results as well as host signal, we can increase
the quantization steps and achieve both good robustness and perceptual qual-
ity. Also we presented experimental results of robustness(BER) and perceptual
quality(PSNR) in case of two different ranges [1, 255] and [1, 2 max(xi)]. While
choosing the range is depends on the various applications and requirements such
as minimum robustness, maximum distortion, and data size of quantization pa-
rameters, the range [1, 255] is a good choice because we can achieve good PSNR,
BER, and data size in compared with the range [1, 2 max(xi)].
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Abstract. Recently, many attack detection methods adopts machine learning 
algorithm to improve attack detection accuracy and automatically react to the 
attacks. However, the previous mechanisms based on machine learning have 
some disadvantages such as high false positive rate and computing overhead. In 
this paper, we propose a new DDoS detection model based on multiple SVMs 
(Support Vector Machine) in order to reduce the false positive rate. We employ 
TRA (Traffic Rate Analysis) to analyze the characteristics of network traffic for 
DDoS attacks. Experimental results show that the proposed model is a highly 
useful classifier for detecting DDoS attacks. 

1   Introduction 

As we can see in the incidents of Distributed Denial of Service (DDoS) attacks 
against commercial web sites such as Yahoo, e-Bay, and E*Trade, computing re-
sources connected to the Internet  are vulnerable to DDoS attacks [1], [2], [3]. DDoS 
attacks can temporarily disable the network services or damage systems by flooding a 
huge number of network packets for several minutes or longer.  

Since these DDoS attacks are harmful to almost all networked systems which have 
limited computing resources (e.g. network bandwidth, memory, CPU, etc), these 
attacks are regarded as a serious problem, and thus much research is in progress to 
detect and prevent them [4] ,[5], [6].  

In our earlier research, we presented Traffic Rate Analysis (TRA) to analyze the 
characteristics of network traffic for the DDoS attacks [7], [8], [9]. TRA is a network 
traffic analyzing method which examines the occurrence rate of a specific type of 
packet within the stream of monitored network traffic and is composed of a TCP flag 
rate and a Protocol rate. The result of analyzing network traffic using TRA showed us 
that there are distinct and predictable differences between normal traffic and DDoS 
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attack traffic. We were able to generate DDoS detection rules by compiling the ex-
perimental results with a SVM [10]. However, the false positive rate of the model 
using single SVM is too high.  In order to reduce the false positive rate and to in-
crease the detection rate, we propose the model based on multiple SVMs instead of 
single one. The experimental results show the proposed detection method has high 
degree of performance, and detects various DDoS attacks successfully with low false 
positive rate. 

We introduce related research in section 2, and explain TRA in section 3. The 
background knowledge of SVM is discussed in section 4. In section 5, the experimen-
tal environment is introduced and the detection performance of SVM and other ma-
chine learning algorithms are tested and compared. Lastly, we mention the conclusion 
of this research and the direction of future work in section 6. 

2   Related Work 

Detecting the DDoS attacks is an essential step to defend DDoS attacks. Thus, there 
have been many researches to detect the DDoS attacks [4], [5], [6]. When DDoS at-
tacks occur, there is a big mismatch between the packet flows “to-rate” toward the 
victim and “from-rate” from the victim. Gil and Poletto propose the method that ex-
amines the disproportion between “to-rate” and “from-rate” in order to detect DDoS 
attacks [4]. Kulkarni et al [5] presents DDoS detection methods based on randomness 
of IP spoofing. Almost DDoS attackers use IP spoofing to hide their real IP addresses 
and locations. Since spoofed IP addresses are generated randomly, this characteristic 
of randomness may be used to reveal the occurrence of DDoS attacks. Kulkarni’s 
method uses Komogorov complexity metrics to measure the randomness of source IP 
addresses in network packet headers [11]. Wang et al. proposed the method that de-
tects DDoS attack based on the protocol behavior of SYN-FIN(RST) pairs [6]. In the 
normal situation, the ratio of SYN and FIN is balanced because of the characteristic of 
the TCP 3-Way handshake. However, the ratio of SYN packet increases drastically 
during the SYN flooding attack. By monitoring sudden change of the ratio of SYN and 
FIN, the method detects SYN flooding attacks.  

However, these approaches are based on the specific characteristics of the attacks 
such as mismatch of “to-rate” and “from-rate”, effect of IP spoofing, and unbalance of 
the ratio of SYN and FIN packet. Thus, these may not properly detect the attack that 
use undefined characteristic. For example, Gil’s method is not applicable to detect 
attacks using IP spoofing since the method cannot discriminate legitimated packet and 
spoofed packet, and Wang’s method is only applicable to SYN flooding attacks. On 
the other hand, the proposed detection model automatically generates detection rules 
using TRA and multiple SVM. 

3   Traffic Rate Analysis 

3.1   Definition of Traffic Rate Analysis  

Traffic rate analysis was defined as measuring packet traffic in a network [7]. It ex-
amines the occurrence rate of a specific type of packets within the stream of moni-
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tored network traffic, and is composed of TCP flag rate and Protocol rate. TCP flag 
rate is defined in the following equation. 

=
packetsTCP

headerTCPainFflag
oiFR dt

)(
]|[

 

(1) 

TCP flag rate means the ratio of the number of a specific TCP flag to the total 
number of TCP packets. In the equation (1), a TCP flag ’F’ can be one of  SYN, FIN, 
RST, ACK, PSH, URG, and NULL, and ’td’ is the time interval used to calculate the 
value. The direction of network traffic is expressed as ’i’ (inbound) and ’o’ (out-
bound). For example, R1[Si] means the occurrence rate of SYN flags within TCP 
packets when measuring inbound network traffic (toward the monitored network) 
during interval 1. 

=
packetsIP

packetsICMPUDPTCP
oiICMPUDPTCPR dt

]||[
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(2) 

Protocol rate is defined in equation (2). It means the ratio of specific Transport-
Layer protocol (e.g. TCP, UDP, and ICMP) packets to total Network-Layer (IP) pro-
tocol packets. For instance, R1[TCPi]  means the occurrence rate of TCP packets 
within IP packets when measuring outbound network traffic (from the monitored 
network) during interval 1. 

3.2   Network Traffic Changes Under DDoS Attacks 

To analyze the change of network traffic from normal web traffic to DDoS attack 
traffic or vice versa, it is necessary to make a network environment truly identical 
with the real Internet environment.  

Our experimental target is web traffic, and web traffic is composed of HTTP re-
quests and replies based on TCP sessions. For example, when a user clicks a certain 
web site address on his or her web browser, the web browser establishes TCP connec-
tions to the relevant web server. After that, the web browser sends HTTP requests to 
the web server, and the web server sends HTTP replies to the web browser.  

 

Fig. 1. Network traffic under SYN flooding attack 
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Since web service is based on TCP connection, the number of HTTP requests in a 
TCP session (R/C: Requests per connection) and the number of TCP sessions simul-
taneously established (SC: Simultaneous Connection) are the key features of web 
traffic in terms of network traffic analysis. In other words, we can simulate various 
web traffic environments by adjusting these two features (R/C and SC). 

R/C values include 1, 2, 5, and 10, and SC can take on values of 5, 10, 50, 100, 150, 
and 200. Thus we have twenty-four different network environments. With these vari-
ous web traffic settings, we compared normal web traffic with DDoS attack traffic. 

Fig. 1 shows us that R1[Si] and R1[Ui] drastically change (go up to almost 1.0) and 
the other flags decrease (almost 0.0) relatively under SYN flooding attack. When web 
traffic flows from the 9th second to the 83rd second, a SYN flooding attack occurs 
between the 26th and 67th second. This phenomenon is caused by the burst of SYN 
and URG packets, which are generated by SYN flooding attack. 

 Furthermore, we can also see big changes of network traffic during other types of 
DDoS attacks such as ICMP flooding attacks or UDP flooding attacks [7], [8], [9]. 

4   Support Vector Machine 

4.1   Background 

Support Vector Machine (SVM) is a learning machine that plots the training vectors 
in high-dimensional feature space, and labels each vector by its class. SVM views the 
classification problem as a quadratic optimization problem. It combines generaliza-
tion control with a technique to avoid the “curse of dimensionality” by placing an 
upper bound on a margin between the different classes, making it a practical tool for 
large and dynamic data sets. SVM classifies data by determining a set of support 
vectors, which are members of the set of training inputs that outline a hyper plane in 
feature space.  The SVM is based on the idea of structural risk minimization, which 
minimizes the generalization error, i.e. true error on unseen examples. The number of 
free parameters used in the SVM depends on the margin that separates the data points 
to classes but not on the number of input features. Thus SVM does not require a re-
duction in the number of features in order to avoid over fitting. SVM provides a ge-
neric mechanism to fit the data within a surface of a hyper-plane of a class through 
the use of a kernel function. The user may provide a kernel function, such as a linear, 
polynomial, or sigmoid curve, to the SVM during the training process, which selects 
support vectors along the surface of the function. This capability allows classifying a 
broader range of problems [12], [13]. 

4.2   SVM for Categorization  

In this section we review some basic ideas of SVM. Given the training data set 
( ){ }N

iii dx 1, = with input data N
i Rx ∈ and corresponding binary class labels { }1,1−∈id , 

the SVM classifier formulation starts from the following assumption. The classes 
represented by the subset 1=id and 1−=id are linearly separable, where NRw∈∃ , 

Rb ∈ such that  
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  The goal of SVM is to find an optimal hyper plane for which the margin of sepa-
ration, ρ , is maximized. ρ  is defined by the separation between the separating hyper-
plane and the closest data point. If the optimal hyperplane is defined by 
( ) 000 =+⋅ bxw T , then the function 00)( bxwxg T +⋅= gives a measure of the distance 
from x to the optimal hyperplane.  

Support Vectors are defined by data points )(sx that lie the closest to the decision 
surface. For a support vector )(sx and the canonical optimal hyperplane g , we have  
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Since, the margin of separation is 0

1

w
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achieve the maximal separation margin. Mathematical formulation for finding the 
canonical optimal separation hyperplane, given the training data set ( ){ }N

iii dx 1, = , 
solves the following quadratic problem  
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Note that the global minimum of above problem must exist, because 
2

02

1
)( ww =Φ is convex in w and the constrains are linear in w and b. This 

constrained optimization problem is dealt with by introducing Lagrange multipliers 
0≥ia and a Lagrangian function given by  
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The solution vector thus has an expansion in terms of a subset of the training pat-
terns, namely those patterns whose ia is non-zero, called Support Vectors. By the 
Karush-Kuhn-Tucker complementarity conditions, we have,  

( )[ ] Niforbxwda i
T

ii ,,101 K==−+  (9) 

by substituting (7),(8) and (9) into equation (6), find multipliers ia  for which  
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The hyperplane decision function can thus be written as  

( )+⋅⋅= bxxayxf iiisgn)(  (12) 

where b is computed using (9).  
To construct the SVM, the optimal hyperplane algorithm has to be augmented by a 

method for computing dot products in feature spaces nonlinearly related to input spac
e. The basic idea is to map the data into some other dot product space (called the featu
re space) F via a nonlinear map Φ , and to perform the above linear algorithm in F, i.e 
nonseparable data ( ){ }N

iii dx 1, = , where Ni Rx ∈ , { }1,1 −+∈id , preprocess the dat
a with, 

)dim()(: FNwherexRN <<Θ→Φ  
 

(13) 

Here w and xiare not calculated. According to Mercer's theorem,  

( ) ( )( ) ( )jjji xxKxx ,=Φ⋅Φ   

(14) 

and K(x, y) can be computed easily on the input space. Finally the nonlinear SVM 
classifier becomes  

( )+⋅=
=

l

i
iii bxxKdaxf

1

sgn)(  (15) 

5   Experiment 

5.1   DDoS Detection Process 

Fig. 2 shows the overall composition of the DDoS detection process. 
It is composed of two steps. One is the preprocessing step, and the other is the train-
ing and testing step. In the preprocessing step, it captures raw network traffic from 
both DDoS and legitimate network traffics, and extracts features from the captured 
raw network traffic using TRA method for each training and test set. For both training 
and testing, we used 10 features; R1[Si], R1[Fi], R1[Ri], R1[Ai], R1[Pi], R1[Ui], R1[Ni], 
R1[TCPi], R1[UDPi], and R1[ICMPi].  

In the training and testing step, they are trained by each machine using the training 
set. To train the machine, we classify input packets of the training set as attack (-1) 
and normal (+1). Normal web traffic was categorized as normal, and the various 
DDoS attack traffic was categorized as attack. The trained machines evaluate test 
sets, and discriminate legitimate traffic and DDoS traffic. In the experiments, we used 
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two different machine learning models; single SVM and multiple SVMs model. Mul-
tiple SVMs model consists of several SVMs that are learned by different training 
data, and each SVM is specialized to specific attacks (e.g., Smurf attack, Tfn2k at-
tack, SYN flooding). In the experiment, we categorized the attacks into three types; 
DoS attack, DDoS attack, and DrDoS attack.  

Network 
Traffic

1  Preprocessing with TRA 

Training 
Set

Training

2 Training and Detection

DoS attack Classifier

DDoS attack Classifier

DrDoS attack Classifier

Multiple SVM

Preprocessing
Testing 

Set

Training 
Set

Training

Trained SVM

Single SVM
Testing 

Set

Evaluate

Evaluate

Attack Traffic

Legitimate 
Traffic

Legitimate 
Traffic

Attack Traffic

Network traffic data

Control data  

Fig. 2. Overall composition of DDoS detection process 

5.2   Experimental Environment 

Our traffic monitor was developed with the network packet capturing library libpcap. 
It is divided into two modules. One is the module for capturing network traffic and 
calculating TCP flag rate and protocol rate from the monitored network, and the other 
is the DDoS attack detection module tuned by the support vector machine. The TRA 
analyzer is located on the adjacent site of a target Web server and captures both in-
bound and outbound network traffic packets through an Ethernet hub, and then calcu-
lates TCP flag rate and protocol rate in every second. 

Web clients are composed of four hosts using SPECweb99 to generate normal web 
traffic toward an Apache web server. To generate DDoS attack traffic toward the web 
server we used several attack tools as shown in the Table 1. We collected network 
traffic for 100 seconds during training and testing time. Web clients continually gen-
erated normal web traffic toward the web server, and various attacks occurred be-
tween the 25th and 75th seconds. 

In the multiple SVMs model, each attack classifier is trained by own training sets 
(e.g., DoS training set, DDoS training set, and DrDoS training set), and each training 
set consists of 500 normal data and 500 attack data. On the other hand, the training 
data set of single SVM model consists of 1500 normal data and 1500 attack data, and 
the attack data is not classified. Table 2 shows the composition of training data sets. 
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Table 1. Classification of Attack Tools  

Attack tool Attacks 
Targa3 (DoS) bonk, jolt, land, nestea, newtear, syndrop, teardrop, winnuke,  sai

hyousen, oshare, etc. 
TFN2K (DDoS) ICMP flooding, UDP flooding, etc. 
pHorgam (DrDos) DrDoS 

Table 2. Composition of training data sets 

Model Classifier Data Type Number of Data 
DoS attack 500 DoS attack classifier 
Normal 500 
DDoS attack 500 DDoS attack classifier 
Normal 500 
DrDoS attack 500 

Multiple SVM 

DrDoS attack classifier 
Normal 500 
Attack 1500 Single SVM  
Normal 1500 

5.3   Detection Performance Analysis 

For each training set, we used dot and polynomial kernel with epsilon 0.01. We used 
1000 as capacity parameter and +0.01 as epsilon parameter. The detection perform-
ance using multiple SVM and single is shown in Table 3. 

Table 3. Detection performance of multiple SVM and single SVM 

Kernel Model False Positive (%) False Negative (%) 
   DoS DDoS DrDoS 

Multiple SVM 26.82 4.33 0.80 0.19 
Poly 

SVM 40.15 5.32 1.60 1.38 
Multiple SVM 9.84 0.19 1.40 1.36 Linear 

SVM 20.47 2.95 2.60 8.87 

As we can see in Table 3, multiple SVMs show slightly higher detection perform-
ance than single SVM with decrease of false positive rate.  Since SVM is a binary 
classifier, the normal region decreases according to increasing of attack region. De-
creasing of normal region means that the increasing of probability of false positive. 
Fig. 3 shows the relation between normal region and attack region. Each attack type 
(e.g., DoS, DrDoS, and DDoS) has own attack region. In the experiment, single 
SVM model merged these regions into a single huge attack region, while multiple 
SVMs model does not merge these attack regions. The reason is that multiple SVMs 
trains each attack classifier independently using different training data. Thus, the 
false positive rate of multiple SVM model is lower than single the rate of single 
SVM model. 
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Fig. 3. Relation between normal region and attack region in SVM 

6   Conclusions  

In this paper, we utilized a TRA (Traffic Rate Analysis) method proposed in earlier 
research [7], [8]. In addition, we adopted multiple SVMs (Support Vector Machine) 
model instead of single SVM model in order to compile detection rules. As a result, 
multiple SVMs model shows slightly higher detection accuracy and lower false posi-
tive rate. We expect that our approach will be useful in providing early detection of 
DDoS attacks against the Internet infrastructure. However, our machine learning 
scheme does not have unsupervised feature but supervised feature. It may mean some-
times if our scheme meet a kind of unexpected situation, it is difficult it can work well 
or not. Thus, we need additional work using unsupervised learning method without 
pre-existing knowledge. In our future work, we will use other kernel function meth-
ods of SVM and various machine learning methods. Moreover, we are going to focus 
on detecting and defending against other types of attacks like worms. 
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Abstract. We present a probabilistic packet filtering (PPF) model to defend the 
Web server against Distributed Denial-of-Service (DDoS) attacks. To 
distinguish abnormal traffics from normal ones, we used Concentration 
Tendency of Network Traffic (CTNT). The CTNT mechanism computes the 
ratio of a specific type of packets among the total amount of network packet, 
and detects abnormal traffic if and only if the computed ratio exceeds the ratio 
in normal situation. If the CTNT mechanism detects DDoS attacks, the 
proposed model probabilistically filters the packets related to these. The 
simulation results demonstrate it is useful to early detect DDoS attacks. 
Furthermore, it is effective to protect the Web servers from DDoS attacks. 

1   Introduction 

These days, many businesses are performed in an opened e-Society named as the 
Internet, especially Web environments. However, those kinds of environments are 
very vulnerable to Distributed Denial-of-Service (DDoS) attacks [1], [2]. In February 
2000, several high profile sites including Yahoo, Amazon, and eBay were brought 
down for hours by DDoS attacks. As we can see the incident, most of Web servers are 
exposed to DDoS attacks.  

In order to cope with the threat, there have been many researches on the defense 
mechanisms including the mechanisms based on real-time traffic analysis technique 
[3], [4], [5], [6], [7], [8]. However, the previous mechanisms have some drawbacks 
such as overhead for managing IP address and lack of commonness. In this paper, we 
discuss these shortcomings of previous works in detail and propose Probabilistic 
Packet Filtering (PPF) model to solve the flaws. 

The proposed model distinguishes abnormal traffics from normal ones based on 
Concentration Tendency of Network Traffic (CTNT). The CTNT monitors the ratio 
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of a specific type of packets among the total amount of network packet. The ratio is 
divided into TCP flag rate and Protocol rate. The TCP flag rate means the ratio of the 
number of a specific TCP flag to the total number of TCP packets. The protocol rate 
means the ratio of specific protocol (e.g. TCP, UDP, and ICMP) packets to total 
amount of IP protocol packets. If the proposed model detects DDoS attack using the 
CTNT mechanism, it probabilistically filters suspicious packets to protect the Web 
server against the DDoS attacks. Performance simulation of the proposed model on 
synthetic topologies shows that the proposed model is useful to early detect DDoS 
attacks and it is effective to protect Web servers against DDoS attacks 

This paper is organized as follows. In section 2, we analyze other researches to 
detect and defend DDoS attacks. Section 3 shows the differences between Web 
service traffic and DDoS attack traffic at the point of CTNT’s view. This is followed 
by the detailed describing the proposed model in section 4. The experimental results 
of filtering suspected packets are shown in section 5. We summarize our research and 
mention future work in section 6. 

2   Analysis on the Previous Works 

An efficient management of network traffic helps reducing the damage caused by 
DDoS attacks. Accordingly, a lot of current researches are focusing on managing 
network traffic to defend DDoS attacks [5], [7]. Kargl. divides network bandwidth 
into several queues which have different network bandwidth using Class Based 
Queuing (CBQ) techniques, then classify network packets and make them flow 
through the classified queue in each [5]. For instance, if normal network traffic flows 
through a high bandwidth queue and DDoS attack traffic flows through a queue of 
low bandwidth, flooding packets of the DDoS attacks can be reduced. However, this 
defending scheme needs IP address management because classifying packet is done 
by watching the IP address. Thus, this defending scheme needs unreasonable 
overhead. Ricciuli. randomly drops a SYN flooding packet to insert a new SYN packet 
[7]. However, this method is useful to defend only SYN flooding attacks.  Table 1 
shows the analysis of related works. 

Table 1. Analysis of related work 

 Kargl Ricciuli Gil and Poletto Wang Kulkarni 

Detection Spoofed IP 
addresses 

Heuristic Disproportion 
between “from-rate” 

and “to-rate” 

Difference 
between SYN and 
FIN in TCP traffic 

Kolmogorov 
complexity 

metrics 

Defending CBQ Random Drop Not supported Not supported Not supported 

Advantages Strong 
 defense 

Simple and 
effective 

Applicable to 
backbone routers 

Early Detection, 
Applicable to any 

location 

Detect any 
type of DDoS 

attacks 

Disadvantages Overhead for 
managing IP 
addresses 

Only for SYN 
flooding attacks

Only for non-spoofed 
IP addresses 

Only for SYN 
flooding attacks 

Overhead for 
managing the 

metrics 
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Detecting the DDoS attacks is an essential step to defend DDoS attacks. Thus, 
there have been many researches to detect the DDoS attacks [4], [6], [8]. When DDoS 
attacks occur, there is a big mismatch between the packet flows “to-rate” toward the 
victim and “from-rate” from the victim. Gil and Poletto propose the method that 
examines the disproportion between “to-rate” and “from-rate” in order to detect 
DDoS attacks [3]. However, it is not applicable to detect attacks using IP spoofing. 
Kulkarni et al. presented DDoS detection method based on randomness of IP spoofing 
[6]. Many DDoS attackers use IP spoofing to hide their real IP addresses and 
locations. Additionally, the spoofed IP addresses are generated randomly. The 
characteristic of randomness may reveal the occurrence of DDoS attacks. Kulkarni’s 
method uses Komogorov complexity metrics to find randomness of source IP 
addresses in network packet headers [9]. However it does not prohibit the DDoS 
attacks that do not use randomly generated address. Wang et al. proposed the method 
that detects DDoS attack based on the protocol behavior of SYN-FIN(RST) pairs [8]. 
In the normal situation, the ratio of SYN and FIN is balanced because of the 
characteristic of the TCP 3-Way handshake. However, the ratio of SYN packet 
increases drastically during the SYN flooding attack. By monitoring sudden change of 
the ratio of SYN and FIN, the method detects SYN flooding attacks. However it is 
only applicable to SYN flooding attacks.  

3   Web Service Traffic Analysis 

In a normal situation, network traffic rate has specific characteristics. For instance, 
SYN and FIN are in the ratio of 1:1 and TCP and UDP traffic are in the ratio of 9:1. 
However, in an abnormal situation (e.g., SYN flooding, UDP flooding), these ratios 
are broken. Using this fact, the proposed model distinguishes a normal situation and 
abnormal situation, and drop attack packet probabilistically. In this section, we show 
the differences between normal web traffic and attack traffic. To analyze web traffic, 
we use the CTNT method that proposed in the earlier study [10], [11]. Details of the 
CTNT and the differences of normal traffic and attack traffic are explained in section 
3.1 and 3.2. 

3.1   Concentration Tendency of Network Traffic 

CTNT (Concentration Tendency of Network Traffic) is defined as a phenomenon that 
network traffics are mainly composed of one or more specific types of network packets. 
For instance, almost all TCP packets have ACK flags in their headers during their 
connection sessions. Since the Internet has dominant network services such as WWW, 
E-mail, FTP etc, which are dependent on specific network protocols, CTNT can be 
found on not only endpoint clients and servers but also core backbone networks [12]. 

To analyze web traffic, we use the CTNT method that proposed in the earlier study 
[10], [11]. It examines the occurrence rate of a specific type of packets within the 
stream of monitored network traffic, and computes TCP flag rate and Protocol rate. 
The TCP flag rate means the ratio of the number of a specific TCP flag to the total 
number of TCP packets. The protocol rate means the ratio of specific protocol (e.g. 
TCP, UDP, and ICMP) packets to total amount of IP protocol packets. TCP flag rate 
and protocol rate is defined in the equation (1) and (2), respectively. In the equation, 
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’td’ is the time interval used to calculate the value. The direction of network traffic is 
expressed as ’i’ (inbound) and ’o’ (outbound). 

=
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3.2   Network Traffic Analysis 

In this section, we analyze normal Web traffic and DDoS attack traffic using the 
CTNT and show differences between them. The network traffic analyzer is made 
using libpcap to capture the network traffic. The analyzer captures network traffic and 
calculates TCP flag rates and protocol rates in a manner of the CTNT.  

3.2.1   Normal Web Service Traffic 
This section shows the characteristics of normal Web service traffic without any 
DDoS attacks. We used SPECweb99 to generate normal web service traffic. This tool 
sends HTTP requests to the Web server and receives HTTP replies from the Web 
server like the real Web browsers do.  

Fig. 1 shows the experimental results of SPECweb99. We changed Simultaneous 
Connections (SC) to 5, 10, 50, 100, and 150, and Requests per Connection (R/C) to  
1,  2,  5,  and  10.  As  a  result,  the  experiments  show  that Web service traffic has a  

(a) Inbound Traffic (b) Outbound Traffic  

Fig. 1. Web service traffic (average value) using SPECweb99 

Table 2. The averages and the standard deviations of occurrence rates of packets 

In R[Si] R[Fi] R[Ri] R[Ai] R[Pi] R[Ni] R[Ui] R[TCPi] R[UDPi] R[ICMPi] 
Avg. 0.17 0.00 0.16 0.67 0.16 0.00 0.00 1.00 0.00 0.00 

StdDev 0.01 0.00 0.01 0.00 0.01 0.00 0.00 0.00 0.00 0.00 
Out R[So] R[Fo] R[Ro] R[Ao] R[Po] R[No] R[Uo] R[TCPo] R[UDPo] R[ICMPo] 

Avg. 0.20 0.20 0.00 1.00 0.60 0.00 0.00 1.00 0.00 0.00 
StdDev 0.01 0.01 0.00 0.00 0.02 0.00 0.00 0.00 0.00 0.00 
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constant pattern with regardless of SC and R/C. The resulting rate of SYN and FIN is 
almost identical. The other distinguishing result is that the rate of ACK is very high. 
It’s because HTTP is based on TCP which is a connection-oriented protocol. These 
results show that network traffic of normal Web services has a specific pattern. Table 
2 shows the specific pattern of the Web service traffic.  

3.2.2   DDoS Attack Traffic 
In this section, we discuss the changes of network traffic when a Web server is 
attacked by various DDoS attacks. Fig. 2 shows the change of network traffic when a 
SYN flooding attacks occur. We generate Web service traffic during 72 seconds after 
10th second from start the simulation, and a SYN flooding attack was generated 
during 40 seconds after 17th second from start the generation of the Web service 
traffic. As shown in Fig. 2-(a), the rates of SYN and URG increased to almost 1.0 and 
the rates of other flags, especially ACK rate, decreased to almost 0.0 during SYN 
flooding attacks. 

 
(a) Inbound TCP flag rate                      (b) Outbound TCP flag rate 

Fig. 2. SYN flooding attacks against the Web server. Under SYN flooding attacks, the rates of 
SYN and ACK of inbound traffic change significantly. 

 
(a) Inbound TCP flag rate                      (b) Inbound Protocol rate 

Fig. 3. UDP flooding attacks against the Web server. During UDP flooding attacks, changes are 
made in only inbound protocol rates. 
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Fig.3 presents the changes under UDP flooding attacks. UDP flooding attack 
occurs from 18th to the 60th second. During the attack, the rate of UDP drastically 
increases almost from 0.0 to 1.0 and TCP drastically decrease almost from 1.0 to 0.0 
in Fig.3-(b). However, there is no significant change in the others. 

We examined the changes of network traffic characteristics under typical DDoS 
attacks (SYN, UDP, ICMP flooding attacks), and found significant differences 
between normal Web service traffic and DDoS attack traffic as mentioned in this 
section. We believe that we can early detect and defend DDoS attacks by using these 
differences and changes of network traffic. Detail of the detection and defense 
mechanism are explained in section 4. 

4   The Proposed Probabilistic Packet Filtering Model 

As shown in the previous section, the rate of specific type of packet exceeds that of 
normal situation during an attack situation. Thus, if we always maintain the rate of 
normal situation, we can mitigate the effect of the DDoS attacks.  

The proposed Probabilistic Packet Filtering (PPF) model is similar to the Random 
Early Detection (RED), which is one of active queue management models and used 
for the purpose of congestion avoidance on network router equipments [13], [14]. The 
RED doesn’t drop the packets when an average queue size is smaller than Minimum 
Threshold, drops the packets with the probability varying from 0.0 to Maximum 
Probability when an average queue size is greater than Minimum Threshold and 
smaller than Maximum Threshold, and drops all the packets if the average queue size 
is greater than Maximum Threshold [14].  

The RED algorithm behaves according to the queue size of entire packets and 
doesn’t discriminate attack packet from normal packet. Thus, most legitimate 
packet is dropped with attack packet during DDoS attack. On the other hand, the 
proposed model acts according to the occurrence rate of a specific type of packets 
(i.e., TCP flag rate and Protocol rate). The rate of specific type of packet is 
excessively higher than that of normal situation during DDoS attacks. Thus, the 
proposed model effectively distinguishes attack packet from normal packet using 
TCP flag rate and Protocol rate, and drops attack packet without dropping of 
legitimated packet.  

Fig. 4-(a) describes the PPF model proposed in this paper. Let the currently analyzed 
network traffic rate by the CTNT as Current Rate (CR), average traffic rate from the 
initial time to the current time as Average Rate (AR), and network traffic rate of normal 
traffic as Standard Rate (SR). In this case, the rates of normal web traffic are the values 
in the Table 2 of section 3.2.1. Current AR is calculated using an exponentially weighted 
average of previous CR values. If the previous CR values are non zero, current AR is 
defined by equation (3). Otherwise, current AR is defined by equation (4). The weight, 
wq, determines how rapidly AR changes in response to changes in actual current rate. 
Flyod et al. recommend a quite small wq to prevent the algorithm reacting to short bursts 
of congestion [14]. However, the proposed algorithm adopts big wq (e.g., 0.5) since 
bursts of traffic are very serious threat during DDoS attack.  



992 J. Seo et al. 

Rate

Type of PacketR[Xi]

PL[Xi]

PH[Xi]

E[Xi]

AR1[Xi]

AR2[Xi]

AR3[Xi]

AR4[Xi]

Standard Rate
Average Rate

Confidence Interval

(a) Packet Filtering Model

Rate

Type of PacketR[Si]

AR[Si]

(b) An Example of Packet Filtering Model

R[Fi] R[Ai] R[Ui] ...

AR[Fi] AR[Ai]

AR[Ui]

 

Fig. 4. Proposed PPF model; if the average occurrence rate of a type of packet X is E[Xi] in 
normal environment, we have confidence interval from PL [Xi] to PH [Xi] 

( ) qprevqcur wCRARwAR ×+×−= 1  (3) 

where    ARcur is Current Average Rate and             
ARprev is Previous Average Rate 

 

  

( ) prev
m

qcur ARwAR ×−= 1  (4) 

where  m is the amount of time CTNT value was zero  
In the proposed model, if average rate of a specific type of packet AR is less than 

lower bound of confidence interval PL (e.g., R[Ui] in Fig. 4-(b)), the incoming packet is 
serviced. On the other hand, if AR is greater than or equal to upper bound of confidence 
interval PH (e.g., R[Si] in Fig. 4-(b)), the incoming packet is automatically discarded. 
Between PL and PH is denoted by the critical region. In this region, PPF assigns a 
probability of discard to an incoming packet (e.g., R[Fi] and R[Ai] in Fig. 4-(b)). The 
probability defends on the factor; the closer AR to PH, the higher the probability of 
discarding. The confidence interval (PL to PH) and the probability of discard (Pd) are 
defined by equation (5) and (6), respectively. In the equation (5), the proposed 
mechanism used 95% confidence level according to our preliminary test results. 

HL PRP

SDERSDE

≤≤
×+≤≤×− 96.196.1

 (5) 

L

L
d PP

PAR
P

H −
−=  (6) 

In the Table 2, for example, the average and the standard deviation of R[Si] are 
0.17 and 0.01, respectively. Then, we have confidence interval from 0.15(=PL[Si]) to 
0.19(=PH[Si]) at a 95% of confidence level. If we assuming that AR1[Si](0.40), 
AR2[Si](0.18), AR3[Si] (0.16), and AR4[Si](0.10), AR1[Si] must be dropped because it 
exceeds PH[Si], and AR4[Si] should be accepted because it is lower than PL[Si]. On 
the other hand, AR2[Si] and AR3[Si] may be dropped or accepted according to the 
calculated probabilities 75% and 25%, respectively. Thus, as AR is close to PH, the 
more packets are discarded. 
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5   Experimental Results 

In order to evaluate the effectiveness of the proposed model, we construct simulation 
network and build attack model against the Web server using DDoS attack tools such 
as TFN2K. Detail of experimental environments and results are explained in the next 
two sections. 

5.1   Experimental Environment 

Fig.5 shows the network configuration to evaluate our DDoS defending mechanism in 
a simulated environment. The locations of web clients and DDoS attackers are 
randomly selected.  

Web 
Client…

DDoS 
Attacker…

Preprocessing 
with CTNT for 

PPF

Probabilistic 
Packet 
Filtering

Evaluate

Drop All

Accept All

Probabilistic Packet Filtering Model

Statistics of N/W 
traffic

Probabilistic Drop

Clients Web Server

 

Fig. 5. Experimental Environment 

Web clients send HTTP requests to and receive HTTP documents from the Web 
server using SPECweb99. While the normal Web traffic flows between Web clients 
and Web server, DDoS attackers generating flooding traffic against the Web server 
using TFN2K. TFN2K has all characteristics of other DDoS tools. We used Linux 
based Apache for the Web server.  

The DDoS protector captures the network traffic both inbound and outbound one, 
analyzes them using the CTNT, determines drop probability of each packet, and 
finally forwards or drops the network packets. It works on the Linux 2.4.18 and uses 
libpcap to capture the network traffic and raw socket to forward the packets.  

5.2   Experimental Results 

Table 3 shows the experimental results of the proposed DDoS defense model. The 
normal Web service traffic flows during 60 seconds and the attacks using TFN2K are 
done between 20th second and 40th second.  

As we can see in Table 3, the proposed defense mechanism shows very high 
performance in defending DDoS attacks. In the experiment, most of DDoS attack 
packets are dropped by PPF model with extremely low false positives; in most of 
attack cases the false positive rate is zero except for the case of SYN flooding attack. 
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During the DDoS attacks, the AR values excessively exceed the traffic rate of the 
normal situation as shown in section 3. Moreover, in the normal situation, UDP 
packet rate and ICMP packet rate are almost zero. It means that the normal web traffic 
is scarcely dropped since it rarely contains these packets. On the other hand, in SYN 
flooding attacks, there is 0.57% false-positive rate since some legitimated SYN 
packets are generated while average R[Si] is higher than standard R[Si]. Nevertheless, 
almost all the attacking packets are dropped by our defending mechanism.  

Table. 3. Performance of our defense mechanism. Our packet dropping mechanism helps 
reduce the damage of DDoS attacks. 

Received Packets Dropped Packets Drop Rate (%) Packet 
Attack normal attack normal attack normal attack 

Overall 

No attack 9,187 0 0 0 0% 0% 100% 
SYN 
flooding 9,028 76,698 52 74,740 0.57% 97.45% 96.87% 

UDP 
flooding 

8,302 142,436 0 142,436 0% 100% 100% 

ICMP 
flooding 8,545 63,674 0 63,674 0% 100% 100% 

6   Conclusion and the Future Work  

In this paper, we analyze Web traffic using CTNT mechanism and propose the 
Probabilistic Packet Filtering (PPF) model to protect Web servers from DDoS attacks. 
Our PPF model has not only an idea of RED mechanism to Internet traffic control, but 
also a mechanism to drop invalid packets based on 95% confidence level in 
accordance with an appropriate thresh hold. Our proposed model filters the suspected 
packets after detecting DDoS attacks via CTNT presented in the earlier study. 
Experimental results show very excellent results. Most of attacking packets are 
blocked by the proposed defending mechanism. Overall performances of our 
mechanism were 96.87%, 100%, and 100% on SYN, UDP, and ICMP flooding attack 
in each. Moreover, false-positive rate was only 0.57%. Therefore, we think our 
reasonable experiment results would be useful in Internet environments to defeat 
DDoS attacks.  

In future work, we will try to evaluate our proposed model in more various 
situations and apply our proposed model for other specific targets such as a variety of 
application servers and Internet worms, especially high speed propagating worms. 
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Abstract. In this paper, we study a simple scheme that can effectively
deal with merging different adjacent clusters in ad-hoc networks. When
nodes of each cluster have already agreed on their own group keys and in-
tend to merge themselves for further secure communications, our scheme
can be used in an efficient and secure way.

1 Introduction

Ad-hoc networks consist of mobile nodes without any underlying infrastructure
and are also referred to as MANETs (Mobile Ad-hoc NETworks) [4]. Each node
should perform a function of router to transmit data to each other in the ab-
sence of infrastructure. Additionally, mobile nodes are limited by a range of
radio coverage and have an irregular source of power because of using a battery.
MANET Working group in IETF (Internet Engineering Task Force) works for
standardization of such ad-hoc networks and mainly decides standards of rout-
ing protocols. In ad-hoc networks, there could be more than one group of nodes,
while the group is occasionally regarded as a cluster.

Contributions of Our Scheme. In this paper, we propose a simple key agree-
ment scheme for merging clusters. We consider that two different groups intend
to merge themselves under their respective group keys. Our study can trivially
be extended to n groups. In other words, two groups having different shared se-
crets such as passwords (e.g. PWA and PWB) and group keys (e.g. KA and KB)
want to communicate together by merging clusters. For the purpose, two groups
should agree on a new group key or new session key because they have different
keys at merging themselves. In general, two ways can be considered for this; 1)
to agree on a new group key, and 2) to reuse the established group key which is
used before merging. The first may be expensive with regard to computation and
communication costs depending on a group key agreement protocol. For exam-
ple, performing arithmetic operations for group key agreement will be increased
exponentially according to the increasing number of nodes. The second is more
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efficient than the first one but special care must be taken with respect to security
concerns. Therefore, we focus on the second way in order for an efficient method
of group key agreement for merging two different groups in ad-hoc networks. We
divide our protocol into two parts; GKA (Group Key Agreement) protocol in
each cluster and MCP (Merging Cluster Protocol) between two clusters.

The rest of this paper is organized as follows. In Section 2, we describe two
essential tools for our protocol; the basic and essential routing protocol, and
Group Diffie Hellman Key Agreement. In Section 3, we describes the overview
of GKA protocol and MCP and in Section 4, we describes analysis of the proposal
protocol. In Section 5, we present our conclusions.

2 Related Work

We need two basic tools for designing our protocol; ad-hoc routing protocols,
and group Diffie-Hellman key exchange. Ad-hoc routing protocols are basic and
necessary for our protocol since our protocol should be executed in ad-hoc net-
works. Moreover, the group Diffie-Hellman is suitable for group key agreement.
Especially, we use the Bresson’s scheme et al. [3] because it is provably secure in
the random oracle model. In the following subsections, we describe these basic
tools.

2.1 Ad-Hoc Routing Protocols

There are three different types of routing protocols in ad-hoc networks; table-
based routing protocol, on-demand routing protocol and hybrid routing protocol.
Proactive or Table-based routing protocol always updates and keeps tables, stor-
ing all of the path setting information from nodes to nodes by performing a con-
stant path search work. DSDV (Destination Sequenced Distance Vector) [11] and
OLSR (Optimized Link State Routing) [8] are typical examples of Table-based
routing protocol. Reactive or On-Demand routing protocol updates path setting
information when there is a request from a start node. The examples of On-
Demand routing protocol are DSR (Dynamic Source Routing) [10] and AODV
(Ad-hoc On-demand Distance Vector routing) [12]. Last but not least, Hybrid
routing protocol combines the advantages of both table-based and on-demand
routing protocol. For example, there are ZRP (Zone Routing Protocol) [6] and
CBRP (Cluster-Based Routing Protocol) [9]. Moreover, various protocols are
provided and studied for improving performance of routing protocols. There is
no guarantee that a path between two nodes would be free of malicious nodes
because of the absence of infrastructure and the consequent absence of autho-
rization facilities. Thus, messages transmitted over such path can come under
various attacks such as eavesdropping, altering, impersonation and routing dis-
ruption, and secure routing is necessary. Most above routing protocols do not
have considered security despite that ad-hoc networks are more susceptible to
routing attacks. Secure routing has been studied in various research. The repre-
sentative ones are SAR (Security-Aware Routing protocol) [13] and Ariadne [7].
According to applications, secure routing protocols can be applied to our scheme.
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2.2 Group Diffie-Hellman Key Agreement

In this section, we describe an essential tool, a Diffie-Hellman protocol. We use an
extended Diffie-Hellman protocol for GKA in each cluster. This extended version
is a password-based group Diffie-Hellman key exchange protocol presented by
Bresson et al. [3].

Group Diffie-Hellman. Diffie and Hellman provided the first practical scheme
of public-key cryptography in 1976. The scheme provided a method whereby two
principals communicating over an insecure network can agree on a secret key in
[5]. The basic concept of Diffie-Hellman protocol is that two principals pick at
random values x1, x2 and exchange the values gx1 , gx2 in a finite cyclic group
over a network, and each principal computes Diffie-Hellman secret value gx1x2

using gx2 (respectively, gx1) received from the other principal.

A Password-Based Group Diffie-Hellman Key Exchange. Several 2-
party Diffie-Hellman key exchange protocols are aimed to distribute a session
key among two principals when the principals share a password. Bellare et al. [1]
presented a formal model for this problem. Then, Bresson et al. extended the
famous EKE (Encrypted Key Exchange) to multi-party setting and proved its
security [3]. This scheme will be referred to as the Bresson’s scheme in the rest
of this paper. We use the Bresson’s scheme for Group Key Agreement (GKA)
protocol because it is a provably secure password-based group Diffie-Hellman
key exchange protocol. The followings are summaries of bases and assumptions
of EKE protocol in the Bresson’s scheme. In the Bresson’s scheme, security pa-
rameters, l1 and l2 are defined and the arithmetic assumed is in a finite cyclic
group G =< g > of order a l1-bit prime number q. We then use a hash function
H from {0, 1}∗ to {0, 1}l2 and consider several block ciphers, depending on the
size of the input. For each integer i ≥ 2, we define two families E i = {E i

k} and
E ′i = {E ′i

k } where k ∈Password. The inverse of E i
k (respectively, E ′i

k ) is denoted
Di

k (respectively, D′i
k ). This Password is a small dictionary of size N and nodes of

the inner cluster share a low-entropy secret pw taken from this dictionary. Such
encryption schemes can be instantiated with CBC mode so that each part of the
plaintext depends on the entire ciphertext. Operators Φ and Φ

′
hide away expo-

nent parts and are used for more secure group key exchange. They are defined
formally in [3].

3 Merging Clusters Using Group Key Agreement in
Ad-Hoc Networks

Mobile nodes are divided into several duplicated or separated clusters according
to certain radio coverage for making ad-hoc groups from various nodes in ad-hoc
networks. Figure 1(a) shows how nodes of each cluster in ad-hoc networks are
divided into two groups, cluster A and B. We postulate the mobile nodes in each
cluster share the same password pre-loaded from the cluster-head. There could
be several ways for loading the shared password to each cluster under the control
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Fig. 1. Basic Concept

of the cluster-head or possible authority. This issue is out of scope in this paper.
We assume that nodes of each cluster have already agreed on their own group
key through GKA protocol and thus, two different group keys are maintained in
ad-hoc networks. These group keys will be referred to as the established group
key in the rest of paper. In this model, finally we assume two clusters intend to
merge themselves.

3.1 Assumptions

Topology of the Inner Cluster. We divide a connection between nodes into
a logical case and physical case since nodes have various topologies in ad-hoc
networks. Figure 1(b) shows a logical case and physical case of topology. In
a physical case, we assume that values and messages are transmitted via an
adjacent different node (a neighbor node) during generating the inner group key
and transmitting messages.

Assumptions for GKA Protocol. Nodes share a password PWA (respec-
tively, PWB) for cluster A (respectively, cluster B). We also assume that a
cluster-head is a victim node since it consumes more power than others. It is
possible to play a role of cluster-head among nodes by turns or voluntarily since
the nodes trust each other in this stage, but we do not focus on this issue. We
rather assume that an adjacent node, the closest node to a different cluster, be-
comes a cluster-head. Additionally, we assume that two ad-hoc groups use the
same hash function, such as SHA 1 or MD 5, used to compute session keys and
MAC (Message Authentication Code) for secure routing.

Assumptions for MCP. We define a pseudo-random function PRF. A PRF
is a deterministic function f : {0, 1}n → {0, 1}n which is efficient and takes two
inputs x, k ∈ {0, 1}n. Now, we only consider x to be a variable and let k be a
hidden random seed and function index, f(x, k) = fk(x) = F . We assume that it
is difficult to distinguish gF(x) from gx in a cyclic group of prime order q under
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Fig. 2. GKA Protocol of Cluster A: It is based on the Bresson’s scheme et al

randomness of F . In order for merging clusters, some authentication methods
may be necessary between two adjacent cluster-heads for AKE (Authentication
Key Exchange) in Figure 1(a). There can be at least three methods. First, they
can use PKI if they are connected with an external gateway. Secondly, they can
share the secret key through physical meeting each other. Thirdly, it is possible
for them to be located in the same radio coverage(e.g. Cluster C). Thus, they
can share the same password.

3.2 Group Key Agreement Protocol (GKA) in Each Cluster

In this paper, GKA protocol will perform more than twice; for cluster A, cluster
B and merging clusters.

GKA of Cluster A. Figure 2 describes GKA protocol of cluster A and the
flows (Fl) are encrypted under password PWA. Nodes are U = {A1, · · · , An}.
The session key space SK associated to this protocol is equipped with a uniform
distribution. This protocol divides into two stages; Flow 1 (→) is encrypted by
E and decrypted by D, and Flow 2 (←) is encrypted by E ′

and decrypted by D′
.

1. Flow 1.
(a) We assume that a node, which wants to agree on a group key at the

beginning, is A1 without considering topology of nodes in ad-hoc net-
works. We then assume that a node An, that receives the flow finally, is
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a cluster-head. A1 just receives Fl0 =”start”, and builds Xo = {gA0},
where g0 is a random element in G

(b) A node Ai (1 ≤ i ≤ n) decrypts ciphertext Fli−1 ∈ Ḡ received from a
previous node using DPWA and puts it into the plaintext Xi−1 ∈ Ḡi. .

(c) Then, a node Ai picks at random two (private) values (xi, νi) in Z∗
q and

gets Xi := Φ(Xi−1, xi, νi) ∈ Ḡi+1 from the plaintext Xi−1 according to
the operator Φ.

(d) Finally, a node Ai encrypts the value Xi using EPWA and transmits
ciphertext Fli to the next node in cluster A.

2. Flow 2: It starts when the last node An (a cluster-head) receive the last flow
Fln−1 ∈ Ḡn.
(a) The node An decrypts the last flow received from a previous node A(n−

1) using DPWA and put it into the plaintext Xn−1 ∈ Ḡn.
(b) The node An then picks at random two (private) values (xn, νn) in Z∗

q

and gets X
′
n := Φ

′
(Xn−1, xn, νn) ∈ Ḡn from the plaintext Xn−1 accord-

ing to the operator Φ
′
.

(c) Finally, the node An encrypts value X
′
n using E ′

PWA
and broadcasts the

ciphertext Fln.

After receiving the flow Fln, each node decrypts Fln received from An (a cluster-
head) using D′

PWA
and put it into the plaintext X

′
n : X

′
n := D′

PWA
(Fln) =

{α1, · · · , αn}. Finally, each node can compute the group key KA which is shared
between nodes in cluster A and generates the session key skA using a hash
function.

KA = (αi)xi = gx1···xn
n (gn = gν1···νn

A0 ) (1)
skA = H(U||Fln||KA) (2)

GKA of Cluster B. GKA protocol of cluster B is the same as GKA protocol
of cluster A except that a generator g is different (gB0 �= gA0) since a group G,
which is used by nodes of cluster B, is different. Also, nodes of cluster B share a
different password from a password of cluster A. (PWB �= PWA) Conclusively,
cluster B shares a different group key (KB) from cluster A. Also, cluster B can
generate the session key skB using KB and a hash function.

3.3 Merging Clusters Between Cluster A and B

If the Bresson’s scheme [3] is used for merging clusters, performing arithmetic
operations will be increased exponentially according to the increasing number of
nodes. Therefore, we provide an efficient way to merge clusters in this section.

MCP. In Section 3.1, we assumed that AKE is necessary. Thus, all messages
transmitted in step 2, 3, and 4 are secure because of AKE and secure routing.
We also assume that all values transmitted in cluster A or cluster B, are secure
since they are encrypted by the established group key as the new session key.
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Fig. 3. Protocol for merging clusters

Figure 3 shows flows between cluster A and cluster B for MCP. We assume that
the number of nodes in cluster A is n and the number of nodes in cluster B is k.
Both n �= k and n = k are possible. Before merging clusters, mutual agreement
steps of domain parameters (e.g. gA0, pA and qA) are needed in order to generate
a new group key. A mutual agreement of domain parameters is performed by
choosing majority in the next Section. They are step 1, step 2 and step 3.

1. Each cluster-head sends the number of nodes in own cluster to another
cluster-head.

2. Each cluster-head randomly requests routing information to nodes in another
cluster in order to determine which cluster has more nodes than another.
Each cluster-head then computes the number of nodes in another cluster
through routing information in step 1 and reply from nodes in another cluster
and compares it with own number of nodes.

3. A cluster-head, which has more nodes than another cluster-head, sends do-
main parameters that was used when they generated the established group
key in own cluster. (gA0, pA, qA or gB0, pB, qB)

4. Each cluster-head picks a random variable x (respectively, variable y) which
is variable for PRF. It then computes a pseudo-random value FA (respec-
tively, FB)by using the established group key KA (respectively, KB) which
is generated in own cluster and a random variable x (respectively, variable
y): for cluster A, f(x, KA) = fKA(x) = FA and for cluster B, f(y, KB) =
fKB (y) = FB. They exchange FA and FB.

5. Each cluster-head broadcasts a value ([FA, x, gA0]KA , or [FB, y, gB0]KB ) is
received from another cluster-head, to member nodes.

Finally, all nodes can compute own pseudo-random value and generate a new
group key using it and another one which is received from a cluster-head.

KAB = gFAFB where g = gA0 or g = gB0. (3)

Two clusters can create new session using a new group key KAB. Consequently,
two clusters merge.
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Application of Majority. The application of majority is in order to offer
fairness by choosing majority during merging clusters. Two clusters get routing
information of nodes in another cluster for getting the number of nodes in the
other cluster. In step 1 and 2 of Figure 3, majority is determined. Since our
protocol depends on secure routing protocols, both cluster-heads can get routing
information and know majority. Except that all nodes in another cluster try to
deceive the number of nodes in own cluster, it is impossible for cluster-head to
cheat another cluster-head because of secure routing which provides integrity.
We note that the number of nodes in both clusters are the same. We assume
that majority is determined by coin flipping in this case.

4 Analysis

In this section, we discuss an analysis of our protocol. In Section 4.1, we present
security requirements and how our protocol can provide security. In Section 4.2,
we describe efficiency of our protocol.

4.1 Security

Ad-hoc networks are more vulnerable than typical networks because of some rea-
sons. Attackers can easily intercept messages transmitted over insecure channels
since there is no fixed infrastructure and mobile nodes are wireless. Since these
nodes use a power of lowbattery, they can not use strong cryptographic techniques.
Therefore, security is important in ad-hoc networks and also for our protocol. We
describe essential security requirements; confidentiality, authentication, integrity
and forward secrecy and how our protocol provide these security in the followings.

Confidentiality. Confidentiality is the process of keeping the information sent
unreadable to unauthorized nodes. To protect information transmitted over in-
secure channels in ad-hoc networks is necessary since information is more avail-
able not only to its intended nodes but also to eavesdroppers. One way to reach
confidentiality is the use of cryptographic techniques. Encryption is a simple
cryptographic technique in order to provide confidentiality. In both GKA pro-
tocol and MCP, all messages are encrypted by keys. Therefore, our protocol
assures confidentiality. Semantic security, which guarantees that an adversary
can not distinguish a secret value from random value. Our protocol also pro-
vides semantic security since a basic scheme of key agreement is based on Group
Diffie-Hellman assumptions which have already proved that they are secure.

Authentication. Authentication is the process of verifying messages that are
generated and transmitted from whether the claimed nodes and authorized nodes
or not. It is important for ad-hoc networks to provide authentication because it
is possible for malicious node or adversary to impersonate authorized nodes or
legitimate nodes. In GKA protocol, we provide authentication through secure
routing. AKE of MCP also guarantees authentication.

Integrity. When information is transmitted over insecure channels in ad-hoc
networks, there is a risk that attackers see a message and change some important
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data and resend it. The integrity is the ability of the secure system to guarantee that
the received message is the real one that has not been altered. Also, some form of
replay attacks might threaten the integrity attribute. We provide integrity in GKA
protocol through secure routing. Especially, integrity is of great importance for
majority of MCP. Therefore, we provide it through both secure routing and AKE.

Forward Secrecy.

1. Forward secrecy for GKA protocol: We assumed that cluster A (respectively,
cluster B) agreed on the established group key KA (respectively, KB) before
merging clusters. Therefore, a communication before merging clusters should
be protected from a communication after merging clusters. We emphasize
that our protocol use the established group keys (KA or KB) which were
used in each cluster. However, that is not just using the established group
key but using pseudo-random values (F(x) or F(y)) of established group key.
It is possible to protect the established group key before merging clusters
from objects of the other cluster by PRF. Therefore, KA or KB cannot be
recovered from F(x) or F(y).

2. Forward secrecy for MCP: Also, a new group key of both cluster A and
cluster B is KAB = gF(x)F(y). We use a Diffie-Hellman arithmetic since a
pseudo-random function has large randomness. Thus, F(x) and F(y) cannot
be recovered from a new group key KAB. Therefore, a new group key can
be protected from external objects.

4.2 Efficiency

There are two cases for getting efficiency of our protocol; Generating of a new
group key under the Bresson’s scheme [3] as GKA, and MCP which uses pseudo-
random values of the established group keys. We compare the frequency of expo-
nentiations, the frequency of flow transmissions according to two cases in Table 1.
For this evaluation, we assume the followings. We assume that both generators
and values p. We assume that the number of nodes in cluster A is n, the number
of nodes in cluster B is k and the number of nodes in cluster A is more than the
number of nodes in cluster B (n > k). Also, we use the Bresson’s scheme [3] in the
case of generating a new group key between cluster A and cluster B. the Bresson’s
scheme uses an encryption scheme and operators, but we consider values raising
generators to random values power which are chosen by nodes. We assume that
the order of nodes in Flow 1 is A1 → · · · → An → Bk → · · · → B1. (An: clus-
ter A-head, Bn: cluster B-head) Consequently, our protocol is more efficient than
generating a new group key under the Bresson’s scheme according to Table 1.

Table 1. Efficiency of our protocol

Under the Bresson’s scheme Our protocol
exponentiation 2(n + k)times (n + k)times
transmissions 3n + 3k − 4 times (n − 1) + (k − 1) times
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5 Conclusion

In this paper, we have provided the group key agreement protocol for merging
clusters in ad-hoc networks by not generating new group key but using the
established key. Namely, we have provided the efficient group key agreement
protocol in order to reduce overheads for generating new group key. In addition,
we evaluated that our protocol is more efficient than generating a new group key.
We have also demonstrated that our protocol provide security since we assume
that secure routings and AKE.

In the future study, we will implement and simulate our protocol, and con-
sider separating clusters. Moreover, we will implement secure routing suitable
for applying our scheme to ad-hoc sensor networks.
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Abstract. In ubiquitous computing environment, every service should
have the characteristic of context-awareness. Since physical location is im-
portant information to grasp a user’s context, the service provider should
maintain the location information of the user to provide necessary ser-
vice. When a malicious user acquires the location information of any other
user, it is possible that he/she deduces the context of the user. Although
there have been many researches for the problem, previous methods im-
pose complex computation and many subjects requires on the system in
order to gain acceptable anonymity. In this paper, we propose an effective
method that protects the location privacy in ubiquitous computing en-
vironment. This method prohibits the malicious user from hijacking the
location information by diffusing the information. It also confuses the at-
tacker with transmitting dummy messages as normal users do.

1 Introduction

In ubiquitous computing environment, computing resources are embodied in ev-
erywhere around the people. In street, driving car, flying airplane, office, and
even body, the resources are working to provide many services for the people.
Further more, these services are provided timely and appropriately according
to the user’s context. For example, when a person falls down on a street and
hurts himself/herself, someone at the vicinity calls 911 for an ambulance in the
existing environment. Whereas, in the ubiquitous computing environment, the
nearest computing resource, such as camera and his/her watch that includes
medical sensor, is aware of the situation, and it sends an alert to the nearest
hospital. The ambulance arrives in several minutes, and doctors prepare medical
treatment for the injured person. To provide this kind of service environment,
the system should maintain the location information of the user. Physical lo-
cation of a user is important information to grasp the context of the user [1].
For example, when a professor enters the classroom at school hour, he/she may
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have a class. Thus the system provides the materials for the class. In this service
environment, intercepting of the location information is a serious threat on the
privacy. For instance, when a malicious third party knows that a person is in a
mental hospital, he/she is able to infer that the victim has a mental problem.
If he/she informs the boss of the fact, the victim will be discharged. Moreover,
in the ubiquitous computing environment, it is easier to intercept the message
than the wired network, and the location information is acquired without the
consent of the user from the intercepting message. The attacker can easily in-
fer the context of the victim by collecting and analyzing the victim’s location
information within a certain period of time [2].

To protect location information, there are many researches on location pri-
vacy in various disciplines such as telemetric, mobile computing, and ubiquitous
computing [3], [4], [5]. These researches try to control the usage of the loca-
tion information. However existing methods have some limitations. They need
complex computation to gain acceptable anonymity. Fewer subjects than the
number desired by the approach do not support appropriate anonymity. There-
fore, in this paper, we propose an effective approach that protects the privacy in
ubiquitous computing environment. The proposed approach employs informa-
tion diffusion method that scatters the user’s location information in order to
confuse the attacker. In addition, the base station or the access point transmits
the dummy message that looks like a real traffic but has no meaning.

This paper is organized as follows. We describe private invasions, existing ap-
proach to handle it, and its limitations in section 2. Section 3 explains the pro-
posed information diffusion approach in detail. This is followed by the describing
the system architecture of the proposed method in section 4. Section 5 concludes.

2 Privacy Invasion in Ubiquitous Computing

2.1 Information Leaking vs. Information Gathering

In location-aware application, there are two kinds of method to hijack other’s loca-
tion information; one is unauthorized information access, called information leak-
ing, another is inference with observation of the user’s location, called information
gathering. In the former case, the malicious user acquires the victim’s location in-
formation from the system. In the latter case, the attacker is able to obtain lo-
cation information by observing the traffic of a network, and then he/she infers
what the victim does or how the victim’s status is. Moreover, in this case, since
both the victim and the system do not notice that the private information was
indeed leaked, it is impossible to prohibit gathering the private information.

In case of the information leaking, the existing access control methods can
be used to control the unauthorized access on the location information. Each
system holds own policy to control the access on the information. Every request
is sent to the authority that decides whether it is allowed or not. In addition to
this, the monitoring system logs all the usage of the location information. When
the unauthorized access is exposed, the logged data can be used to trace the
malicious user.
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In the case of the information gathering, since the eavesdropping of the signal
does not detected by both the sender and the receiver, the malicious user is
able to collect any user’s location information without notice. Moreover, the
malicious user can infer the locations and the user’s context from the collected
set of information. It is difficult to control the observation and inference attack
properly. In this paper, we focus on the information gathering problem in order
to prohibit the malicious user from obtaining the location information of others.

2.2 Previous Approaches Against the Privacy Invasion

M. Langheinrich introduces the requirements for the privacy in the ubiquitous
computing environment [6]. It allows data collectors to both announce and im-
plement data usage policies, as well as providing data subjects with technical
means to keep track of their personal information as it is stored, used, and pos-
sibly removed from the system. E. Snekkenes identifies concepts that may be
useful when formulating the privacy policy [7]. This policy makes that the indi-
vidual should be able to adjust the accuracy depending on parameters such as
the intended use and the identity of the recipient. Urs Hengartner et al. suggest
the system that controls the access on the location information in the Wireless
LAN based people location system [8]. It has the hierarchy of the location sys-
tem and the access control mechanism delegates the request to the lower level
system. After all, the victim user’s device authenticates and authorizes the re-
quester according to the victim’s policy. The policy and mechanism are based on
the SPKI/SDSI (Simple Public Key Infra Structure/Simple Distributed Security
Infrastructure). P3P (Platform for Privacy Preference) provides negotiation be-
tween server and client [9]. At the negotiation, when a user wants to access the
information, he/she receives the server’s policy and compares it with the local
policy. If the received policy is acceptable, he/she accesses to the information.

Bugra Gedik et al. introduce the cloaking method that provides vague tem-
poral and spatial information in order to conceal a user within a group of k
people [10]. The system employs an anonymous server act as the mix node. It
prevents a malicious observer from linking ingoing and outgoing messages at the
server. Different with any other k-anonymous system [5], it uses a customizable
k that is changed by the environment. F. Stajano et al. solves the location pri-
vacy problem with the pseudonym that changes randomly and frequently [11].
It classifies every area into two zones; one is application zone where a user has
registered for a service, another is mix zone that is a connected spatial region
of maximum size in which none of users has registered for any services. Since
applications do not receive any location information but pseudonym when users
are in a mix zone, the identities are mixed.

Although there are many researches on the anonymity based location privacy
protection method as we mentioned above, they have still some drawbacks. In-
deed, it is very hard to prohibit the malicious user from gathering the location
information. In the next section, this paper will discuss on the drawbacks on
the previous approaches. That will give the reason why we should propose an
effective method that enhances the location privacy.
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2.3 Drawbacks on the Previous Approaches

Existing approaches provide the reasonable anonymity service if only there are
enough subscribers in the network since they employ k anonymous system. If the
number of subjects is smaller than the constant k, anonymity may be corrupted
by the attacker.

In addition, there is large computational complexity since it changes the
pseudonym frequently for the secure anonymity service. When a few subjects
are in the anonymous area, the number of pseudonym change is not large since
the number of location change is small. The attacker, however, may be able to
perceive the pattern of pseudonym change quickly than we thought [12]. In prac-
tice, many subjects are in an area in order to achieve the reasonable anonymity.
In this case, the system suffers from the extremely complex computation.

In practice, every person has his/her own pattern of movement. For example,
a person, who is a salaried worker, is almost in the office at the morning. Between
twelve and fourteen o’clock, he is in the restaurant for the lunch. At 4:00 p.m.,
he/she is in the meeting room with his/her co-worker. Thus the attacker can
easily infer where the victim’s signal comes from.

In the Mix zone, the area is represented as the combine of application zone and
mix zone. The various users are in an area in general. When user A’s registered
service s and user B’s registered services are different, there are two different
application zones and mix zones are constructed. In practice, the subjects are
generally more than 100 in the street. Then there may be too many different
zones in the same area. It makes the system will forgive providing the anonymity
service.

3 Location Information Diffusion and Confusion

3.1 Diffusing the Location Information

The basic idea of the diffusion is that it divides the information and inserts
each fraction of the information into the normal packet. Most of service request
packet size does not mount up to maximum packet size. Every packet may have
many optional fields, which are not practically used, in the TCP/IP header parts.
Moreover, the practical size of the internet packet is 576 bytes. That is, every
packet has many unused space. The proposed system uses some parts of them.
To do so, firstly the system chooses the multiple parts among the unused space.
Both client and server should know the selected part consistently, but position
should be changed whenever the private information is transmitted. Thus, we
use selection table that stores selected part of unused space. Fig. 1 shows that
how the position is selected with the table and how the information is diffused
into a packet.

The size of the selection table is 8 × 8. Each cell of the table contains a list
of the unused positions in the packet. Every list includes three positions. Each
position may be one of the following candidate positions; IP option field (40
bytes), TCP option field (40 bytes), and data field (1380 bytes). The proposed
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Fig. 1. The diffusion of the location and related identity information

system divides them into 365 positions of 4 bytes. Each selected position can be
represented with 9 bits (365 < 29). Since each cell contains 3 positions, the size
of the cell is 27 bits that can be expressed as 1 word of the 32-bit machine.

Every list in the table is generated randomly by the position handling server.
For a list, the server randomly selects 3 positions among 365 candidates when-
ever it creates the position selection table. To communicate with the server, the
positions of the inserted parts are maintained consistently between the client and
the server. Thus, in the proposed system, we employ the same position selection
table in the both sides. The management issue will be discussed at section 3.3.

Fig. 2 shows the detailed process of the transmission of the location informa-
tion. In order to select a cell having position list, the client calculates a 6-bits
hash value from the time stamp. The client selects the row of the table by the
first 3-bits of the hash value, and it selects the column of the table by the last
3-bits of the hash value. According to the selected list, the fractions of the loca-
tion and the related identity information are inserted into a normal packet. The
identity information is inserted into the packet as the form of hashed value, and
the location information is inserted as the form of ciphertext that enciphered
with the hashed value of the identity. The other empty positions are filled with
random numbers.

When the service provider receives the packet from the client, it just trans-
mits the packet to the position handling server. The position handling server
extracts the location information, and it transmits the information to the ser-
vice provider. The extraction process will be performed in the opposite order of
the diffusion. The position handling server generates 6-bit hash value from the
timestamp in the packet header, and then the position handling server selects
a cell of the position selection table. According to the position list in the cell,
the server gathers all the fragments of the location and identity information.
The server checks whether the hashed identity exists or not, and then the server
decrypts the location information with the hashed identity only if the identity
exists. If the position handling server succeeds to extract, then it sends the loca-
tion information to the service provider. Otherwise, it discards the message and
notifies the fact.
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Fig. 2. Detailed process of the transmission of the location information

3.2 Confusing the Malicious User

When a user’s client sends the location information, the user’s traffic can be
easily captured or intercepted by the malicious user in general. To confuse the
malicious user, anonymity approach has been used until now. The anonymity
approach, however, has high computation complexity as we previously discussed.
In the proposed approach, the location and identity information are already
diffused in the normal packet. Even if the attacker intercepts the packet, he/she
does not know whether the packet includes the location information. In addition,
he/she does not know which positions are used for the location information.
Thus, instead of the complex anonymity method, we employ simple confusing
method that employs the dummy user instead of the anonymity system.

The dummy user is a part of the system that acts as the normal user. The
dummy user can be a base station or an access point. They periodically emit the
dummy message that has no meaning but acts as normal traffic. Thus the real
traffic hides behind the floods of dummy traffic. It is difficult that the attacker
distinguishes the real traffic from the dummy traffic. Fig. 3 shows the schematic
view of the environment that employs several dummy users. In this figure, since
the dummy user and the client send the message to someone, many packets move
to somewhere else. Thus the status of the network is very dizzy.

To make the dummy message, the dummy user fills the contents of the packet
with several random numbers. The address may be selected randomly among
several neighbor hosts in the destination list. The destination list is managed by
each dummy user. When the position handling server receives a message, it is
unnecessary to determine whether it is normal message or not. Since the position
handling server fails to extract the location and related identity information
with the dummy message filled with random values, the dummy message will be
discarded at the server. As shown in Fig. 3, the position handling server s0 is
unsuccessful to extract the location information since the received message is a
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Fig. 3. Dummy users on the networks; the confused area filled with numerous dummy
messages. Dummy message is discarded at the server, while normal message is properly
used for providing location information.

dummy message, while the position handling server s1 succeeds in abstraction
of the location information. The period of the emitting the dummy message is
randomly changed.

3.3 The Position Selection Table Management

If the table is always the same, the malicious user can infers the selected position
with the brute force analysis since the rate that selects the same position may
comply with the uniform distribution. Although the malicious user does not
know the location in real time, he/she can find out the set of the location.
They collect that information for a day or a week, and then they can infer his
private status such that he has a mental disease. Therefore the position selection
table should be updated within reasonable amount of time tupdate, called update
time. That is, the proposed system will update the selection table if and only if
tused ≥ tupdate, where the tused is the used time of the selection table and tupdate

is the update time of the table. For the decision of the update time tupdate,
there is no deterministic method but practical one. According to the service, the
required degree of strength of the location privacy is various. The higher degree
is required, the lower update time is decided.

The proposed system employs two table update methods; one is pull method,
another is push method. In the push method, the position handling server trans-
fers the new position selection table when a user uses the service. The detailed
steps are as follows.

1. When the position handling server extracts the location information from
a request, the server checks whether the used time tused is larger than the
predefined update time tupdate.

2. If tused ≥ tupdate, then the position handling server sends the table update
message to the service provider. The service provider relays the message to
the client who sent the request.
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3. The client sends the ready message to the service provider. The service
provider relays the message to the position handling server.

4. The position handling server creates a new selection table, and sends the
table to the client via the service provider. The table is encrypted with
the temporal symmetric key. The temporal key is a hash value from the
combination of the location information and the user’s id.

5. The client decrypts the received selection table and uses the table at the
next position selection process.

In the pull method, according to the request of a user, the position handling
server creates a new selection table, and then the server transfers it to the user’s
client. To transfer securely, the client and the service provider are temporally
connected with the secure channel such as SSL, and the table should be encrypted
by the user’s password that is created by the user at the registration time.

Fig. 4. Schematic diagram of the proposed system; three thick white arrows mean the
flow of the location information. The shaded hexagon represents the hidden location
information, while white hexagon represents extracted location information.

4 System Architecture

Fig. 4 shows the schematic view of the proposed system. It consists of three
components and two different communication environments. The client is a
user’s mobile device such as PDA, cellular phone, and handheld PC. The service
provider is a server that supplies any service. Through the service provider, the
client acquires necessary service such as location for a friend and showing the
way to the destination. The position handling server authenticates and autho-
rizes the requested user. It acts as trusted third party in the public key system.
The confused area is located between the client and the service provider, and all
the messages from them should be transferred through the area. It helps that
the system hides the user’s traffic. Both the service provider and the position
handling server are connected with the secure channel such as SSL or VPN since
the traffic between them contains the user’s identity. The location information is
diffused into a message from client to service provider. The location information
is extracted by the position handling server and is sent to the service provider.
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Every transaction, including the location and the related identity information,
between the client and the provider is handled as following brief description. The
client creates a message that notifies a user’s location. It is diffused and inserted
into the normal packet. Through any mobile network such as wireless LAN,
CDMA, or GSM, the client sends the packet to the service provider, then the
provider just passes the packet to the position handling server. In the position
handling server, the location and the related identity information are extracted
from the received packet, and then the information is transferred to the service
provider.

5 Conclusion

In the ubiquitous environment, every service providing system may have the
characteristic of the context-awareness. One of the most important information
is the user’s location information in order to aware his/her context. Thus the
location information and the related identity are often sent to the service provider
though the network. Since the attacker may intercept the information, sending
the information without protection is very dangerous.

In this paper, we propose an effective approach to protect the location and
related identity information. In the proposed approach, the sender diffuses the
location information into the normal traffic and dummy user emits dummy mes-
sage that confuses the malicious user for higher secure level. With this approach,
the location information can be transferred to the service provider securely. In
the future work, the diffusion will be applied to multiple packets, and the dummy
user will act like a real user.
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Abstract. In wireless computing environments limiting network access
to authorized users is paramount for the overall security of network. In
addition to basic authentication framework, network access is also gov-
erned by the context in which it is being used. In this work, we address
security issues based on one such context: location. Location sensitivity
is increasingly becoming an integral aspect of wireless and pervasive ap-
plications. As user moves around in an ubiquitous environment, access
rights and other security services provided to her need to be evaluated
accordingly. For such purposes we need a security mechanism that con-
trols the authentication and other security services based on location,
in addition to basic identity information. In this paper, we present an
architecture of location aware security services for enterprise wireless net-
works. Our implementation is integrated into the RADIUS system, an
Authentication, Authorization and Accounting (AAA) framework. Per-
formace evaluation shows that our implementation is efficient for location
based security services.

1 Introduction

The inception of pervasive computing has allowed a single user to interact with
multiple processing devices. Traditional methods used for authentication like
password mechanism, do not work sufficiently for security issues in pervasive
environment [15]. Moreover it is not always sufficient to authenticate a user only
on basis of her identity. In some instances the context of network access assumes
more importance than only identification of user [9]. There is a lot of possibilities
ranging from providing just the essential security, to providing strong security
where same user will have different security services at different locations.

As an example of basic security need, consider Internet services in a coffee
shop. It is highly desirable that network access is available only within the shop
premises as the shop-owner will prefer to provide it only to customers. On the
other side, consider a large enterprise network where personnel in different de-
partments are provided different access rights. The enterprise would ensure that

T. Enokido et al. (Eds.): EUC Workshops 2005, LNCS 3823, pp. 1016–1024, 2005.
c© IFIP International Federation for Information Processing 2005
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basic Internet services are provided in all departments. But information consid-
ered confidential for one particular department should not be made available to
an employee coming temporarily from another department.

Location authentication alone will not help in ensuring differentiated access
rights. For such rights we need a security system where both authentication and
authorization are part of the security infrastructure. In this paper, we present an
architecture of location aware security services for enterprise wireless networks.
Our implementation is integrated into the RADIUS system, an Authentication,
Authorization and Accounting (AAA) framework.

The rest of this article is organized as follows. In section 2 we outline the mo-
tivation for our work. Section 3 is divided in two parts. The first half describes
the working of AAA and the implementation of RADIUS. This discussion is
succeeded by our design description in section 3.2. Section 4 covers implementa-
tion and performance analysis of integrated support system for location aware
security services. And then we discuss the related work in section 5. Section 6
concludes the paper and presents future work of the research.

2 Background and Motivation

With wireless computing, we have seen the increasing use of light devices for
communication and data processing. Of late, pervasive computing has paved the
way for use of smart devices that easily get assimilated in the environment. In the
traditional systems access-rights are determined once the credentials submitted
by the user confirm with the policies set for her.

In pervasive computing needs are different. One difference lies in the short
duration for which a person interacts with a device and then moves on, to access
another. The interaction with smart devices is often discrete. If the user has to
present her credentials for every smart device then security will become an un-
wieldy process for the user. The need here is to take the security aspect higher
up in hierarchy. This can be achieved by establishing trust between user and
environment rather than between a single user and multiple devices in the per-
vasive environment. This presents need for the context based authentication and
access-control. In wireless and pervasive environments one of the major contex-
tual parameters is location. Once a user can be trusted in an environment then
smart devices in that environment can be setup according to the preferences of
the trusted user. A situation is illustrated below to exemplify this argument.

Consider a classroom that is setup with pervasive devices. Students can use
laptops or PDAs to take notes. A webcam is deployed, checking movements to and
from the classroom. Multiple smart screens can be used for the course instructions.
IR beacons can be used to track the movement of people who keep IR listeners
with them. The security task is to associate access rights in this active space with
the instructor. This can be done in two ways. Either instructor authenticates to
each device in the classroom separately or the space can be setup on the basis
of her presence in the smart room; confirmed by IR beacons. Same user can have
different authorization levels in different locations. Continuing with the classroom
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scenario, instructor should not get the authority to show the grades of all students
in the classroom using the smart screens. Though the instructor has the authority
to manage grades of students in her office. In such cases access permissions get
determined by the location in which devices are being used.

Furthermore, it is not sufficient to check who is getting network access but
necessary to ensure at what level permissions are being granted at various lo-
cations. In this work we are presenting the criteria and framework in which
location awareness in wireless and pervasive computing can be used to provide
varied access rights for user. To ensure a centralized system for security, we are
using Remote Authentication Dial In User Service (RADIUS) [1, 14] which is a
widely used implementation of AAA.

3 Location-Aware Architecture

The Authentication, Authorization and Accountancy (AAA) architecture pro-
vides a centralized system where network access can be validated, controlled and
monitored. In this work, we are using an AAA implementation, RADIUS, to au-
thenticate user and authorize security services by taking location as a contextual
parameter. In the next sub-section we describe basic functionality of RADIUS
protocol and then present our location extension design integrated into RADIUS.

3.1 RADIUS System

Remote Authentication Dial In User Service (RADIUS) is an AAA access-control
protocol originally developed for dial-in services. RADIUS is supported in Vir-
tual Private Network (VPN) and wireless access networks. The basic architecture
of RADIUS is depicted in Figure 1. User seeks network access through end user
devices. Client takes user’s credentials and submits it to the server. RADIUS
provides centralized database which contains information needed for user au-
thentication and access-control. This database also keeps a list of configuration
items for each user, detailing the type of services user is entitled to receive.
The authentication information submitted by user is forwarded to the RADIUS
server in form of an access request. This access request contains user’s name, her
password, client’s identification and the port number that user is trying to access.

Upon receiving the access request, RADIUS server first validates the client.
If the client does not have the shared secret with the RADIUS server then the
request is silently discarded. After successful validation of client the RADIUS
server checks a database to find the User-Name. If the User-Name is found in the
database then RADIUS checks for User-Password and some other parameters, de-
pending on the configuration setup. In case the User-Password or other configured
parameters do not match, an Access-Reject message is sent back to the client.

3.2 Location Extension into RADIUS

When RADIUS is used for wireless access, Access Point (AP) works as a RADIUS
client. The AP sends the Access-Request to the RADIUS server for any user who
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Fig. 1. RADIUS Architecture

comes under its coverage and requests access. In a network users are assigned
appropriate roles according to level of information they are provided access to,
and responsibilities they are accounted for [3]. There are various location aware
mechanisms available which can correctly determine the location of a user. One
of them is Cricket [6].

In figure 2 the location aware security services framework is shown. The Lo-
cation Server is used to provide location information to the client. When AP
receives the Access-Request from a host in it’s vicinity it first contacts the lo-
cation server. After adding location coordinates to the Access-Request, client
forwards request to server. The remote server will have at least one database
setup for profile check. When the Server receives request it first authenticates
user based on password mechanism set for her in the profile. Authentication is
approved if the entry for user in the AA extension suggests that user is allowed
to access the network in perimeter specified in the Access-Request. Policies de-
fined in access-control manage authorization levels for users. RADIUS provides
security measures for client server communication through MD5 hashing. The
security mechanism will be discussed later in section 5.1.

Unified Modeling Language (UML) diagrams can be used to depict sequence
of activities [2, 10]. Events taking place during location aware RADIUS authen-
tication are shown in UML sequence diagram (Figure 3).

The communication scenario can be divided into the following steps.
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Fig. 2. Location Enhanced RADIUS Server

1. User submits an asynchronous Access-Request to the client.
2. The client checks the user location with the location server.
3. Location server retrieves the current location information for concerned user

and sends this information back to the client.
4. Client appends location entities to the original Access-Request.
5. Updated Access-Request packet including location information is forwarded

to the RADIUS server.
6. The RADIUS server validates the client. Here we assume that validation

succeeds.
7. The RADIUS server searches the database for users profile taking User-Name

from the request as a key.
8. If user profile exists for the user then RADIUS retrieves the profile.
9. Configured attributes in user’s profile are checked against attributes in the

Access-Request (with location information included).
10. Upon verification of request attributes, access is granted to the end user.

In wireless environments users move within the designated wireless network
area. To cover such movements security policy is maintained in a hierarchi-
cal fashion. Beacons grouped together cover a particular space within the area.
User’s access rights do not change within a space. But if user moves out of this
space then information about access rights is transferred to the higher authority.
This authority determines user’s location again and grants access rights appli-
cable for that particular location. If user completely moves out of the network
area covered by a single centralized authority then credentials have to be re-
submitted to the new authority, from the previous authority domain to the new
authority domain. If previous and new authorities have trust established between
them, then transferred user’s credentials can be used to establish proper security
services in the new authority domain.
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Fig. 3. Sequence Diagram for Location based Authentication

4 Implementation

RADIUS has been implemented by various open source software development
teams and vendors. For our application we used an open source Software called
FreeRADIUS version 1.0.1 on Linux platform Kernel version 2.6.11 [16].

RADIUS server side contains modules to perform configuration updates,
database management and other single well-defined tasks. These modules are
not needed for the basic application of RADIUS Server but they are used, to per-
form additional tasks. In our application a location module is added to RADIUS
to manage location information. This module manages both authentication and
authorization and gets activated only if the configuration for the user has been
setup for location based access management. For tracking location information,
environment is divided into certain sections or spaces. Location information in
the Access-Request contains the space identifier for the section and coordinates
for the device in that section. In the following subsections we discuss the security
and performance aspects of our implementation.

4.1 System Security

RADIUS are vulnerable to real-time active wiretapping attacks [1]. But these at-
tacks can be thwarted by generating unique unpredictable requests. There are two
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kinds of authenticators used in RADIUS. One is request-authenticator which the
clientuseswhen sending anAccess-Request and theother is response-authenticator
used by the server for the Access-Response. A request-authenticator is a MD5 hash
generated on a completely random basis by the client and makes the request unpre-
dictable. Once the server receives the Access-Request and decides access for user, it
calculates the response-authenticator. This response-authenticator is a MD5 hash
based on packet’s identification, attributes and request-authenticator. Response-
authenticator is appended to the Access-Response and sent to the client. Since
only the client is aware of the random request-authenticator, it can create a MD5
hash of packet’s identifiers, attributes and request-authenticator. If such a hash
matches with the response-authenticator received from the server then the client
can be assured of the integrity of the communication. For our location enhanced
service the RADIUS server includes the location information in creating response-
authenticator. Upon receiving response-authenticator from server, client matches
it with the MD5 hash created with location information among other identifiers. If
two hashes match then the communication is considered to be secured.

4.2 Performace Evaluation

Experiments were conducted on the server running on Intel Pentium 4 CPU with
a 3.00 GHZ speed and 1.5 GB SDRAM. The client and the location server were
also running on the same system. Communication was established through net-
work sockets. Time taken to perform a simple password based authentication was
38ms in our setup. The location enhanced authentication mechanism increased
this time to 52ms. The difference in authentication time is attributed to the extra
communication link introduced between the location server and the client.

5 Related Work

Location awareness has been identified as a key parameter for context aware
applications [8, 11]. Context aware applications are identified as ones which adapt
their behavior to changing environments. Determination of user’s location and
secured exchange of location information form the backbone of such applications.

The work in location awareness in a closed environment has been done by
Priyantha et al [6]. They have designed location awareness mechanism termed
Cricket for location support for in-building, mobile location dependent systems.
Location awareness is achieved through beacons and listeners. Listeners are at-
tached to a mobile device whose location is to be tracked. Beacons are small
devices that are spread in the environment. Listener determines it’s location on
the basis of signals received by various beacons in the region. In our design we
use Cricket for location determination. Want et al. [12] have also designed a
system for location awareness in closed office environment using active badges.

In [17] Sastry et al. discuss the secure exchange of location information. In
[13] author uses address on the Internet as the location parameter. This location
information has been used as off-line information to thwart attacks during multi
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party communication. But this off-line information does not cover physical lo-
cation of user for authentication. In [15] Bardram et al present proximity-based
login which allows users to be authenticated on a device just by approaching it
physically. But proximity has not been extended as a parameter for authoriza-
tion. Koo et al. [14] demonstrate use of RADIUS to determine mobile device
location.

6 Conclusion and Future Work

Location determination applications and toolkits are being deployed widely for
pervasive devices in the public networks. With this trend, location awareness
mechanisms will have a significant contribution to determining security services.
In this paper, we propose an authentacation and access control framework based
on location awareness in an enterprise network, as a first step toward pervasive
security. The architecture assumes that a location management system can pro-
vide users location to the system. The access rights to the user vary according to
the policies set for different locations. Our approach is realized by the integra-
tion with an AAA framework, the RADIUS system. Enterprise networks with
context based security policies will benefit from our system.

In the future work we plan to add support for multiple levels of security. With
every authorized service the RADIUS server can determine quality of protection
required for secure communication for different locations. Our location module
in RADIUS works with several others modules that exist in basic RADIUS ar-
chitecture. Encryption for different levels of quality of protection can be achieved
with security library module working with the location module. Various appli-
cations with different security services requirements will be developed based on
our system.
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Abstract. Devising switching schemes for networks of colliding and cor-
related RFID readers is a core challenge in the deployment of RFID
networks. We derive optimal scheduling schemes for readers in RFID
networks in four cases of practical importance. Most other cases can be
reduced to a combination of these basic cases.

1 Introduction

RFID (Radio Frequency Identification) technology is expected to play a central
role in asset tracking and management in the near future. RFID networks are
being deployed to track the flow of assets through various environments. The
central question concerning the efficient functioning of such networks may now
be posed as follows. Given the topology of the RFID network, including infor-
mation on potential collisions between readers, and the correlations between the
various RFID readers, what is the optimum scheduling of the RFID readers in
the network? Indeed, an answer to this question must lie at the heart of every
efficient algorithm to schedule readers in a RFID network. This article answers
this question in several scenarios that commonly occur in practical deployments
of RFID systems.

Our work seeks to combine approaches and insights from two different areas.
First, there is the literature from the collaborative signal and information pro-
cessing (CSIP) community, such as [6], [7]. However, in the scenarios we examine
in this paper, communication and processing resources are not primary bottle-
necks. However the end goal of an RFID system is the same: to maximize the
amount of information extracted from the RFID tags in the environment.

The second area from which we extract techniques started with the application
of graph theoretic tools to the problem of assigning radio frequency spectrum
to a set of radio frequency transmitters, such as cellular telephone base stations
[4], [5]. This work was latter re-examined in the context of frequency assignment
in multi-channel (multi-frequency) RFID reader systems in [2]. Thus graphical
models found their way into the analysis of RFID reader collision problems. This
effort has been extended in another paper by the authors where they consider
perturbations of these graphical models [1].

Consequently, the methods of this paper are derived from information pro-
cessing as well as graph theory.
� Corresponding author.
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2 RFID Reader Scheduling

Reader Model: In this paper, an RFID reader reading a fixed set of tags is
modeled as operating in two time regions, an acquisition region, and a saturation
region as shown in figure 1 (a). In the acquisition region, a reader has less than
the minimum amount of time Ts necessary for it to read its maximum number of
tags. We assume that in the acquisition region, the number of tags read increase
linearly with time, till they reach a maximum at time Ts. Ts is referred to as
the saturation time of the reader. In the saturation region, the reader has more
than the time Ts required to read its maximum number of tags.

h

TsTime

Nodes 
Read

(a)

R1

R2

(b)

Fig. 1. a) Number of tags read by RFID reader with time. b) RFID reader correlation.
CorrR1=

4
10=0.4, CorrR2=0.5, Cross correlation Corr2

1=R1 ∩ R2=0.2.

Remark 1. While we assume a linear approximation to the acquisition region, it
can be an arbitrary well behaved function during that time interval and yet be
amenable to our method of analysis.

We can now formally state our goal. Let T be the time period of operation of
the RFID network and Ti be the time allocated to the ith reader. Then our goal
is to maximize the number of distinct tags read under the constraint

∑
i Ti = T .

To achieve this goal, we start with an elementary, but useful, observation.
There is no advantage to giving more time than Tsi to the ith reader, since
beyond Tsi it does not read any more tags. It follows that we should operate all
readers in their acquisition region. Therefore we impose the constraint Ti ≤ Tsi .
If we assume a linear tag read rate in the acquisition region for all the RFID
readers in the network, with a slope of hi for the ith reader, the network will
read at most N tags, where N ≤

∑
i hiTi . Equality is achieved when all reads

are disjoint.
In the following sections, we will find optimal switching schemes for various

simple topologies of RFID readers and tags. We assume that tags are contained
inside boxes, which are passing through the RFID reader system. Throughout
the rest of this article, we will assume that the following information is either
available or the means to compute it are available to us.

1. The interrogation zone overlap for each pair of readers,
2. Each reader’s rate of tag read, and
3. Statistical correlation between each reader’s total tags read at saturation

and total tags in a typical box.
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3 Correlation and Normalization

The use of correlation information is central to our analysis. First we explain
what correlation means in the context of RFID readers and how we intend to
compute it’s numerical value.

There are two correlations that we need. The first is the correlation between
a reader and the event, which in our case is a box of tags. We model this simply
as the fraction of tags in the box that are correctly read by the reader. Cross
correlation between two readers is modeled similarly. It is the fraction of tags
that are read by both the readers. We can extend this to correlation between any
number of readers similarly (see figure 1 (b) ).

In practice, what we would do is to pass many boxes through the RFID reader
network, and note these fractions for each box and then average out so as to get
a statistical correlation that reflects the particular topology and environment of
deployment of the network.

One thing that cross-correlation allows us to do is to “normalize” the corre-
lation of a reader to reflect the number of unique tags a reader will read from
the remaining unread tags in a previously scanned stream of tags. We formalize
this notion below.

Definition 1. The normalized correlation of the ith RFID reader with respect
to a set of readers S = {Rj}j �=i is a scaling of the original correlation Corri by
its cross-correlation with each of the RFID readers in S. Thus the normalized
correlation of the ith reader with respect to S is given by

CorrS
i = Corri

∏
Rj∈S

(1 − rij) (1)

where rij is the cross-correlation between the Ri and Rj.

Remark 2. Note that in the definition above, the normalized correlation refers
to the correlation between a reader and the event.

Definition 2. A virtual reader is a reader whose correlation with an event has
been normalized with respect to a fixed set of readers.

Remark 3. The process of creating virtual readers does not change the saturation
time Ts of the reader. Though some reads from virtual readers will prove to be
redundant, each reader must still read its full complement of tags.

The use of correlation allows us to work around two important problems.
First, as noted above, our goal is to maximize the number of distinct tags read.
Correlation allows us to approach this problem statistically by keeping account
of the number of tags that are read in common by sets of readers.

Next, RFID reader system can often be quite complex, with many readers,
overlapping interrogation zones, and different path lengths of the tags within
each reader’s interrogation zone. Furthermore, the physical characteristics of the
readers, box, conveyor belt and tags are highly system dependant. Correlation
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allows us to summarize all the system dependant characteristics of the readers
in a single number. Furthermore, this number can be determined experimentally
for each subset of readers in a system as explained earlier.

4 One Box, Multiple Readers

We start by examining the scenario depicted in figure 2. A single box with a
number of RFID tags moves along a conveyor belt, through the interrogation
zones of several RFID readers. These interrogation zones overlap as shown in
the figure. Although the figure shows only three readers, we will see that the
algorithm we will provide works for any number of readers.

                                                                                                                         Conveyor Belt

R1

R2

R3

box

Fig. 2. Single box passing by several RFID readers

Due to the overlaps, operating reader R2 simultaneously with either R1 or R3
will result in a collision and therefore no reads for either of the readers. This rules
out the stratagem of keeping all the three readers switched on at all times and
simply collating their reads. The objective then is to find the optimal switching
scheme for this topology of readers and tags.

Recalling our reader model where the number of tags read is linearly propor-
tional to the reading time up to the saturation time, the total number of tags
read is then given by

N =
∑

i

hiTi, Ti ≤ TSi . (2)

The constraint on time is

T =
∑

i

Ti ≤
∑

Tsi . (3)

Equation 2 is the equation of a hyper-plane. And the objective is to find the
maximum of this hyperplane function under the constraints given by Equation 3.
These constraints define the portion of the hyperplane that lies entirely in the
positive quadrant, as shown in Figure 3(a).

The candidates for the maximum value of this function must lie on the bound-
ary, and indeed must be one of the three intercepts with the axes. The largest
intercept corresponds to the reader with the highest read rate. Of course, this is
true only so far as that reader saturates.
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(h1T,0,0)

(h2T,0,0)

(h3T,0,0)

(a)

hi

Tsi

Time

Nodes 
Read

hj

Tsj

(b)

Fig. 3. Alternate visualizations of equation 2. a) Hyper-plane for 3 RFID readers. b)
Summing contributions from successive readers.

Algorithm 1. Read Order for the one box, multiple readers problem
1: t ← available time
2: while t > 0 do
3: Assign available read time up to time Tsi to reader i from list of remaining

sensors with the greatest slope hi.
4: Normalize all correlations with respect to the reader chosen in step 1 so as to

yield a set of virtual sensors.
5: t ← t - Tsi

6: end while

The algorithm for assigning read order and time thus proceeds as follows.
Note that there is no need to extend step 1 in the algorithm by firing other

readers that do not collide with reader Ri. This is because there is only one box
in the system, and so if it is in the field of Ri, it cannot possibly be in the field of
a reader that does not collide with Ri, yielding no benefit to firing that reader.
This is clearly not the case for multiple boxes.

5 Continuous Box Stream, One Reader

Section 4 solved the problem of a single box moving past a collection of RFID
readers, some of whose fields overlapped. We will now examine the case of a
continuous stream of boxes moving with velocity d and tag density d through
the interrogation field of a RFID reader R1, as shown in figure 4(a). It is obvious
that that optimum strategy is to have reader R1 reading at all times. However,
we wish to derive an expression for the number of tags a typical reader can be
expected to read.

We first make the observation that for a given tag in a differential region dx
situated x units into its field, the probability that the reader R1 has read the
tag is

Pdx(Read) =
[ x

v

Ts1

]
CorrR1 . (4)

It follows that the average number of tags read in the differential region dx,
denoted by TagsReaddx, is
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TagsReaddx = Pdx(Read)(dx ∗ d) =
[ x

v

Ts1

]
CorrR1 (dx ∗ d). (5)

The total number of tags read on the average, denoted TagsRead, therefore is

TagsRead =
∫ L

0

CorrR1d

Ts1v
xdx =

CorrR1

Ts1

d

2v
L2. (6)

We will use the above expression in the following sections.

6 Continuous Box Stream, Two Readers

We now add a second RFID reader to the scenario of section 5 and examine
the case of a continuous stream of boxes moving past a pair of readers with
completely overlapping fields. This is depicted in figure 4(b). A stream of boxes
with tag density d of boxes on the conveyor belt is passing through the interro-
gation zones of readers R1, R2. We wish to provide an optimal scheduling for the
two readers. Equivalently, we wish ascertain at what points in time the readers
should be switched.

Firstly, we use equation 6 to compute the number of tags read by reader R2.
We obtain

R2read =
CorrR2

TsR2

d

2
(T1 − T0)2. (7)

Similarly, the number of tags Reader R1 would have read had it been active
during this initial period is given by

R1read =
CorrR1

TsR1

d

2
(T1 − T0)2. (8)

It immediately follows that one should only activate reader R2 in the period
[T0 T1] in one of the following two cases. Either

CorrR2

TsR2

≥ CorrR1

TsR1

, (9)

v

R1

                                                                                                                  Conveyor Beltbox boxboxboxboxbox v

T0 Tend

L

dx

x

(a)

v

R1

                                                                                                                  Conveyor Beltbox boxboxboxboxbox

R2

v

T0 T1

Tend

R1 active
R2 active

L

(b)

Fig. 4. a) The continuous box stream, one reader problem. b) The continuous box
stream, two reader problem.
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Algorithm 2. Read Order for the one box, multiple readers problem
1: t ← available time
2: while t > 0 do
3: Order remaining readers by

CorrRi
TsRi

.

4: run first ranked reader Rfirst from step 3 for time min(TsRfirst
, t)

5: normalize remaining readers by cross-correlation with reader Rfirst

6: t ← t - TsRfirst

7: end while

in which case
T1 = min(TsR2

, Tend), (10)

or reader R1 achieves saturation, in which case

T1 = min(T0, Tend − TsR1
). (11)

This result is consistent with Algorithm 1. One first assigns all the available
time to the fastest reader up to its saturation time. One then assigns any re-
maining time to the next fastest virtual reader. This algorithm can be applied
recursively to scenarios with more than two readers as can be seen in algorithm 2.

7 Continuous Box Stream, Multiple Readers

Let us now return to the RFID reader configuration from section 4, but replace
the single box with the continuous stream of boxes used in the previous two
sections.

At this point, the reader is encouraged to refer to Appendix (section 9) for
some background material on the graphical analysis of the collision problem in
RFID networks.

The principal difference between this scenario and the single box version arises
from RFID reader collision. In the single box regime, turning off a reader did
not necessarily result in a loss of information. As a result, it was reasonable
to schedule only one reader for reads at any given time. However, such is not
the case with this scenario. There are always tags underneath every reader. As a
result we wish to have as many readers as possible reading in parallel. Algorithm
3 thus merges the algorithms proposed in sections 4 and 6.

In essence, Algorithm 3 uses graph theory to identify reader sets that can be
treated as individual readers. This temporary reader set is then activated as if
it were a single reader. Readers that do not complete reading are then returned
to the reader pool for the next iteration of the algorithm.

7.1 Aggregated Partition Read Rates

Algorithm 3 requires computing the aggregated tag read rate for a set of RFID
readers. We describe this computation below.
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Algorithm 3. Solution for the continuous box stream, multiple readers problem
1: t ← available time
2: while t > 0 do
3: Build a collision graph for the RFID readers in the system, depicting RFID

readers as nodes and reader interrogation zone overlaps as edges (see appendix
(section 9)).

4: Partition the graph into the fewest possible non-interfering sets.
5: Rank the partitions by their aggregated tag read rate.
6: Activate every reader in the first ranked partition from the previous step, for the

time Ts of the reader with the shortest saturation time.
7: Remove any reader that completed reading in previous step from the collision

graph, normalize the remaining readers by their cross-correlation with the re-
moved reader.

8: t ← t - Ts

9: end while

We intend for he aggregated correlation of a set of RFID readers to be, on
the average, the fraction of unique tags read by the collection of readers from
a collection of tags. With this in mind, we begin by computing the aggregated
correlation Corraggr for a pair of readers.

Corraggr. = CorrR1 + CorrR2 − r12 (12)

The aggregated read rate is obtained by scaling this with the saturation time of
the system of two readers.

ReadRateaggr. =
Corraggr.

min(TS1 , TS2)
(13)

The general expression for the aggregated correlation for a set of n readers
{Ri}1≤i≤n is obtained by applying the principal of inclusion and exclusion.

Corraggr. =
∑

i

corrRi −
∑
i<j

rij +
∑

i<j<k

rijk − . . . ± r12...n (14)

We remind the reader that rijk is the fraction of tags read in common by
readers Ri, Rj and Rk from a set of tags, and so on.

While conceptually simple to evaluate, the aggregate correlation does place
additional requirements on the data that must be measured when characteriz-
ing a system. In particular, it is not sufficient to obtain the cross-correlation
between every pair of readers with overlapping interrogation zones. One must,
instead, obtain all 2, 3, . . . , n way cross-correlations in order to perform optimal
scheduling of multiple reader RFID systems. This is intuitively satisfying.

8 Scheduling Domains

It is not uncommon for readers to be separated by more than their reading range
on the same conveyor belt. Such a scenario is depicted in Figure 5. Should each
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V      Conveyor Belt   box boxboxboxbox

R2

R3

box boxboxbox v

R4

box

R5

R6

box boxboxbox box boxbox

Fig. 5. Two multi-reader configurations on a conveyor belt

of these sets of readers be scheduled separately as independent “scheduling do-
mains”, or are there advantages to scheduling all of these seemingly independent
readers as a single block?

We attempt to answer this question using the building blocks developed in the
preceding sections to analyze the case of readers which fall into disjoint blocks
with no overlaps between blocks.

Definition 3. A scheduling domain is a maximal set of RFID readers such that
the collision graph of this topology is connected.

There are two scheduling domains in Figure 5. The first comprises readers
R1, R2 and R3, while the second consists of readers R4, R5 and R6.

Now by the definition of a scheduling domain, readers in distinct scheduling
domains do not physically interfere. However, there actually is an advantage to
scheduling these readers together. The reason for this is cross domain correla-
tion. While they are physically separate, their aggregated result is affected by
the cross-correlation between each of the readers. Take the example of readers
R1 and R4 in Figure 5. They do not physically interact. However, even if the
event correlations of readers R1 and R4 with the set of tags are highest in their
respective groups, if the cross-correlation of these two readers is very high, there
may be an advantage to picking another reader in one of the groups in order to
maximize the aggregated number of tags read by the readers.
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9 Appendix: The Collision Graph of a RFID Network

We provide below some elementary facts about the collision graph of a RFID
network. For a more detailed graphical analysis of the collision problem for RFID
networks, the reader is referred to [1] [2].

An (undirected) graph G is an ordered pair G = (V, E) where V is a set of
vertices or nodes and E is a set of unordered pairs of distinct vertices, called
edges. A subset of V is called an independent set if there are no edges between
vertices in V . An independent set is said to be maximal if the addition of any
more vertices will result in a set that is not independent.

A simple undirected graph G = (V, E) is called bipartite if there exists a
partition of the vertex set V = V1 ∪ V2 where both V1 and V2 are independent

R1

R8

R7

R6

R5

R4
R3

R2

RFID tag path

(a)

V1

V8

V7
V6

V5

V4
V3

V2

(b)

Fig. 6. RFID Reader partition example. a) RFID reader sample layout. b) Collision
graph. Vertices represent the respective RFID reader, edges represent a collision, if
both readers are on.
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Fig. 7. a) The co-graph of figure 6(b), where each edge represents no collision. b) Graph
partitioning into independent subsets.
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sets. In general, a graph is called n-partite when its vertex set V can be written
as V = V1 ∪ V2 . . . ∪ Vn, where V1, V2, . . . , Vn are all independent sets.

Given a collection of RFID readers laid out in some manner, we can construct
the associated collision graph G = (V, E) where each vertex v ∈ V corresponds
to a RFID reader and each edge e ∈ E represents a potential reader field collision
between two readers. For example, the collision graph corresponding to the RFID
reader layout of Figure 6(a) is given in Figure 6(b). Furthermore, the graph
partitioned into independent sets of non-colliding readers as in Figure 7(b).

Readers in any given partition of the collision graph can read simultaneously
without interference. Unlike the “one box” problem, there will always be boxes
in range every reader, thus it makes sense to fire every reader in a partition when
firing one reader in the partition.
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Abstract. The reader collision problem occurs when the signal from
one reader interferes with the signal from other readers. Solutions like
RTS-CTS are not applicable because a reader may communicate with
multiple tags simultaneously. In this paper, we describe Pulse, a dis-
tributed protocol to reduce reader collisions. The operation of the Pulse
protocol is based on periodic beaconing on a separate control channel by
the reader, while it is reading the tags. The protocol functions effectively
with fixed as well as mobile RFID readers. We show, using simulation in
QualNet, that using Pulse protocol, the throughput (overall read rate)
is increased by as high as 98%(with 49 readers) as compared to “Listen
Before Talk” (CSMA) and by 337%(with 9 readers) as compared to Col-
orwave. We also present an analytical model for our protocol in a single
hop scenario.

1 Introduction

An RFID system consists of an RFID reader and a set of RFID tags. The reader
uses radio waves to communicate with the tag. A tag may be active(powered by
an external battery) or passive(powered by energy in the reader’s signals). Since
the signal from a passive tag to the reader is a reflected signal, the read range of a
reader is very limited. Not all applications require “always-on”/real-time sensing
of the item to be tracked. So a large deployment of fixed readers to cover the
area is an overkill. Instead periodic walk-through of fewer mobile readers would
suffice to cover the deployment area thus reducing the cost of deployment.

Many applications require readers to operate in close proximity of each other.
Due to proximity, the signals from one reader might interfere with the signals
from other readers. This interference is called reader collision[1].

Reader to Reader interference arises when stronger signal from a reader
interfere with the weak reflected signal from a tag. For example, in fig. 1, R1 lies
in interference region of reader R2. The reflected signals reaching reader R1 from
tag T1, can easily get distorted by signals from R2. Note that such interference
is possible even when the read range of the two readers do not overlap.

Multiple reader to tag interference arises when more than one reader try
to read the same tag simultaneously. In fig. 2, the read range of the two readers
overlap. Hence the signals from R1 and R2 might interfere at tag T1. In such
� This work was partly supported by Persistent Systems Pvt. Ltd.www.persistent.co.in.

T. Enokido et al. (Eds.): EUC Workshops 2005, LNCS 3823, pp. 1036–1046, 2005.
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Fig. 1. Reader to Reader Interference Fig. 2. Reader to Tag Interference

case, T1 can not decipher any query and the tag is read neither by R1 nor by
R2. Due to reader collisions, R1 will be able to read T2 and T3 but it may not be
able to read the tag T1. In such case, R1 will indicate presence of 2 tags instead
of 3.

Apart from such incorrect operations, reader collisions also result in reduction
of the overall read rate of the RFID system. Hence reducing these reader colli-
sions is essential. Morever this problem is aggravated in case of mobile/handheld
readers.

Standard multiple access mechanisms cannot be directly applied to RFID
systems due to the following reasons.

– FDMA: With FDMA, the interfering readers use different frequencies to
communicate with the tags. Since the RFID tags do not have any frequency
selectivity, they cannot select a particular reader frequency for communica-
tion. Hence FDMA is not a practical solution in RFID systems.

– TDMA: With TDMA, the interfering readers are alloted different time slots
thus avoiding simultaneous transmissions. However this is similar to the well
known coloring problem in graph theory[1] which is an NP-hard problem[1].
Also because of mobility, non interfering readers may move closer and start
interfering making TDMA an inefficient solution.

– CSMA: In fig. 3, the read ranges of the two readers donot overlap. However,
the signals from reader R2 can interfere with the signals from reader R1
at tag T. This case can also happen when the two readers are not in each
other’s sensing range making carrier sensing(and hence CSMA) ineffective
in RFID networks.

– CDMA: CDMA will require extra circuitry at the tag which will increase
the cost of the tags. Also code assignment to all the tags at the deployment
site may be a complicated job.

FDMA, TDMA and CSMA are discussed in more detail in section 2. Stan-
dard anti-collision protocols like RTS-CTS cannot be directly applied to RFID
systems due to following reasons.

– In case of traditional wireless networks, only one node has to send a CTS
back to the sender. However in RFID, if a reader broadcasts an RTS, all
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Fig. 3. Reader Collision making carrier sensing ineffective

tags in the read range need to send back a CTS to the reader. This demands
another anticollision mechanism for these CTS which will make the protocol
more complicated.

– Also there are chances that a tag (say T1) may not receive an RTS due to
collision while other tag (say T2) may receive it. In such case, a CTS from T2
is not a guarantee that there is no collision in the read range of the reader.

We propose a distributed protocol, Pulse, based on a beaconing mechanism.
While a reader is reading the tags, it periodically broadcasts a beacon on a
separate control channel. Any other reader that wants to communicate with the
tags, first senses the control channel for a beacon. If it does not receive any beacon
for a specified amount of time, it transmits a beacon and starts communicating
with the tags. It then continues to periodically transmit a beacon as long as it
is communicating with the tags.

2 Related Work

The Class 1 Generation 2 UHF standard[2] ratified by EPCGlobal[3]
uses spectral planning(FDMA). It seperates the reader transmissions and the tag
transmissions spectrally such that tags collide with tags but not with readers and
readers collide with readers but not with tags. Such seperation solves the reader
to reader interference since the reader transmissions and tag transmissions are on
seperate frequency channels. However the tags donot have frequency selectivity.
Hence when two readers using separate frequency communicate with the tag
simultaneously, it will lead to collision at the tags. Thus multiple reader to tag
interference still exists in this standard.

Colorwave[4] is a distributed TDMA based algorithm, where each reader
chooses a random time slot to transmit. If it collides, it selects a new timeslot
and sends a kick to all its neighbours to indicate selection of new timeslot. If
any neighbour has the same color, it chooses a new color and sends a kick (small
control packet) and this continues. If the percentage of successful transmission
goes below certain threshold, the maxColors is incremented and if the percentage
increases beyond certain threshold, the maxColors is decremented. More details
about the algorithm can be found in [4].
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Colorwave requires time synchronisation between readers. Also, Colorwave as-
sumes that the readers are able to detect collisions in the RFID system. However
it may not be practical for a reader alone to detect the collisions that happen at
the tags unless the tags take part in the collision detection.

ETSI EN 302 208[5][6] is an evolving standard being developed for RFID
readers. It has a CSMA based protocol called “Listen Before Talk”. The reader
first listens on the data channel for any on-going communication for a specified
minimum time. If the channel is idle for that time, it starts reading the tags.
If the channel is not idle, it chooses a random backoff. However as described
earlier, the readers may not be able to detect collision by carrier sensing alone.

3 Pulse Protocol

RFID networks also suffer from the hidden terminal problem. As seen in fig-
ure 3, R1 and R2 are not in each other’s sensing region, but signals from R2
might interfere with signals from R1 at tag T . For such a scenario, a notification
mechanism is required between R1 and R2 such that R2 is informed of R1’s
transmissions before it communicates with the tag. We propose to have this
notification through a broadcast message called “beacon” on a seperate control
channel.

The communication range in the control channel is such that, any two readers
that can interfere with each other on the data channel (channel used to read
the tags), are able to communicate on the control channel. Thus in fig 3, since
R1 and R2 interfere with each other on the data channel, they will be able to
communicate on the control channel. This can be achieved by making the readers
transmit at a higher power on the control channel than the data channel. The
control channel can simply be a sub-band in the RFID spectrum apart from those
used for reader-tag communication. Hence transmission on the control channel
will not affect any on-going communication on the data channel.

3.1 Description

Pulse protocol is present only at the reader since the tags do not take part in
the collision avoidance. The data channel is used for reader-tag communication
whereas the control channel is used for reader-reader communication. We assume
that the reader is able to simultaneously receive on both the control and the data
channel.

Following is an overview of the Pulse protocol.

– Before communicating with the tags, a reader has to wait in the state WAIT-
ING for a minimum time Tmin which is thrice the beacon interval. The time
Tmin is analogous to the DIFS time in 802.11 protocol[7]. Everytime it re-
ceives a beacon in this state, it resets its waiting time to Tmin.

– After Tmin time has elapsed and it did not receive any beacon, the reader
concludes that there is no other reader in the neighbourhood which is reading
the tags. Hence it enters a contention phase and chooses a random backoff
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Fig. 4. Flow Chart for Pulse

time (contend backoff ) from the interval [0. . .CW ]. If it chooses i, it waits
for i beacon intervals in state CONTEND. If it now receives a beacon, it
has lost this cycle and waits for the next cycle, i.e until it does not receive a
beacon for atleast Tmin time. If the randomized backoff time is over and the
reader did not receive any beacon, the reader sends a beacon on the control
channel and starts communicating with the tags on the data channel. This
randomized backoff helps to avoid collisions between readers. contend backoff
is a multiple of beacon intervals to improve fairness.

– While the reader is communicating with the tags, the reader sends a beacon
on the control channel every beacon interval. This beacon acts as a notifica-
tion to the neighbouring readers so that they can withhold their communica-
tion with the tags and thus avoid possible collisions. After the communication
with the tags is over, the reader again waits in the WAITING state and the
cycle continues.

– Everytime the reader sends a beacon, it first senses the control channel. If
the control channel is busy, it continues to sense the control channel. As
soon as the channel gets idle, the reader waits for a random delay (de-
lay before beaconing) and senses the channel again to send the beacon. This
random delay is a multiple of the beacon propagation delay and helps to
avoid collisions - otherwise many readers would simultaneously send the
beacon after the channel became idle.

Fig. 4 shows the detailed flowchart and fig. 5 shows the detailed algorithm for
the Pulse protocol.

The contend backoff and the delay before beaconing in the protocol are similar
to the backoffs in general wireless networks, they are decreased as long as the
control channel is sensed idle, stopped when a transmission is detected, and
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– CASE: Receive packet from application to send on the network
1: if state = IDLE then
2: state = WAITING
3: Set waiting time expired timer to Tmin

4: end if
– CASE: Control channel becomes busy

1: if state = CONTEND then
2: Pause contend backoff expired timer
3: end if
4: if state = DELAY BEFORE BEACONING then
5: Pause delay before beaconing expired timer
6: end if

– CASE: Control channel becomes idle
1: if state = CONTEND then
2: Resume contend backoff expired timer
3: end if
4: if state = DELAY BEFORE BEACONING then
5: Resume delay before beaconing expired timer
6: end if

– CASE: BEACON Received
1: if state = READING OR state = CONTEND OR state = WAITING then
2: Cancel all timers
3: state = WAITING
4: Set waiting time expired timer to Tmin

5: end if
– CASE: Timer Expired

1: if waiting time expired timer AND state = WAITING then
2: state = CONTEND
3: Set contend backoff expired timer to previous residual value if any else select a new

random backoff
4: end if
5: if (beacon interval expired timer AND state = READING) OR

(contend backoff expired timer AND state = CONTEND) then
6: if Control channel is IDLE then
7: transmit BEACON on control channel
8: Set reading time expired timer to max allowed communication time, if not set
9: Set beacon interval expired timer
10: state = READING
11: Start communication with the tags
12: else
13: state = DELAY BEFORE BEACONING
14: Set delay before beaconing expired timer to random delay
15: end if
16: end if
17: if reading time expired timer AND (state = READING OR state =

DELAY BEFORE BEACONING) then
18: cancel all timers
19: state = WAITING
20: Set waiting time expired timer to Tmin

21: end if

Fig. 5. Pulse Protocol Algorithm

reactivated when the control channel is sensed idle again. Also, if the reader
receives a beacon during backoff (contend backoff ), in the contention phase, it
stores the residual backoff timer and then waits for the next chance, i.e until
it does not receive a beacon for atleast Tmin time. It then uses this residual
backoff time. This is done only to improve fairness amongst readers. Although
the protocol seems to be simple, we show using simulations that it is effective in
both static and mobile networks.
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4 Simulation Experiments

4.1 Simulation Model

We have simulated the UHF RFID network in QualNet simulator[8] with data
channel frequency as 915MHz and the control channel frequency as 930MHz. We
assumed: No inter channel interference between the data and the control channel,
Free space propagation path loss, no fading, SNR based signal reception(SNR =
10), omni-directional antennas, 2 Mbps data rate, -91dBm Radio Rx sensitivity
and -81dBm Rx threshold, negligible data processing delay and channel switching
delay and packet collision as the only cause of packet loss. We also adjusted the
transmission power of the RFID node -45dBm, to make the read range ∼ 5 feet
as is the case with UHF RFID readers.

With these parameters the read range, sensing range and the interference
range are 5.31 feet(1.62 meters), 17.71 feet(5.4 meters) and 23.29 feet(7.1 meters)
respectively. Here the interference range is the maximum distance upto which
a reader’s transmission can interfere with another reader-tag communication.
Thus the beacon range should be atleast equal to the interference range inorder
to make this protocol effective.

We define the Beacon Range Factor(BRF) as the ratio of the control
channel transmission power to the data channel transmission power. According
to [9], the power received at a receiver is inversely proportional to the square of
the distance between the transmitter and receiver. Thus, BRF is given by[10]

BRF =
PBeacon

PData
=

r2
Beacon

r2
Data

Thus with data range as 1.62 meters, inorder to have a beacon range of 7.1
meters, we require a BRF of 19.2.

4.2 Performance Metrics

A query is said to be successfully sent if it is sent by a reader and is successfully
received by all the tags in the read range i.e. it does not collide with any other
query in the network. We define the system throughput and the percentage
efficiency as follows.

System Throughput =
Total queries sent successfully(by all readers)

Total time

System Efficiency(%) =
Total queries sent successfully(by all readers) × 100

Total queries sent(successful + collided) by all readers

In general, the tag identification is through a query-response protocol where
the reader sends a query and the tag responds with its unique identification num-
ber. Higher the number of queries sent successfully, higher the throughput, and
hence higher would be the number of tags identified by the readers. Percentage
efficiency reflects the ability of a protocol to detect a possibility of collision at the
tags and hence avoid unnecessary transmissions. An improvement in throughput
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indicates an improvement in the read rate whereas an improvement in the effi-
ciency indicates reduction in collisions. Thus throughput and efficiency together
define the effectiveness of the protocol. Through simulations we show that Pulse
protocol is effective in both the dimensions.

4.3 Simulation Scenarios

We used the following simulation setup for running the experiments.

– Tag setup: We used a field of 10 meter X 10 meter area, with 400 tags
forming a grid of 20 X 20. The tags were placed throughout the simulation
field with 0.5 meter interval so that most of the collisions in the field would
be detected by these tags.

– Fixed Readers: For fixed reader simulation, all the readers were randomly
placed in the field. We used 20 random topologies with 3 different seeds in
each case giving a total of 60 simulations per protocol.

– Mobile Readers: For simulation of mobile readers, the initial placement of
readers was a uniform grid of readers. We used a random way point mobility
with low speed of 0.5 to 2 meters per second and 10 random seeds.

For simulation, the RFID application generated a packet(query) to be sent to
the tags with exponential interarrival time of average 500 μsec throughout the
simulation time of 60 seconds.

4.4 Compared Protocols

We compared our Pulse protocol with Aloha protocol, CSMA protocol[5][6] and
Colorwave. A reader with Aloha protocol assumes that it is the only reader
communicating with the tag. Hence when the reader wants to communicate
with the tags, it simply starts its transmission without applying any collision
avoidance. The CSMA protocol is similar to ETSI EN 302 208[5][6] with a
listen time of 15msec. For Colorwave protocol, we used the time slot of 10 msec.
Rest of the experiment setup for Colorwave was as given in [4]

We set the beacon interval of Pulse protocol as 5 msec and Tmin same as the
listen time in CSMA i.e 15msec. Using similar settings for both the protocols
help us evaluate the MAC protocols in an unbiased manner.

5 Results

Keeping BRF=28 and beacon interval=5msec, we did the comparison initially
on a 25 reader topology followed by topologies with different number of readers
(4. . . 64). We also studied the effect of BRF and beaconing interval on throughput
and efficiency of Pulse.

5.1 Throughput

25 Reader Topology: Fig. 6 shows system throughput with different protocols.
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Fig. 6. Throughput comparison with 25
readers

Fig. 7. Throughput comparison with differ-
ent number of readers

– With Aloha protocol, almost every transmission in the system collided be-
cause readers with aloha protocol do not apply any collision avoidance.

– CSMA has better throughput than Aloha because carrier sensing is succesful
in avoiding collision with readers within the sensing range. However number
of collisions using CSMA is still high due to the hidden terminal problem.

– In colorwave, because of the distributed timeslot mechanism, the timeslots
are underutilised thus showing lower throughput.

– In Pulse, these collisions are avoided because the beacon sent by a reader
acts as a notification to the neighbouring readers(including hidden nodes),
which then withhold their transmission thus avoiding collisions. Pulse shows
throughput improvement of 60% as compared to CSMA and 232% as com-
pared to Colorwave in static topology.

– Even in case of mobility, Pulse remains to be effective with throughput im-
provement of about 46% as compared to CSMA and 200% as compared to
Colorwave.

Varying Number of Readers: Fig. 7 shows the graph of throughput with vary-
ing number of readers in the system. Following are the observations:

– Aloha continues to show negligible throughput.
– As the number of readers in the system are increased, the throughput of

CSMA protocol does not increase. Hence unable to cater to dense networks.
– Pulse protocol shows better throughput in all topologies as compared to both

colorwave and CSMA protocol. It shows an improvement of as high as 98%
(with 49 readers) over CSMA and 337% (with 9 readers) over Colorwave.

– Using Pulse protocol, the throughput of the system keeps on increasing as
the number of readers in the system is increased upto a saturation point
after which the throughput stops increasing even if the number of readers
is increased. For example for BRF=28, 25 readers is the saturation point.
Hence if the throughput of the system is of prime importance, no more than
the saturation number of readers should be deployed.

– Note that Pulse is effective even in a highly dense network of 64 readers.
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5.2 Efficiency

25 Reader Topology: Fig. 8 shows system efficiency with different MAC protocols.

– the efficiency with CSMA barely crosses 50% which means that 50% of the
transmissions in the network are wasted due to collision.

– Using Colorwave, the efficiency is almost 100% however, colorwave fails to
give better throughput than Pulse.

– With Pulse, the efficiency is above 99% with both static and mobile reader
network. Thus Pulse is successful in detecting possibility of collisions and
thus avoid the same.
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Varying Number of Readers: Fig. 9 shows the graph for the same.

– With Aloha protocol, the efficiency is negligible in all the experiments.
– As seen, the efficiency of CSMA keeps on decreasing as the number of readers

go on increasing. As the density of the network increases, the number of
hidden terminals increase thus reducing the efficiency.

– Pulse protocol overcomes the hidden terminal problem through a beacon
and hence the efficiency of the system is above 95% in all topologies.

Thus Pulse is definitely an improvment over the existing solutions in both the
dimensions of throughput and efficiency. It remains to be effective even in a
highly dense mobile network.

We further tested the effect of the protocol parameters, BRF and beaconing
interval, on the system throughput and efficiency. We found that BRF of 28
gives the highest throughput. We also found that change in beacon interval does
not show any significant change in the system throughput. We also theoretically
analysed Pulse for which we assumed that all the readers in the network are in
each others’ communication range on the control channel. We divided the time
into cycles and calculated the average number of queries transmitted per cycle
which gives the overall system throughput. More details can be found in [10]. ‘
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6 Conclusion and Future Work

The reader collision problem in RFID networks is a hindrance for the prolifera-
tion of RFID. We presented a distributed protocol, Pulse, for an RFID network
which uses a beaconing mechanism by sending periodic beacon on the control
channel. Although the protocol is simple, we have shown that it mitigates the
reader collision problem. It reduces the reader collisions to 1-2% and also in-
creases the read rate of the system by as high as 98% as compared to CSMA. It
requires very less overhead on the reader side and absolutely no support on the
tag side. Our protocol is also very effective in a mobile scenario facilitating the
use of mobile readers which is a cost effective solution for many applications.

We did not account for any channel switching delay in our simulations. How-
ever we believe it to be negligible as compared to the beacon interval. Ofcourse,
the Pulse protocol demands for some extra circuitry on the receiver end of a
reader. However Pulse protocol increases the throughput considerably. It also
promotes the use of lesser number of readers by being effective in a mobile sce-
nario. We believe this performance gain and reduction in number of readers
required is high enough to offset the hardware modification required by this
protocol.

Further research can involve porting of the Pulse protocol to readers with
multiple data channels. Further analysis will lead to insights on the ideal pa-
rameters like the beaconing interval, waiting time and the maximum capacity of
the protocol.
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Abstract. Radio Frequency Identification (RFID) finds use in numer-
ous applications involving item identification and tracking. In a typical
application, RFID tags are attached to the items and are periodically
queried by readers. Using a fixed placement of readers to guarantee com-
plete coverage of all tags in a given area at all times increases the de-
ployment costs. Also, most practical applications do not need complete
coverage at all times. It is enough to provide complete coverage periodi-
cally, say each tag being covered every τ seconds. For such applications,
using mobile readers to cover the area would be more cost-effective.

Given an area to be covered completely within a period τ , determin-
ing the number of mobile readers required, their placement and move-
ment pattern, is a difficult problem. We have developed RFIDcover1, an
automated coverage planning tool, that addresses this problem. Given
an application scenario and reader specifications, RFIDcover determines
an optimal number of readers required to guarantee complete coverage
within the specified period τ . It also generates a layout giving the place-
ment and movement pattern of the readers. The architecture of RFID-
cover is generic and extendible, making it easy to implement different
application scenarios. In this paper, we present RFIDcover implementa-
tion for a retail inventory tracking application scenario and evaluate its
effectiveness.

1 Introduction

Radio Frequency Identification technology finds a plethora of applications in
various commercial sectors for tracking and identification of objects. The key
components of an RFID system are the tags and readers. The RFID tag is a
low functionality microchip with an antenna connected to it, that is attached to
the item to be tracked, or identified, and stores the unique identification number
of the item. The readers communicate with the tags for reading/writing the
information stored on them. Readers may be fixed (stationary at a location) or
mobile (within the given area).

The tags used for most applications are passive[1] [2], which puts a limit on
the readers’ interrogation range - the range within which a tag can be read by the
1 This work was partly supported by Persistent Systems Pvt. Ltd.
http://www.persistent.co.in

T. Enokido et al. (Eds.): EUC Workshops 2005, LNCS 3823, pp. 1047–1057, 2005.
c© IFIP International Federation for Information Processing 2005
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reader. For example, RFID readers operating in the UHF band typically have
an interrogation range of 3-5 m[2]. As a result, a large number of readers may
be required to provide complete coverage for a given area, leading to significant
deployment costs.

Some applications, such as retail inventory tracking, need complete coverage
only periodically, say each tag being covered every τ seconds. For such appli-
cations, using mobile readers to cover the area would be more cost-effective.
However, before deploying the readers, it is necessary to answer many impor-
tant questions, such as: (i) how many readers are needed for providing complete
coverage, (ii) where should the readers be placed, (iii) how should the mobile
readers move and with what velocity, (iv) how does the number of readers re-
quired vary with increase, or decrease, in τ . Thus, given an area to be covered
completely within a period τ , determining an optimal number of mobile readers
required, their placement and movement pattern, is a difficult problem.

We have developed RFIDcover, an automated coverage planning tool that
addresses this problem. Given an application scenario and reader specifications,
RFIDcover determines an optimal number of readers required to guarantee com-
plete coverage within the specified period τ . It does this by: (i) automatically
generating a set of layouts (the placement and movement pattern of the readers),
(ii) computing the performance metrics - Cost of deployment (as a function of
the number of readers) and Tag Reading Time (TRT) (the time taken to read
all tags in the given area) - for each layout, and (iii) selecting the layout which
is optimal in terms of both.

The architecture of RFIDcover (Section 3) is generic and extendible, making
it easy to implement different application scenarios. We consider the following
retail inventory tracking application: An RFID tag is attached to each item in a
supermarket. The items are then stacked up on the shelves separated by aisles.
Periodic inventory checks are carried out using mobile readers moving along
the aisles, reading the tags on the shelves as they move. We have implemented
RFIDcover for such an application (Section 4), and evaluated its effectiveness
(Section 5). To the best of our knowledge, there is no literature on coverage tools
for RFID systems with mobile readers.

2 The Coverage Problem

In this section, we discuss the problem of providing complete coverage using
fixed as well as mobile readers. We assume an interference free environment and
a circular range for each reader. We derive theoretical results for the number
and placement of readers to completely cover a given area. These results form
the basis for the mobility models and heuristics used in RFIDcover.

2.1 Fixed Readers

Given the minimum-area rectangle (with dimensions X × Y ) that encloses the
area to be covered, the problem of complete coverage using fixed readers is same
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as that of covering this rectangle with a number of fixed size circles, each of
radius equal to the readers’ interrogation range, r.

With no overlaps among the readers, the maximum coverage that can be
achieved is 0.906899682[3]. Hence, complete coverage is possible only if there
is overlap amongst the readers. Kershner, in [4], states that the density of an
optimal layout, i.e., the ratio of sum total of the area covered by all the circles
to the total area to be covered, would be 1.209. [3] discusses a layout that meets
this criteria, and hence, is optimal. The number of readers required for complete
coverage using the layout is:

Fopt =
2
√

3XY

9r2 (1)

It can be easily seen that using only fixed readers may not be cost-effective
as X and Y increase, especially if r " X , and/or, Y . For example, to cover an
area of dimension 10m × 10m with readers of interrogation range, r = 2m, the
number of readers required would be 10. Whereas, to cover an area of dimension
50m×50m, this would shoot up to 241. Hence, we explore coverage using mobile
readers.

2.2 Mobile Readers

The approach for determining the optimal number of mobile readers to cover
a given area is similar to that used for fixed readers, except for the following
difference: The area covered by a mobile reader would not be of the shape of
a circle of radius r, and would instead be an ellipse-like shape as discussed in
[3]. As in the case of fixed readers, complete coverage can be guaranteed only if
overlaps are allowed. The number of mobile readers required for one such layout
with overlaps discussed in [3] that provides complete coverage is:

M = 	X × Y

2rvτ

 (2)

Although M may not be the minimal number of mobile readers required,
it gives a sufficient bound for the number of mobile readers. We note that a
deployment using M readers would need a to-and-fro mobility model for each
reader. Such a model may be restrictive and impractical for many scenarios.
Hence, we use this value of M only as a comparison point for the evaluation of
mobility models implemented in RFIDcover. In the next section, we describe the
architecture of RFIDcover in detail.

3 RFIDcover Architecture

The architecture of RFIDcover is as shown in Figure 1. It has a three phase
operation as follows:
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1. Selection Phase - In this phase, the mobility model for the mobile readers
and the MAC mechanism to be used by the readers for shared access to the
medium, are chosen based on the application scenario. Depending on these
two, an appropriate heuristic for layout generation is selected.

2. Generation Phase - In this phase, the selected heuristic is used to generate
a set of possible layouts, each of which conforms to the input constraints
and also completely covers the given area. The performance metrics, viz.,
the Cost (as a function of the number of readers), and the TRT (total time
taken to read all the tags in the entire area) are computed for each such
layout.

3. Optimization Phase. In this phase, an appropriate objective function for
optimization is chosen and applied to the set of layouts generated earlier.
This results in the selection of an optimal layout, which is recommended to
the user.

An additional feature of RFIDcover is that the user can also provide constraints
on the Cost and TRT as an input to the generation and optimization phases.

The following subsections briefly describe the different components shown in
the architecture and their roles, using the supermarket inventory application
mentioned earlier (Section 1).

3.1 Inputs

The user provides as input to RFIDcover the following:

– Reader Specification - This gives the details (as shown in Figure 1) of both
fixed and mobile readers.

– Topology Specification - The dimensions of the minimum-area rectangle en-
closing the region to be covered and the tag density distribution is provided.

– Application Scenario - The application scenario is chosen from a list of those
currently supported by RFIDcover.

– Input Constraints - Additional constraints may be provided by the user which
can be modified on-the-fly to generate a new set of layouts.

3.2 Functional Overview

Brief description of the functions of each of the basic components in RFIDcover
is given below. The various components have been loosely grouped together to
correspond to the three phases of its operation.

Selection Phase. The two main components in this phase are:

– Model Selector : The model selector maps the given application scenario
and tag distribution to a suitable mobility model and an appropriate MAC
mechanism (medium access control). It then passes on the selected mobility
model and MAC mechanism as an output to the next phase. The model
selector uses the following components for the mapping:
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Fig. 1. RFIDcover Architecture
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• Mobility Model Set : This is a collection of mobility models. A mobility
model defines how the mobile readers would move and with what velocity.
We assume a homogeneous system, where all the mobile readers follow
the same mobility model. A given mobility model may be suitable for
some application scenarios and may not be useful for others. Also, note
that a mobile reader can not move faster than TRS/(2r× Tag density)
in order to cover all tags in the range.

• MAC Set : The readers may use a number of Medium Access Control
(MAC) mechanisms, such as TDMA, FDMA, CSMA, in order to share
the medium and read the tags efficiently. MAC set is the collection of
such mechanisms currently supported by RFIDcover. Any new MAC
mechanism can be implemented and added to this set.

– Layout Generating Heuristic Selector : Once the mobility model and MAC
mechanism has been fixed, and given the tag distribution, reader specifica-
tions and the dimensions of the area to be covered, the layout generating
heuristic selector finds an appropriate heuristic to be used for generating the
layouts. These layouts provide complete coverage of the area and conform
to the input constraints. The layout generating heuristic selector uses the
following component for its section decision:

• Layout Generating Heuristic Set : This is a collection of heuristics that
can be used for generating the layouts. Each heuristic has associated
with it some mobility models that it supports. Hence, a heuristic along
with the mobility model would result in a layout for complete coverage
of the area. For example, a layout generating heuristic could place fixed
readers at four corners of the area to be covered and place one mobile
reader, initially at left top corner, and let it move in a pattern that
ensures coverage of the area.

Generation Phase. At the end of the selection phase we have all the infor-
mation needed for the generation phase, for generating the layouts for complete
coverage. This phase consists of two steps and uses the following components:

– Layout Generator: It takes as input the topology specifications, the reader
specifications, the input constraints, and the chosen layout generating heuris-
tic, and applies that heuristic to generate a set of possible layouts that would
provide complete coverage in conformance with the input constraints.

– Metric Calculator: For each layout generated by the layout generator, the
performance metrics are computed, and keeping in mind the input con-
straints, a subset of the layouts that conform to the input constraints is
generated. The performance metrics include simple generic ones like the
number of fixed and mobile readers, the total Cost incurred and the TRT
(or Tag Reading Time, which is the total time it takes to read all tags in the
area). In addition, other metrics specific to MAC mechanism or application
scenario could also be computed.
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Optimization Phase. Once the layouts conforming to the input constraints
have been generated, the optimization phase then determines best layout from
the set of those generated. The basic building blocks of this phase are:

– Optimizer: Since the layout is generated using a heuristic, there can be a
number of layouts that would conform to the input constraints. Various
optimizing objective functions are possible. The optimizer applies a suitable
optimizing objective function to the layouts generated and recommends the
result to the user, along with a summary of the other conforming layouts.
The optimizer uses the following component while choosing the objective
function.
• Optimizing Objective Function Set: This is a collection of optimizing ob-

jective functions. For each layout generated that conforms to to the input
constraints, we have a set of performance metrics. An optimizing objec-
tive function can be applied on some/all of these metrics for determining
the most suitable layout. For our supermarket example, we might be in-
terested in recommending a layout that uses the minimum number of
readers. Then the objective function should be the “minimum” function
and it should be applied on the number of readers.

– Graph Plotter: This is used to plot graphs using the layouts conforming to
the constraints. The plots reflect the variation of number of fixed readers,
mobile readers, Cost, TRT and other metrics with different layouts. It also
displays the optimizing objective function.

– Display Unit: This is used to graphically display in detail the optimal layout
and the performance metrics associated with it.

3.3 Outputs

Following are the outputs that RFIDcover provides to the user.

– Graphs: The various graphs generated by the graph plotter are shown to the
user for analysis.

– Optimal Layout: The details of the layout recommended to the user, are
shown to the user on a graphical interface.

In the next section, we present the implementation of RFIDcover for the retail
inventory tracking application.

4 RFIDcover Implementation

The architecture presented in Section 3 has been implemented in Java. RFID-
cover currently supports the supermarket inventory application scenario. It im-
plements the zig-zag mobility model and the static coloring MAC that are suit-
able for the supermarket application. LGH1, a heuristic specific to the zig-zag
mobility model is used to generate the set of layouts. The least square sum op-
timizing function is then applied on the parameters TRT and Cost, to get the
optimal layout that is suggested to the user.



1054 S. Anusha and S. Iyer

4.1 Zig-Zag Mobility Model

In the zig-zag mobility model, the mobile readers move within a rectangular area
in a zig-zag fashion. This rectangular area (as shown in Figure 2) forms the basic
unit which is replicated throughout the area to be covered. So, the dimensions
of this rectangle could be as large as X × Y , or as small as length of aisle ×
inter aisle distance.

This mobility model is suitable for supermarket scenario where tagged items
are stacked up on shelves in rows with aisles separating them. The mobile readers
move from left to right (or right to left) along the aisle and then move an inter-
aisle distance perpendicular to it, and then move from right to left (or left to
right) along the aisle and repeat the whole process again. The model is as shown
in Figure 2.

Fig. 2. The Zig-zag Mobility Model

4.2 Static Coloring MAC

Static coloring MAC is a TDMA based MAC mechanism for shared access of the
readers to the medium of communication. We chose a TDMA based mechanism
because this is simple and is commonly used by commercially available RFID
readers.

In TDMA based mechanism, each reader is assigned a time slot wherein it
can read tags in its range, while the rest of the readers remain silent during the
period. Any two readers in the interference range of each other will be assigned
different time slots, thus, avoiding any interference or collision. Assigning time
slots to readers is analogous to the graph coloring problem [5], where the readers
form the vertices of the graph and every pair of interfering readers are adjacent,
that is, they have an edge between them. In case of fixed readers, determining
these pairs of interfering readers and assigning TDMA slots is straightforward.

In case of mobile readers, determining the number of TDMA slots is not
easy, since the readers may move in and out of the interference range of each
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other. One simple way to overcome this difficulty is to determine the number of
interfering readers in worst case scenario and assign as many slots. The static
coloring MAC considers the mobility model, determines all pairs of readers that
might come into the interference range of each other, and assigns time slots on
a worst case basis. This approach works for many simple mobility models and
deterministic layouts, although in general it may be a bit inefficient.

4.3 LGH1 Layout Generating Heuristic

RFIDcover currently implements a heuristic, which we call LGH1, for generating
the layouts appropriate for the zig-zag mobility model. It generates a hybrid
layout consisting of fixed as well as mobile readers. The layouts differ in the
strategic points where the fixed readers are placed. LGH1 works as follows: It
places fixed readers at the end of every aisle, or at the end of every two aisles
and so on, in each direction. The fixed readers, thus, form a grid-like structure
over the area to be covered. Each cross section of the grid forms the rectangular
region within which one, or more, mobile readers move as per the zig-zag mobility
model. More details are given in [3].

4.4 Optimization

The layout generating heuristic produces a set of layouts. For each layout, the
number of fixed and mobile readers, the performance metrics like the Cost and
TRT, are calculated and those conforming to the input constraints are retained.
One of these is chosen and recommended to the user, as per an appropriate
optimizing objective function.

In our supermarket application, we would like to use minimum number of
readers and yet provide complete coverage as often as possible. Hence, we use
the least square sum as the objective function and apply it on the parameters
TRT and Cost. Thus, the layout with minimum value for TRT 2+Cost2 is chosen
as the optimal one.

In the next section, we provide an evaluation of the implementation for the
supermarket scenario.

5 RFIDcover Evaluation for Supermarket Scenario

In this section, we discuss the correctness and usability of RFIDcover’s current
implementation for the supermarket inventory application scenario. We consider
the example shown in Table 1. We ran RFIDcover on the example inputs, to get
the data used to plot the graphs in Figure 3. Figure 3(a) shows the graphs of
the number of mobile readers (NMR) and the optimal number of fixed readers
(NFR) with varying TRT. From the graphs in the figure, we can see that for
providing complete coverage of an area, the number of mobile readers needed
is much lesser than the number of fixed readers. The number of mobile readers
required decreases drastically as TRT increases and would reach 1 when TRT
approaches ∞. This is as expected.
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Table 1. The example

Reader Spec Topology Spec Application

Interrogation Range: 2m Dimension X: 24m Supermarket Scenario
Interrogation Range: 2.5m Dimension Y : 15m Aisle Length: 5m
Tag Reading Speed: 70tags/s Tag Distribution: Uniform Inter Aisle Distance: 3m

Unit Cost: 1 Tag Density: 5/m2 MAC mechanism
Max. Speed: 5m/s Aisle length along X Static Coloring

For practical applications, very high values of TRT may not be meaningful.
Hence, the region of interest is the area of the graph near the origin, where the
TRT values are within the range of a few seconds. Here also, we find that except
when the TRT is negligibly small, the number of mobile readers required drops
significantly with slight increase in TRT. Hence, using mobile readers for such
values of TRT would be cost-effective.
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Fig. 3. Observations

Another important observation is that in the region of interest the slope of
the number of mobile readers curve falls very steeply if r " X , or Y but at a
much lower rate if r is comparable to X and Y . For example, the curve in the
left graph of Figure 3(a) (which corresponds to an area of dimensions 24m×15m
and aisle length = 5m and inter aisle distance = 3m), falls from 35 readers
to around 11 readers as the TRT increases from 0s to 15s, whereas in the right
graph of Figure 3(a) (which corresponds to an area of dimensions 48m×30m and
aisle length = 10m and inter aisle distance = 6m), it falls from 139 readers to
17 readers, even though the number of aisles is the same in both cases.

The graph in Figure 3(b) compares how the number of mobile readers (NMR)
needed for complete coverage using the zig-zag mobility model varies with respect
to the sufficient bound on the number of mobile readers. As can be observed,
the zig-zag mobility model curve follows the sufficient bound quite closely. This
asserts the practical suitability of the zig-zag mobility model for the supermarket
application scenario.
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6 Conclusions

We have presented RFIDcover, an automated coverage planning tool that deter-
mines an optimal layout of readers required to guarantee complete coverage for a
given application scenario. We have also evaluated the effectiveness of RFIDcover
for the retail inventory tracking application. RFIDcover provides the user with
crucial deployment-specific information such as the number of readers needed,
their placement, movement pattern, and the deployment cost. It also gives the
user the flexibility to input additional constraints on-the-fly, thereby making it
a very useful tool for RFID deployment.

The architecture of RFIDcover is generic and extendible, enabling easy imple-
mentation of other application scenarios. Even for existing application scenarios,
other mobility models, MAC mechanisms and layout generating heuristics can
be implemented. This would enable a comparison of various deployment options
for the same application.
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Abstract. Real-time supply chain management, theft prevention, and environ-
mental monitoring motivate the need for RFID systems.  Battery-assisted RFID 
tags increase read range and reliability; however, batteries offer only a finite 
lifetime solution.  Hence, an experiment in powering a battery-assisted passive 
RFID tag using ambient vibration energy was conducted.  A piezoelectric 
power generator was designed at a resonant frequency of 52 Hertz, with poten-
tial power output of 500 μW.  Manipulation of the electric signal from the gen-
erator through a power circuit produced 8mW pulses to the tag, resulting in 
successful communication with the reader.  Power needs were compared to an 
earlier experiment in powering a Mica2Dot “Mote” showing a 88% decrease in 
necessary power supply and 90% decrease in charge time.   

1   Introduction 

The benefits of RFID technology are plentiful.  Real-time inventory management 
results in instantaneous communication across the supply chain from manufacturing 
to retail thus improving on-shelf availability and reducing excess inventory.  Auto-
matic and instantaneous visibility of inventory movement helps manage theft preven-
tion.  And finally environmental monitoring of perishable goods in transit are essen-
tial for customer safety and satisfaction [1].   

Passive RFID tags are a reasonable solution in close range applications.  However 
in situations such as environmental monitoring of pallets passing in transit, close 
range is not always possible.  Read range and reliability are improved with battery-
assisted passive tags or active tags.  However batteries only provide a temporary solu-
tion due to their finite life.  An alternative solution is to power these tags using ambi-
ent vibration energy.  Ambient vibrations provide an infinite life and maintenance free 
solution in powering battery-assisted passive RFID tags.   

The following paper details an experiment in using vibrations to power a battery-
assisted passive RFID tag.  Results of the experiment are compared to earlier experi-
ments in powering a Crossbow Mica2Dot Mote.   

2   A Battery-Assisted Passive RFID System 

The system chosen for implementation is the Alien 2.45 GHz battery-assisted passive 
tag RFID System.  The reasons for choosing this system are:  the battery assisted tags 
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enable longer range, the tags include onboard temperature sensor capabilities which 
provides a solution for environmental monitoring application, and the tags make use 
of RF energy from the reader.   

The tag battery powers the onboard sensor and electronics including microproces-
sor and assisting the radio.  When a tag is interrogated by the reader, the tag will har-
ness RF energy from the interrogation and use some of that energy in responding to 
the reader.  The RF energy from the reader is harnessed and assists in transmission 
while the battery helps to increase read range.  Information is relayed from tag back to 
reader through backscatter technology.  The signal used to interrogate the tag is 
modulated and used as a carrier wave for data transmission back to the reader.   

 

Fig. 1.  Alien's 2.45 GHz Battery Assisted Passive Tag RFID Solution 

The results of the Alien system (Alien Technology ALB-2484) have been com-
pared with the results from an earlier experiment for the Crossbow Motes (Crossbow 
MPR500CA) [2].  The basic functionality of both technologies are the same; they are 
wireless sensor transceivers.  The major differences are that the mote has more mem-
ory and greater processing capabilities and does not rely on interrogation from a 
“reader” to transmit information.  Major characteristics are outlined below.     

Physical.  The size of the two wireless sensors are comparable.  Both nodes operate 
with a 3V Coin Cell although a 3V input is not necessarily required.   

Processor.  The RFID tag holds much less memory, 4Kbytes compared to 128Kbytes 
on the mote.  The RFID microprocessor is much more simple and has limited pro-
grammability, however current draw is only 1.4mA compared to 8mA for the mote 
during active mode.  During sleep mode, current draw is minimal for both nodes. 

Radio.  The RFID tag is less effective in range at only 30m, one-fifth the range for 
motes.  The benefit of the RFID is that transmission of information takes the form of 
modulated backscatter.  This means that the tag modulates the RF signal from the 
reader, and when the signal is bounced back, the reader interprets that modulation.  
Therefore current draw for transmission is greatly decreased, on the tag side.  The 
mote consumes 27mA during transmit and 10mA during receive. 

The choice between mote or RFID based system depends on the application.  If the 
user needs the nodes to perform complex tasks, change functionality of the nodes 
while they are deployed or long range communication, then motes are probably more 
applicable for the needs of the system.  However, if the task at hand is to monitor 
temperature, pressure, or any other environmental factor, with short range communi-
cation then RFID is a sufficient solution.  The mote is specified to require 105mW to 
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sense and transmit, while the RFID is specified to require 4.2mW.  Even with the 
major differences of these two systems they can perform the same basic functionality.  
An example of a simple system in which either of the two systems may be used is a 
one hop network, where each of the nodes/tags needs to periodically sample and store 
the data and then, when interrogated, the data will be transmitted to the base station 
for processing.  The low power usage of RFID, coupled with an energy scavenging 
power source, is expected to offer a much more reliable long life solution, to low 
duty-cycle environmental monitoring systems.  Hence these experiments shown in 
Table 1, that compare RFIS with mote performance.  

Table 1. Comparison of Crossbow Mica2Dot Mote and Alien Technology Battery-Assisted 
Passive RFID Tag 

 Features 
Xbow Mica2Dot  

Mote (MPR500CA) 
Alien RFID Tag 

(ALB-2484) 

Size  2.5Ø x 0.64 cm 8x2.5x0.64 cm 
Cost in bulk $25 $28 
Battery 3V Coin Cell 3V Coin Cell 

Physical 

Parts 

CPU, A/D con-
verter, memory, 
radio, antenna, sen-
sor, battery 

memory, radio, 
onboard antenna, 
digital thermome-
ter, battery 

Memory  128K bytes 4K bytes 
Programming TinyOS limited 
Current Draw (active) 8 mA 1.4 mA 

Processor 

Current Draw (sleep) 15 uA 1 uA 

Range 150 m 30 m 
Current Draw (transmit) 27 mA -- Radio 
Current Draw (receive) 10 mA -- 

Sense and Transmit 105 mW 4.2 mW 
Power 

Sleep 45 uW 3 uW 

3   “Teeny Temp” System Design 

The system design (coined “Teeny Temp”) comprises the following major compo-
nents: a piezoelectric bimorph generator which converts vibrations to electricity, pro-
ducing an AC signal, power conditioning circuitry which converts the AC signal from 
the generator to usable DC signal, and RFID Battery-Assisted Passive Tag with on-
board temperature sensor. 

The goal of the design is to provide enough power to the RFID system to operate the 
tag:  including powering the onboard sensor, powering the microprocessor, and trans-
mitting useful information to the reader.  In order to realize this goal the piezoelectric 
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power generator must first generate enough power, then the power conditioning circuit 
must be designed to output a usable supply voltage to the RFID tag while most effi-
ciently making use of the power being generated by the piezoelectric generator.  

 

Fig. 2.  “Teeny Temp” System Design 

3.1   Power Requirements of the Load 

The power requirements of the Alien RFID tag must first be characterized in order to 
design an optimized power circuit.  Three important values need to be determined:  
critical input voltage, critical pulse length, and current draw.  Since we are harvesting 
minimal amounts of energy, the lowest input voltage and current draw necessary is of 
value.  The critical pulse length must be long enough to reliably wake up the tag, 
sense temperature, process information, wait for an interrogation from the reader, and 
transmit tag information. 

 

Fig. 3.  Alien's Battery-Assisted Passive Tag 

 

Fig. 4.  Schematic of Input Pulses to Load from Vibration Power Generator 

Experiments were conducted using a function generator to input an offset square 
wave into the RFID tag.  Voltage input and pulse length were varied to find critical 
values.  Results are tabulated below.  At a read-range of half a meter, the critical op-
erating voltage is 2V and critical length of pulse is 2.5 seconds.  Current draw of the 
tag varies with a maximum of 0.25 mA.  As this current value is much lower than the 
specified value, further design uses the specified value to be cautious. 
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time 
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Table 2. Specified Versus Experimental Critical Input Values to RFID Tag 

  Specifications Experimental Values 
VC Critical operating voltage 3V 2V 
tC Critical length of pulse -- 2.5 sec 
I Current Draw 1.4 mA 0.25 mA 

The critical pulse length of 2.5 seconds is a fairly large number compared to the 
0.8 seconds needed by the Crossbow Mica2 Dot Mote.  The reason for the longer 
pulse length with the RFID tag is that the tag waits for an interrogation by the reader 
before it transmits information while the mote automatically transmits to the base 
station.  Furthermore, the operation of the RFID tag relies partially on harnessed RF 
energy from the reader.  The energy is stored by capacitors onboard the tag and the 
length of time necessary to charge these capacitors contribute to the critical pulse 
length.    

3.2   Power Conditioning Circuit 

Once the power characteristics of the RFID tag are known, the power conditioning 
circuit can be built to optimally output the critical values.  A schematic of the power 
conditioning circuit is shown below.  The AC signal produced by the piezoelectric 
power generator is first rectified, then stored in a capacitor.  A comparator monitors 
the voltage level of the capacitor and when it has reached a value, VHIGH, current is 
allowed to flow through the regulator.  The switch is turned off again when the volt-
age level of the capacitor has reached a value, VLOW, to allow the capacitor to 
charge again.   

 

Fig. 5.  Schematic of Power Conditioning Circuit with Regulator 

The functional requirements of the RFID tag include an input voltage of 2V for a 
critical pulse length of 2.5 seconds at a current draw of 1.4 mA.  The design parame-
ters to be modified on the power conditioning circuit in order to achieve those re-
quirements are storage capacitance, CST, trigger levels of the comparator, VHIGH 
and VLOW, and the output voltage of the regulator, VOUT.  The latter three values 
are programmable via resistors as shown in the figure below.  Equipment used in-
clude the Maxim MAX6433 comparator and a Texas Instruments TPS72501 voltage 
regulator. 
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Fig. 6.  Power Conditioning Circuit with Regulator 

Of the four design parameters, VOUT is simple to determine and is equal to the 
critical input voltage of the RFID tag.   

VOUT = 2V. (1) 

The next design parameter simple to determine is the low trigger level of the com-
parator, VLOW.  This trigger level must meet the minimum required input voltage 
level specified for the regulator in order to achieve a voltage output of 2V.  Other-
wise, a voltage level not high enough to output 2V on the other side of the regulator 
becomes wasted energy.  VLOW can be determined from the specification sheets of 
the regulator. 

VLOW = 2.5V. (2) 

The maximum current draw of the RFID tag is specified to be 1.4 mA.  Therefore 
at a critical input voltage of 2V, critical operating power of the RFID tag is 2.8 mW.  
At a critical pulse length of 2.5 seconds, the energy demanded by the tag is 7 mJ. 

Power = VI = 2.8mW . (3) 

EnergyDemand = Pt = 7mJ . (4) 

The power conditioning circuit, through the combined efforts of the storage capaci-
tor and trigger levels of the comparator, therefore must supply at least 7 mJ of energy 
to the RFID tag within a pulse of 2.5 seconds.  The energy transferred from the stor-
age capacitor can be found using the following equation. 

EnergySupply = ½ C•VHIGH2 - 1/2 C•VLOW2  7mJ. (5) 

In order to achieve such a long discharge time, super capacitors were thought to be 
the best option.  The smallest capacitance, well-suited capacitor found was a 22,000 
μF gold capacitor, a Panasonic Electric Double Layer Gold Capacitor (SD Series).     

CST = 22,000μF. (6) 

With a capacitance chosen, VHIGH can be determined.   

VHIGH = 2.63V. (7) 

The upper trigger level of the comparator must be at least 2.63V if the super ca-
pacitor is able to discharge over 2.5 seconds. 

The design parameters for the power conditioning circuit have therefore been de-
termined and will be modified upon experimentation as needed.    

Programs Trigger Levels of Comparator: 
VHIGH and VLOW 

VDC OUT

Programs Voltage 
Output of Regulator 

Storage Capacitor, CST 

~VAC IN 
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3.3   Piezoelectric Power Generator 

The last component of the system to be designed is the piezoelectric power generator.  
In a real-life application-specific deployment, the power generator would be designed 
to resonate at the peak frequency of the chosen vibration source.  However, experi-
mentation for powering the RFID tag will only be conducted in a lab setting, therefore 
resonant frequency of the generator was not significant.  Although experiments were 
conducted in lab, a setup was created to mimic characteristics of a known vibration 
source, namely a wooden staircase, a source used earlier in the earlier Mica2Dot Mote 
experiment [2].  A LabWorks ET-126 vibrating actuator driven by an Agilent 
3312OA signal generator and a LabWorks pa-138 power amplifier was used to emu-
late a vibration source which resonated at a frequency of 52 Hz at an acceleration 
magnitude of 0.5 m/s2.   

 

Fig. 7.  “Teeny Temp” Piezoelectric Power Generator Mounted on a Small Vibration Table 

A piezoelectric bimorph generator was designed to resonate at the same frequency.  
A piezoelectric bimorph from Piezo Systems with the dimensions 31.5x12.7x0.51mm 
(1.25x0.50x0.02”) was used in constructing the generator.  This bimorph uses a brass 
center shim and PZT-5A4E.  A 20g tungsten mass was affixed to one end using 
cyanoacrylate glue, and the device was mounted in a rigid plastic clamp. At the given 
acceleration magnitude, a 40V peak to peak AC signal resulted.   

4   Regulator Circuit Results 

Upon linking the various components of the “Teeny Temp” system, and experiment-
ing, the design parameters of the power conditioning circuit were fine tuned.  The 
super capacitor of 22,000μF was used with modified comparator trigger levels of 
2.465V and 2.92V.  These values resulted in a 2.1V output pulse for 3.32 seconds.  
Under automode interrogation, the reader was able to capture 15 reads from the tag per 
pulse.  Time to charge the super capacitor from VLOW to VHIGH was 60 seconds.  

An image of the notification message from the reader is shown in the figure below.  
The message shows tag ID, initial discovery time of the tag, and total number of 
reads.  This particular notification message occurred after two pulses of power were 
supplied to tag.  During those two pulses, 28 total reads occurred and the difference in 
time between the two pulses was 60 seconds.   

Results for the Crossbow Mica2Dot Mote and the Alien RFID tag are compared in 
the table below.  A fair comparison can be found in output power to load and time per 
cycle.  In order to function properly, it was necessary to supply 68mW to the mote 
and 8mW to the RFID.  Charge time for the power conditioning circuit for the mote 
application was 10 minutes and charge time for the power conditioning circuit for the 
RFID application was 1 minute. 
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Fig. 8.  Automated Notification from Alien RFID Reader under Automode 

These results show a 88% decrease in output power and 90% decrease in charge 
time. There are two reasons for the decrease in charge time. First, the difference in 
trigger levels for the mote is around 1.5 V and the difference for the RFID is around 
0.5 V. Therefore, a longer charge time is necessary to collect enough energy for the 
mote. Second, the trigger levels for the RFID are significantly lower than the trigger 
levels for the mote. Therefore, the storage capacitor on the RFID power circuit can 
more efficiently draw power from the piezoelectric power generator.  

Table 3.  RFID versus Mote Results 

Characteristics Mote RFID 
Capacitor Size 6,600 uF 22,000 uF 
Trigger Levels 3.5 V  5.4 V 2.47 V  2.92 V 
Energy Transferred 56 mJ 27 mJ 
Bender Frequency and Accel 2.5 m/s2 at 27 Hz 0.5 m/s2 at 52 Hz 
Bender Voltage Signal PP/RMS 40 VPP/ 14 VRMS 40 VPP/ 14 VRMS 
Output Pulse to Load 3.3 V for 0.816 s 2.1 V for 3.32 s 
Output Power to Load 68 mW 8 mW 
Time per Cycle 10 min 1 min 

5   A Better Power Conditioning Circuit 

Upon analysis of the results in an effort to further optimize the “Teeny Temp” Sys-
tem, it because apparent that a regulator was not necessary and was only wasting 
usable energy.  The range of voltage levels from the storage capacitor were all usable 
voltage levels of the RFID tag.  There was no need to regulate that signal and burn off 
energy.  Therefore, a transistor was substituted in place of the regulator.  A schematic 
of the power conditioning is shown below.  

Results from the modified circuit are shown in the graphs below.  The top signal on 
each graph shows the voltage level of the capacitor while the bottom signal shows 
output voltage to the RFID tag.  The new transistor circuit was analyzed under three 
different modes:  no interrogation, manual interrogation, and automode interrogation.  
Under manual interrogation, the tags are called using a command prompt.   

#Alien RFID Reader Auto Notification Message 
#ReaderName: Alien RFID Reader 
#ReaderType: Alien RFID Tag Reader (Class BPT/2450Mhz) 
#IPAddress: 0.0.0.0 
#CommandPort: 23 
#Time: 2005/04/29 13:45:28 
#Reason: TIMED MESSAGE 
Tag:1208 2004 1855 2000 0000 0000, CRC:1AEA, Disc:2005/04/29 
13:44:29, Count:28, Ant:0 
#End of Notification Message 
SensorValue = 24 
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Fig. 9.  Schematic of Power Conditioning Circuit with Transistor 

 

Fig. 10.  Power Conditioning Circuit with Transistor 

There are several interesting things to observe from the graphs.  First, there is a 
voltage drop between the capacitor and voltage output to the tag and this voltage drop 
occurs though the transistor.  Therefore, a “no voltage drop transistor” would be more 
optimal in future designs.  Second, the shape of the voltage output signal shows the 
benefits of a transistor versus regulator.  Output from a regulator would be a flat line 
whereas the transistor allows the raw voltage to feed through.  Therefore the energy 
saved can be represented by the area of the triangle which would otherwise have been 
burned to ground by the regulator.   

 

Fig. 11.  Capacitor Voltage (top) and Voltage Output to Load (bottom):  a) No Interrogation b) 
Manual Interrogation c) Automode Interrogation 
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Third, the current draw during transmission can be found by comparing the pulse 
lengths between the different modes of interrogation.  Under no interrogation, a pulse 
of 12.8 seconds is observed.   The only current draw occurs from onboard sensor and 
electronics and is calculated to be 1.1mA.  Under manual interrogation, where the tag 
was called twice, the length of pulse dropped to 7.12 seconds, suggesting an average 
current draw of 1.9mA under two manual interrogations.  During automode interroga-
tion, the pulse length drops to 4.2 seconds, suggesting an average current draw of 
3.2mA. 

Table 4.  Regulator Circuit versus Transistor Circuit Results 

Characteristics Regulator Circuit Transistor Circuit 
Length of Pulse 2.9 sec 4.2 sec 
# of Reads 20 95 Automode 
Current Draw 4.4 mA 3.2 mA 
Length of Pulse 4.9 sec 7.12 sec 
# of Reads 19 8 Manual Interrogation 
Current Draw 2.6 mA 1.9 mA 
Length of Pulse 9 sec 12.8 sec 
# of Reads -- -- No Interrogation 
Current Draw 1.4 mA 1.1 mA 

Time to Charge 41 sec 40 sec 
Output Voltage 2.1V flat 2.12 V to 1.88 V 

The transistor circuit resulted in an average 44% increase in pulse length.  A longer 
pulse length leads to more reliable transmissions to the reader.  Or if shorter time to 
charge is desired, lower capacitance or lower trigger levels could be utilized since 
excess energy is no longer burned away via the regulator.   

6   Conclusions 

An experiment was conducted to evaluate the potential integration of energy scaveng-
ing from vibrations with battery-assisted passive RFID tags.  The system chosen for 
analysis was the Alien 2.45 GHz battery-assisted passive tag system.  The tags are 
equipped with onboard temperature sensor.   Through experimentation, the tag was 
found to require at least 2.8mW over a pulse length of at least 2.5 seconds to reliably 
transmit information to the reader.  A piezoelectric power generator was designed 
with a resonant frequency of 52 Hertz, with potential power output of 500 μW [3,4].  
A power conditioning circuit was designed to most efficiently convert AC power 
from the piezoelectric power generator to  DC power to the RFID tag. 

A 0.5m/s2 acceleration magnitude vibration at 52 Hertz was emulated by a vibrat-
ing actuator.  These vibrations in combination with the piezoelectric power generator 
and power conditioning circuit resulted in a  2.1 V signal for a pulse length of 3.32 
seconds to the RFID tag.  These values are equivalent to an 8mW power transfer to 
the tag.  This value is in contrast to the 68mW required to power a Crossbow 
Mica2Dot Mote.  Charge time for the power conditioning circuit for the mote applica-
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tion was 10 minutes and charge time for the power conditioning circuit for the RFID 
application was 1 minute.  Comparison of results between a battery-assisted passive 
RFID tag and Crossbow Mica2Dot Mote show a 88% decrease in necessary power 
supply  and 90% decrease in charge time.   

Upon further analysis, the power conditioning circuit was modified to optimize 
power transfer to the RFID tag.  By replacing the regulator with a transistor, raw volt-
age coming from the capacitor was transmitted to the RFID tag since all voltage lev-
els VLOW through VHIGH were acceptable by the RFID tag.  Using the transistor 
resulted in a 44% increase in pulse length.    

In summary, battery-assisted passive RFID tags with onboard sensor, are a feasible 
wireless sensor node solution for integration with energy scavenging from vibrations.  
Future work should focus on power needs of the tag with respect to distance from the 
reader.  Since these tags rely on backscatter technology, it is assumed more power 
will be needed, the further away the tag is from the reader.  Further optimization of 
the power conditioning circuit is also necessary.  Transistors with no voltage drop 
should be utilized.  In addition, capacitance of storage capacitor and trigger levels of 
comparator can be further optimized for specific applications.  The system design 
engineer should acquire the necessary duty cycle for an application, then program 
circuit characteristics to operate at that duty cycle.    
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Abstract. A new system for real-time customer relationship management is 
proposed. The system is based on deploying a network of RFID readers 
throughout an environment. Information about the presence or lingering of par-
ticipating customers at different times of day is collected providing valuable 
marketing information for better service provision. The implementation of the 
proposed system includes a database management program and an intuitive user 
interface allowing real-time access to the data acquired by the network. 

1   Introduction 

Increased competition is forcing retailers to leverage all information available in order 
to optimize their operations and improve their bottom-line. As part of this effort, un-
derstanding customers and managing the customer relationship is critical. As a result, 
the market for customer relationship management (CRM) [7, 8] software has ex-
ploded over the last decade – The Economist estimated the market for customer rela-
tionship management software alone at over $11B for 2004 [1]. The next wave of 
growth in this area is already on the horizon – RT-CRM (real-time customer relation-
ship management) [9]. RT-CRM will enable interacting with customers effectively 
around the clock. A major component of such an approach is tracking customer be-
haviour on retail and exhibition floors, which enables managers to optimize floor 
layout, and plan promotions and other marketing efforts accordingly. While existing 
prototypes are extremely expensive and complicated to deploy, our new system can 
offer similar capabilities at much lower cost. With the advent of decentralized wire-
less sensor networks [2], the cost of deploying sensing technologies will go down 
significantly.  In this paper, we describe a novel prototype system of a wireless sensor 
network-based RT-CRM system, employing RFID [5] for sensing. The designed 
infrastructure lays the foundation for future research in the area of wireless sensor 
networks and next-generation CRM. By cutting the total system cost by at least an 
estimated factor of ten, wireless sensor networks will bring RT-CRM to the masses. 

Existing system designs require a complete redesign of the floor space and hence 
are extremely expensive to deploy, limiting applicability to prototype environments or 
very large scale operations. An example for such a prototype environment is the Metro 
future store [3]. Metro designed a new store to demonstrate and test upcoming tech-
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nologies relevant to retailers. An RFID-based shelf and shopping cart content tracking 
system was deployed at the Metro future store. RFID allows Metro to track its entire 
inventory electronically and enables customers to self check-out without a cashier.  

Harrah’s casino is an example of a very large scale non-prototype RT-CRM opera-
tion. Harrah’s Entertainment casinos [6] introduced a customer loyalty card. Patrons 
need to insert their loyalty card into the casino’s slot machines in order to play. Har-
rah’s has over 36,000 such slot machines. The loyalty card uniquely identifies the 
patron and enables Harrah’s to visualize the casino floor in real-time by attributes 
such as age, average spent, game or drink preferences. Harrah’s can then optimize its 
casino floor [4] and even run custom-tailored promotions, such as offering the player 
her favorite drink, keeping her happy and playing – all in real-time.  

The high cost of deploying and maintaining the type of systems as deployed by 
Harrah’s or Metro limits the use of such real-time CRM technology to a select few, 
very large players in industry. While this type of technology can greatly improve 
revenue, it is prohibitively expensive. It requires a large data warehouse with special-
ized software and a complete redesign of the floor space to install the necessary elec-
tronics. Further, current technology cannot track customer movements on the floor 
unless customers insert or swipe a loyalty membership card at all places as they move, 
e.g. at slot machines. These constraints further limit the applicability of RT-CRM. 

2   Approach 

We propose a new low-cost RT-CRM system based on a wireless sensor network. In 
contrast to previous systems, our system is significantly less expensive to deploy. It 
requires neither extensive remodeling of the floor space nor computer specialists to 
deploy and operate the system. The system is almost completely self-configuring, 
allows tracking of customer movements even without swiping a loyalty card, and can 
be deployed without any redesign of the floor space. The system is applicable in a 
variety of environments, including retail, exhibitions and museums. We believe that 
our design will make RT-CRM a reality even for small- and medium-sized businesses.  

2.1   Infrastructure 

Our infrastructure consists of six components: 

1. A set of wireless sensors, equipped with RFID readers, which collect readings 
from RFID-based loyalty cards. 

2. An aggregator mote that accumulates the data from the sensors. 
3. An aggregation server that receives the data from the aggregator mote and stores 

it into a database. 
4. A database server that runs databases for a) sensor data, b) customer information 

and c) system settings. It also provides a hook to other back-end systems such as 
inventory or cash register management systems. 

5. A data processing entity that mines the data in the database. The web server trig-
gers this data processor. 

6. A web server that hosts a web-based system administration interface and also 
visualizes the data results received from the data processor. 

Graphically, the systems can be described as in Fig. 1. 
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Fig. 1. Schematic overview of system infrastructure. Arrows indicate direction of data flow. 

3   Implementation 

In contrast to existing designs, our design does not require an entire redesign or up-
grade of the floor space. In this section, we explain the deployment process in a typi-
cal retail environment. 

Instead of having to redesign the entire store to incorporate RT-CRM technology, a 
store manager simply walks through the store and places wireless sensor motes on the 
different shelves to track customers. This store “walk-through” is a one-time process. 
At the entrance, RFID-enabled loyalty cards are distributed to customers. 

These cards are just the size of a credit card and carry a unique customer identifier 
that links to a customer entry in a database (they might also carry part or all of the 
actual customer data). The cards are wireless, so as a customer passes by a wireless 
sensor mote, the customer is automatically tracked. During checkout, an electronic 
cashier tracks the customer again and the information about the purchase is linked to 
the customer database entry. The store manager can add additional motes at anytime, 
increasing precision on the fly as required and reducing the initial investment.  

The store manager administers the system through a web-site. After having distrib-
uted the motes throughout the store, the store manager can load a map of the store via 
the web interface and graphically align the motes on the map (see Fig. 2(a)). This way 
the store manager knows exactly what store areas a set of customers visited. 

3.1   Operation and Analysis 

In this section, we describe our system’s easy-to-use maintenance and analysis web 
interface. Products can be added at any time and the corresponding sensors are added 
to the map. One could employ a system extension that even automatically positions 
the sensors on the floor map, e.g. via RSSI-based triangulation or other localization 
techniques. Such a feature would especially help for large deployments with many 
sensors. Since products can be labeled and added at any time, managers can grow the 
system organically. For example, initially only aisles might get distinguished, but 
then, as additional precision is required and budget allows, additional sensors are 
added, e.g. to distinguish different sections of an aisles or even individual shelves. 
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(a)                                                                      (c) 

Fig. 2. Web interface (a) Arranging and labeling the sensors, (b) Entering customer informa-
tion, (c) Example list of attributes for segmentation 

In the prototype version, users sign up via the web interface. A stand-alone regis-
tration console is also possible. The current system requires users to enter their loyalty 
card number and their age and gender manually (see Fig. 2(b)) as the CRM data sta-
tistics.  This step can be eliminated in a real deployment by enabling an RFID-based 
recognition of the card at the store front. This data is stored in the customer database 
and is used for segmentation. Clearly, the card number could also link to other cus-
tomer information systems with more customer detail, e.g. ZIP code, level of educa-
tion or customer’s purchase history. Such information systems are already employed 
in conjunction with store loyalty cards used for recording purchases. 

The collected data is visualized via “heat maps.” The “# of visitors” view indicates 
the volume of customers. Red means the sensor’s visitor volume is in the top 25% 
percentile of all the sensors volumes. Blue means the sensor’s visitor volume is in the 
bottom 25% percentile of sensors’ volumes. Yellow represents the 25% - 75% percen-
tile, i.e. an average volume of visitors. 

(b) 
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Fig. 3. Web interface – Example of difference in female and male in-store behaviours 

Visitors can also be segmented by attributes such as age group, gender, products or 
booth visited. The data processing can be limited to a certain time span, e.g. early af-
ternoon or between 1 and 2pm (see Fig. 2(c)). In addition, the average duration spent at 
a location is visualized. The average duration indicates how long customers take before 
they decide to purchase. The radius of each coloured circle indicates the range of the 
sensor. Red indicates long average duration, yellow indicates average duration (25% – 
75% percentile) and blue indicates low average duration. Other visualizations are also 
feasible. For example, one could visualize the flow of customers between different 
locations. The mentioned segmentation functionally allows for example to illustrate 
how the in-store behaviour of female and male shoppers differs (see Fig. 3). 

4   Data-Driven Decisions 

Based on the visualizations, managers can quickly identify problem areas and deduce 
possible actions to improve performance, i.e. customer satisfaction and/or revenue. 

For example, let’s say the number of customers that visited a location is low and 
the percentage of those customers who bought the product carried at the location is 
low. No matter how much time customers spent at the location, it is likely that the 
target customer for the product simply rarely finds the product in the store. A manager 
should consider making the product more visible. For example, he could add signs to 
help direct customers or, if there is still no demand whatsoever for the product, the 
manager might decide to drop the product entirely. 

If a lot of customers visited a location, spent a lot of time at the location, but did 
not buy after all, there might be too little information for the customers to decide on a 
purchase immediately. There could be many reasons. The store might carry too many 
similar products, there might be too little product information available for customers 
to form a decision, or it might just be the nature of the offering that purchase deci-
sions take time. The manager should look into adding product information and/or 
investigate if adding sales staff to answer customer questions is feasible. Alterna-
tively, there might also be problems with a product’s packaging. This information 
could be valuable for the product management of the supplying company. 

If a lot of customers visited a location, spent little time and bought little, it is likely 
that this passage is just a “walk-through,” leading customers to other products. The 
manager might consider swapping out the product located here with a product that is 
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more relevant to the passing-by customers. This way the store could benefit from 
increased impulse purchases. 

Many other scenarios can be deducted from the high-level visualizations provided 
by the system. Our system could even automatically detect certain data patterns and 
provide an according list of recommendations to the manager. The manager then 
could implement the recommended changes she thinks are most feasible. Finally, our 
system, linked to a cash register system, could measure the overall revenue impact 
and ROI of the implemented changes.  

5   Cost Comparison 

In this section, we will estimate the cost of deploying our wireless sensor network-
based system and compare it with traditional systems. Since every deployment is 
different, it is challenging to provide an estimate for all cases. However, the following 
analysis should at least indicate the magnitude of potential cost savings. 

Table 1. The major cost components in traditional systems and in the proposed technique. 

 Traditional Proposed System 
Software Highly specialized, 

costly software from 
multiple vendors – 
rarely web-based / 
rarely hosted service 
model. 

Low-cost, single 
vendor and possibil-
ity to offer as hosted 
service with little 
up-front cost. 

Hardware Often times data 
center; multiple 
machines since 
different vendors 
might require differ-
ent platforms and 
each application 
might require a 
dedicated machine 
by itself. 

One PC (possibly on 
remote-side) ~$1000 
today 
Est. $10/sensor 
(declining as adop-
tion increases) 
Est. $0.5/loyalty 
card (declining as 
adoption increases)  

Deployment Usually remodeling 
of floor space re-
quired; swap out of 
equipment (e.g. 
store shelves or slot 
machines), data 
cables need to be 
installed throughout 
the floor space. 

Less than 30 min-
utes of initial train-
ing per manager 
Est. 30 seconds 
/sensor 
No data cabling to 
all aisles or shelves 
required. 

Maintenance Requires staff of IT 
experts. 

Web-based, man-
aged directly by 
manager. Products 
and sensors can be 
added any time. 
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The cost of a system can generally be divided into four areas: software, hardware, 
deployment, and maintenance. In Table 1, we list some of the key cost drivers in each 
area for traditional systems and for our system. Due to its high cost up to now, com-
puter systems were only used by few entities in measuring and analyzing customer 
behaviour on the floor. 

Traditionally, external or in-house consultants are hired sporadically to observe 
customers on the floor. By taking extensive notes, these consultants would analyze 
customer movement patterns, preferences and other behaviour to develop a set of 
recommendations on how to adjust the store layout. Hiring a consultant for a few 
hours can easily cost thousands of dollars and this traditional approach does not allow 
for the continuous tracking of trends. Continuous tracking is essential in a world of 
cyclical buying patterns, ever-changing product lineups, changing customer prefer-
ences and fast-moving competition. Considering the low margins in the retail busi-
ness, a revenue increase due to better customer behaviour data by even a few cents 
per unit can yield significant additional profit. A mean of continuously tracking cus-
tomer behaviour such as the proposed system can have a big business impact.  

In Table 2, we estimate the cost of a traditional system vs. our new system. Please 
note that this calculation is only an estimate and that each scenario is likely to be 
different. However, these numbers should give an idea of the magnitude of the cost 
difference between the two systems. The required investment for the new system 
should be lower by a factor of 10 or more in comparison to traditional systems. Main-
tenance costs should be lower by a factor of 20 with our new design. Note that the 
fixed cost of the proposed system is significantly lower. 

By utilizing a hosted service model with sensor network motes, the system can or-
ganically grow, reducing fixed costs and making it especially attractive to smaller 
stores. Clearly, the reduced cost will bring RT-CRM type applications to a broader 
audience. In addition, with the new system, businesses could start with a small de-
ployment and add precision and sensors as needed, further lowering the required ini-
tial investment. Larger stores can benefit from the flexibility of the system by rotating 
the motes between different aisles, reducing the investment, while still producing an 
insightful view on customer behaviour. 

Table 2. The costs are likely to be considerably less in the proposed system 

 Traditional Proposed System 

Software and 
Hardware 

~$50,000 ~$1,500  

Sensors NA ~$10,000 

Remodelling of 
shelves , Cabling 

~$100,000 NA 

Deployment 
Labour 

~$50,000 ~$1,000  

Maintenance  
Labour 

~$100,000/year ~$5,000/year 

Total ~$200,000 + $100,000/yr ~$12,500 + $5,000/yr 
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6   System Integration Components 

The first prototype system was implemented using a low-frequency RFID reader from 
Texas Instruments. The TI Passive RFID SDK kit was used for RFID reading. The 
server ran on MySQL and Apache on a laptop computer. Code was developed in 
various C derivatives as well as PHP. We are investigating several potential exten-
sions to our initial prototype. Having the described infrastructure in place, new ideas 
and concepts can be quickly prototyped and tested. In particular, we have identified 
six key areas for extending the application: 

1. Sensing: Includes long-range passive RFID technology, potentially aided by 
multiple reader antennas, simultaneous reading of very high volumes of RFID 
tags, and the automatic detection of possible intruders or hackers. 

2. Communication: Includes finding the ideal trade-off point between aggregating 
data over a period of time at the mote sensor and the ability to have real-time in-
formation via high-frequency updates for different environments. Another area 
of concern is security, since the transmitted information might be of high interest 
for competitors. 

3. Storage: Includes evaluation of the trade-off between only storing the required 
metrics for analysis, or storing all received data, which requires more storage. In 
addition, scalability and lifetime tests in real environments should be conducted. 

4. Visualization: In this module the most relevant and actionable metrics are iden-
tified via conducting a user testing. In addition, real-time visualization and ani-
mation enhance the functionality of the system. 

5. Analysis: Includes automatic detection of data patterns and events, and forming 
a list of appropriate recommendations. The automatic tracking of promotions and 
time series analysis in real-time enables another entire application. 

6. Administration: Includes new ways of simplifying deployment and mainte-
nance of the network. For example, automated localization of sensors upon de-
ployment would eliminate the manual step of aligning the sensors with the floor 
map and, as a result, would greatly reduce the network setup time.  

7   Customer Privacy 

In order to facilitate adoption among customers of retail stores, the privacy concerns 
implied by the use of the tagged loyalty cards need to be addressed.  

To this end, participating customers can be assured that the collected data is solely 
used for statistical analysis and no personally identifiable information is used in the 
market analysis process. Use of loyalty cards in super markets and wholesale mem-
bership clubs has proven successful in retaining participants via offering discount 
incentives. The user can be given an option to opt out from the CRM system, but 
discount offers would provide adequate incentives for many to participate.  

In other settings, tags could be installed on shopping carts instead of having cus-
tomers carry them. While this approach may provide an alternative to addressing 
privacy concerns, the disadvantage in adopting such method would be that customer 
segmentation may not be readily possible. In order to understand the behaviour of 
various different customer segments, it is essential that the proposed CRM system can 
link information with customer profiles.  
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Customers are willing to give up some privacy, if they gain something for it in 
turn. Client recognition service programs can provide a customized shopping experi-
ence. Customers gain by benefiting from customized services that are rendered to 
participants depending on the context and their stated preferences. Several casinos 
and membership-based recreation clubs have successfully deployed such customer 
service programs. 

Finally, a single loyalty card that works across stores could be another option. Such 
a card can significantly improve service rendition to patrons. For example, the system 
could automatically guide the participating customers throughout a mall to the stores 
that carry their desired items. 

7   Conclusions 

The next wave of growth in customer relationship management is on the horizon – RT-
CRM. In the future, firms will track customer behaviour on retail and exhibition floors 
and react in real-time by altering business levers such as floor layout, promotions, 
product mix and advertising. While existing prototype systems are extremely expen-
sive and complicated to deploy, the system we implemented offers similar capabilities 
at much lower cost. By cutting the total system cost by at least an estimated factor of 
10, wireless sensor networks will bring RT-CRM to the masses. Our prototype system 
lays the foundation for a plethora of new projects and will help to open up new fields, 
bridging customer relationship management and wireless sensor networks.  
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Abstract. For RFID-based applications, the uniqueness of ID assigned
to each RFID tag should be guaranteed. Several research/standard or-
ganizations such as EPCglobal, ISO/IEC, Ubiquitous ID Center, and so
on, have developed their own Unique Item ID (UII) specifications. The
existence of various UII schemes may cause interoperability problems be-
tween applications using different UII schemes when those applications
are operated on future global Internet network environment. In addition,
it is expected that the traffic for UII query will be increased ten-times
higher than that for DNS query in the current Internet. In order to over-
come these problems, this paper proposes a fast tree-based classification
algorithm applicable for various UII schemes, which can make it effi-
cient to construct global directory lookup services for RFID applications
with various UII schemes. Since the proposed scheme can be operated
on readers, it can not only distribute traffic loads for UII queries, but
also global RFID networks.

1 Introduction

Radio Frequency Identification (RFID) is a technology for the applications based
on identification of the physical objects used for tracking and finding locations
of objects. For RFID-related applications and services, the uniqueness of the
identification assigned to each object should be guaranteed. Unique Item ID
(UII) is an identification that uniquely identifies a specific object during its life.

There have been several standardization works for RFID UII by large research
organizations. MIT Auto-ID Center developed a UII scheme called Electronic
Product Code (EPC)[1], which is evolved from barcode systems widely used in
supply-chains and management of manufactures. There are two types of UII
schemes with ID lengths of 64-bit and 96-bit, respectively. Ubiquitous ID Center
in Japan also developed its own UII scheme, called Ubiquitous Code (ucode)[2].
The ucode is the 128-bit long and can be extended as needed in 128-bit units
such as 256, 384, or 512-bit. The ucode is a meta-code system so that it can
be used to various kind of identification-based systems and services applied to
intangible things such as services, softwares and so on, as well as materials made
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by manufactures. ISO/IEC also developed ISO/IEC15459 series as UII schemes
for RFID[3][4][5]. In ISO/IEC’s UII scheme, each ID is represented by one to four
numbers or characters using ASCII values[6]. Under the existence of various UII
schemes currently as above, another works for developing new UII schemes such
as [7] are being carried out. Likewise, it is expected that there will be various
and complicated UII schemes.

The existence of various UII schemes may cause interoperability problems
between applications using different UII schemes when those applications are
operated on future global Internet network environment. Under global network
environments, all UII query operations are done in public network infrastructures
such as the current or future Internet, not in intra or closed network domains.
The procedure for UII query is as similar as DNS query in the Internet. However,
it is expected that the traffic for UII query will be increased ten-times higher
than that for DNS. Under the circumstances, lookup speed for UII query can be
a primary factor for the success of RFID-related services. EPCgloagl developed
Object Name Service (ONS) for providing a global lookup service to translate
an EPC UII into one or more Internet URLs which often identify an EPC in-
formation service [8]. However, the lookup service of ONS can support EPC’s
UII scheme only. In order to support global UII lookup services independent of
any specific UII schemes, Multi-code Directory Service(MDS) has been devel-
oped by National Internet Development Agency(NIDA) of Korea [9]. MDS has
been being operated as a trial system for RFID-based applications and services
under public Internet environment in Korea since January 2005. To support
global directory service for various UII schemes, MDS uses its own classification
algorithm. The algorithm, for each UII query request, classifies what kind of
UII scheme is necessary for the resolution of the request. Then, MDS sends the
request to appropriate resolving server. However, since the classification algo-
rithm used in MDS is done according to a given priority to a specific UII scheme
such as EPC first, its performance decreases as the occupancy ratio specific UII
scheme decreases. In addition, all classification processes for UII queries are done
in MDS, the burden for operating the classification algorithm in MDS increases
as those query requests increase.

This paper proposes a fast and efficient tree-based classification algorithm of
UII schemes for global UII directory lookup services. As in MDS, the proposed
algorithm is used to determine the appropriate UII scheme necessary for resolv-
ing each UII query request. It is noted that unlike DNS query request, RFID
tags can provide only ID information consisting of binary bits. Since RFID ap-
plications need to know some additional information related to each tag ID,
they have to ask it to UII resolving server such as EPCIS (EPC Information
Service). However, with tag ID itself, it can not be known what UII resolving
server it can ask to under the environments where various UII schemes are work-
ing together. The proposed algorithm can solve the problem with the following
features. First, it guarantees a constant performance regardless of the types of
UII schemes and their distributions, unlike the algorithm used in MDS whose
performance depends on the penetration ratio of specific UII scheme. Second, it
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can be operated at each reader, it can not only decentralize traffic loads for UII
queries, but also make it easy to manage global RFID networks.

The paper is organized as follows. In Section 2, we briefly explain some related
works such as existing UII schemes and the classification algorithm used in MDS.
The proposed algorithm and its performance results are presented in Section 3
and Section 4, respectively. Finally, we conclude the paper in Section 5.

2 Related Works

2.1 Unique Item ID (UII)

EPCglobal. The general structure of the Electronic Product Code (EPC) con-
sists of a fixed length header and a series of numbers, as illustrated in Fig.1(a)[1].
The Numbers field comprises three entities such as Domain Manager, Object
Class, and Serial Number. The substructure of the entities of the Numbers field
and its own pertinent role are determined by the header value. The Domain
Manager identifies the EPC manager of the UII. This field is assigned to insti-
tutions or companies responsible for maintaining the Object Class and Serial
Number. The Object Class indicates the group or class of the object, and the
Domain Manager must guarantee unique assignment of Object Class numbers
within its own managing domain. The Serial Number is a specific number for
every products and should be uniquely assigned within the range of the Object
Class.

ISO/IEC. In Fig.1(b), the general UII structure defined by ISO/IEC 15459
is shown [3][4][5]. In SI (Symbology Identifier), the type of data format defined
by AIM (association for Automatic Identification and Mobility) is written. SI
can be used for decoding the data expression of UII. It is noted that SI is not
included in RFID tag ID. After reader reads the tag ID, SI is optionally added
into the UII by the reader. The Class Identification field indicates the class of
the UID (Unique IDentifier). The class information is used to identify products
according to the specific rule defined for each class. The UID is an identifier
uniquely assigned to every individual product by the issuing agency.

Ubiquitous ID Center. The ucode (ubiquitous Code) is an UII scheme devel-
oped by the ubiquitous ID center in Japan. The length of the ucode is basically
128-bit long, and can be extended as needed in 128-bit units such as 256-bit,
384 or 512-bit [9]. Since the ucode adopts the meta-code system, it can be used
to various kind of identification-based systems and services applied to intangible
things such as services, softwares and so on, as well as materials made by man-
ufactures. The 128-bit length of ucode can accommodate ISBN (International
Standard Bibliographic Number), ISSN (International Standard Serial Number)
publication ID, and existing barcode scheme. And, it can accommodate IPv6
addresses. An example of ucode structure is shown in Fig.1(c), in which it can
accommodate all barcodes used in Japan by encoding the JAN (Japan Article
Number) code. Code Identifier indicates the type of code used in the ucode. In
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Header Numbers

Domain Manager Object Class Serial Number

(a)
Symbology Class Identification Unique Identifier (UID)

(b)

Code Identifier JAN code segment Unique ID
0 11 12 63 64 127

(c)

Fig. 1. Various UII schemes (a) EPC UII format example (b)general UII structure of
ISO/IEC (c) ucode example

the example, Code Identifier indicates that the following code is used for the JAN
code. As in the example shown in Fig.1(c), where JAN code is used, Unique ID
with 64-bit long identifies individual items uniquely distinguished from others.

2.2 Multi-code Directory Service(MDS)

As mentioned above, the existence of various UII schemes and the expected rapid
growth of UII query traffic in future global RFID network environments may
cause severe problems in managing and deploying RFID services and networks.
Under such circumstances with heterogeneous UII schemes, fast global lookup
for UII query can be a primary factor for the success of RFID-related services.

MDS. MDS[9] has been developed for the global RFID directory services to
provide interoperability between applications and services with different UII
schemes under the public Internet environment, especially, EPC, ISO/IEC and
ucode. MDS has been being operated as a trial system in Korea since January
2005. The purpose of MDS is to implement global RFID network environment
independent of UII schemes.

Classification Algorithm Used in MDS. RFID tags can provide only ID
information consisting of binary bits. Since RFID applications need to know
some additional information related to each tag ID, they have to ask it to UII
resolving server such as EPC’s ONS. However, with tag ID itself, it is impossible
to know what UII resolving server they can ask to under the environments where
various UII schemes are using together. MDS solves the problem as follows. All
readers send UII query messages to MDS. Then, the classification module used in
MDS figures out what UII scheme is used in the tag ID. According to the result
from the classification module, MDS send the query message to corresponding
UII resolving servers in behalf of readers. Then, the resolving message can be
sent back to readers through MDS.

Fig.2 shows the procedure of the classification algorithm used in MDS. In
MDS, it is assumed that the standardization processes in EPCglobal and ISO/
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Tag Code

X  the first 8-bit of the RFID code
Y  the length of RFID code

EPC Check

ucode Check

ISO/IEC Check

Service is denied (End)

Start

Fig. 2. Basic process of classification algorithm used in MDS

IEC are faster than others, and these UII schemes of two groups will be used
on commercial business earlier. From the expectation, as shown in Fig.2, the
classification algorithm used in MDS is done according to a given priority to a
specific UII scheme such as EPC first, ISO/IEC next, and finally ucode. Accord-
ingly, the algorithm has some weakness that its performance decreases as the
occupancy ratio of specific UII scheme decreases. In addition, since all classifi-
cation processes for UII queries are done in MDS, the burden for operating the
classification algorithm in MDS increases as those query requests increase.

3 Tree-Based Classification Algorithm

In this Section, we explain our proposed tree-based UII classification algorithm.
As shown in Fig.3, we can make a binary tree for classifying between EPC
and ISO/IEC’s UII schemes according to the specifications of them. When it is
necessary for a new UII scheme to be added, we can easily add the new scheme
into the tree as in normal binary tree manipulation process. In the tree shown in
Fig.3, except for the only case when initial two bits of header are ’10’, there is no
confusion to classify between UII schemes. That is, following to the binary tree,
these UII schemes can be classified simply when initial two initial bits are not
’10’. In case when two initial bits are ’10’, it needs additional process to classify
between the two schemes, SGTIN-64 of EPC and Alphabet UII of ISO/IEC. In
this case, by comparing the length and the consistency in the fields of the UII
as illustrated in Section 2, the two schemes can be easily classified.

To speed up the classification process, instead of comparing all bits as in
MDS, only necessary minimum bits are used for the classification. Except for
ISO/IEC’s UII and EPC’s SGTIN-64 UII scheme, other EPC’s UII schemes are
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Fig. 3. Tree architecture to classify UIIs

used ’00’ as their initial two bits. With the UII codes using ’00’ as their initial
two bits, we can classify those UII schemes by comparing only four bits as shown
in Fig.4. That is, by windowing the four bits and comparing the bit values in
the window, we can easily classify those UII schemes.

In Fig.5, the overall classification process of the proposed algorithm is shown
as a pseudo-code style. In the pseudo-code, it is assumed that in all UII codes,
there are only valid EPC or ISO/IEC UIIs. When the first bit is ’1’, next second
bit should be ’0’ according to our assumption. In this case, the UII is one of
ISO/IEC’s alphabet or EPC’s SGTIN-64 UII schemes. The two schemes are
easily classified by comparing the UII code length. That is, if the UII code length
is equal to 64, the UII is EPC’s SGTIN-64, otherwise ISO/IEC’s alphabet. When
two initial bits are ’01’, it is classified UII scheme of ISO/IEC corresponding to
number. The other UII bits corresponds to EPC-related UII schemes, and to
classify these UII schemes, four bits as shown in Fig.4 are compared.

Fig.6 illustrates the outline of the proposed method and the method used in
MDS. In MDS shown in Fig.6(a), all UII queries are sent to MDS and their cor-
responding URI are translated by using its classification method in MDS. Then,
MDS sends the URI query to corresponding directory servers such as National
ODS (Object Directory System) operated by NIDA, ONS by EPC, and so on, for
getting the additional information. Likewise, since all query processes are done
in MDS in a centralized way, it can be applied only when there are very low
query traffic loads. That is, in case when query traffic increases exponentially
in future RFID global networks, the MDS-based scheme may have limitations.
On the contrary, as shown in Fig.6(b), the URI translation as a result of the
classification of UII scheme can be done at readers. This feature can be obtained
because the proposed algorithm can be done with very low computational com-
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Table 1. Comparisons of algorithm used for the experiment

Algorithm MDS-A MDS-C PROPOSED
Process Priority-based Priority-based Bit information

Initial assumption 8-bit header/length 8-bit header/length nothing
Procedure(EPC) 1.header(EPC-64) 1.length(EPC-96) Bit sequence

2.length 2.header
Procedure(ISO) Check if the header includes numbers Bit sequence

or characters in leading 8-bit
Error handling Out of consideration

plexity. Accordingly, it can not only decentralize traffic loads for UII queries,
but also make it easy to manage global RFID networks.

4 Experimental Results

For the experiments, UIIs are generated randomly according to EPC and ISO/
IEC 15459 specifications. To show the efficiency of the proposed algorithm, we
compared its performances with those of algorithms used in MDS. The features
of those comparable schemes are shown in Table 1. In Table 1, whereas PRO-
POSED denotes our proposed algorithm, MDS-A and MDS-C are the classifi-
cation algorithms used in MDS[10]. MDS-A and MDS-C have different priority
strategies to classify UII schemes as shown in Table1. Especially, MDS-C is work-
ing in the MDS trial service operated by NIDA. In MDS-A and MDS-C, it is
assumed that the two algorithms already know the 8-bit header information and
the length of the UII before the classification[10]. However, the PROPOSED
performs without the knowledge of them, and its classification process is done
based on the bit-by-bit operation on tag IDs.

Accuracy of Classification. In order to check the accuracy of the algorithms,
we made artificial UIIs according to corresponding schemes, and mixed them
randomly. It is noted that there are only valid UIIs in the mixed sequences.
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Algorithm FilteringBasedOnTree
1: begin
2: if (the first bit of the Code is ’one’)
3: if (the length of the Code is more than 64) //ISO Code
4: Operate ISO Code Process
5: else if (the length of the Code is equal 64) //EPC Code
6: Operate EPC Code Process
7: end if
8: else if (the second bit of the Code is ’one’) //ISO Code
9: Operate ISO Code Process

10: else if (the bit is third, sixth, seventh or eighth bit)
11: Save the bit value for EPC Code Process
12: if (the bit is eighth bit) //EPC Code
13: Operate EPC Code Process
14: end if
15: end if
16: end

Fig. 5. Pseudo code of the proposed algorithm
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ISO/IEC 
ODS

uID Center
Resolution 

Server

National 
ODS

Reader others others

VeriSign 
ONS

ISO/IEC 
ODS

uID Center
Resolution 

Server

National 
ODS

Tag
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(a) (b)

Fig. 6. Application architectures of (a) MDS and (b) proposed scheme

Then, we tested the classification algorithms using the mixed UII sequences,
and found that there was no failure in classification by all the algorithms.

Effect on Length of EPC UII. As mentioned before, different UII schemes
may have different code lengths. For example, the length of each EPC UII is ei-
ther 64-bit (EPC-64) or 96-bit (EPC-96). In order to find out how the algorithms
are affected by the various lengths of UII schemes, we carried out the following
experiment. First, we randomly generated 10000 ISO/IEC UIIs and 10000 EPC
UIIs varying the ratio between EPC-64 and EPC-96. Then, we mixed the UIIs
randomly. Fig.7 shows the processing time for classifying all UIIs using each
algorithm varying the occupancy ratio of the EPC-96 to EPC-64. Each algo-
rithm was implemented by using C language, and we executed those algorithms
on the computer of a Pentium-4 2.80GHz with Windows XP OS. We carried
out 100 times of experiments, and its average values are shown in Fig.7(a). In
the horizontal axis of Fig.7(a), the value 20% means there are 20% EPC-96



1086 Y.H. Lee et al.

0 20 40 60 80 100

40

20

60

80

100

R
ec

og
ni

ti
on

 t
im

e 
o

f D
is

tin
ct

io
n 

o f
 e

ac
h 

T
ag

 (
m

s)

The Ratio of EPC -96 Code (%)

MDS-A

MDS-C

PROPOSED

0 20 40 60 80 100

20

10

30

40

50

R
ec

og
ni

ti
on

 t
im

e 
o

f D
is

tin
ct

io
n 

o f
 e

ac
h 

T
ag

 (
m

s)

The Number of EPC Code (%)

MDS-A(EPC-96: 20%)

MDS-C(EPC-96: 20%)

PROPOSED(EPC-96: 20%)

MDS-A(EPC-96: 80%)

MDS-C(EPC-96: 80%)

PROPOSED(EPC-96: 80%)

(a) (b)

Fig. 7. Processing time varying (a) the ratio of EPC-96 (b)the occupancy ratio between
UII schemes

UIIs out of total 10000 EPC UIIs while ISO/IEC’s UIIs are constant at 10000.
As mentioned before, it is noted that MDS algorithms perform the classifica-
tion with higher priority to EPC UIIs, but MDS-A handles the EPC-64 scheme
first while MDS-C does the EPC-96 first. As the ratio of EPC-96 increases, the
processing time of MDS-A increases also, while the processing time of MDS-C
decreases. However, the proposed algorithm provides constant performances in-
dependent of the variance of the ratio of EPC-96. And, the proposed algorithm
shows much lower processing time performances than MDS-A and MDS-C. It is
expected that in future RFID network environments EPC-96 will be used much
more than EPC-64. This experiment show that the proposed algorithm can be
applied to both current and future global RFID network environments more
efficiently than MDS algorithms.

Effect on Occupancy Ratio of UII Schemes. Under the existence of various
UII schemes, the performance varying the occupancy ratio of UII schemes is
one of the most important factors to compare the classification algorithms. In
terms of performance, especially, if the performances of algorithms depend on
the occupancy ratio of certain UII schemes, it may cause severe problems in
managing RFID services and networks. In Fig.7(b), we show the performances
of the comparable algorithms by varying the occupancy ratio of UII schemes.
For obtaining Fig.7(b), we generated total 10000 UIIs. Among the 10000 UIIs,
we varied the ratio of EPC UIIs from 0% where there are only ISO/IEC UIIs to
100% where no ISO/IEC UIIs exist. Among EPC UIIs, there are two cases when
the ratios of EPC-96 are fixed at 20% and 80%. These two cases are reflecting the
environments of RFID applications in the current and future RFID networks.
In future RFID networks, it is expected that more EPC-96 UIIs are used than
EPC-64. From Fig.7(b), the occupancy ratio between UII schemes can affect
the performances of algorithms MDS-A and MDS-C. This phenomenon can be
explained as same as in the case of Fig. 7(a). However, the proposed algorithm
shows much lower processing time than MDS algorithms independent of the
occupancy ratios of UII schemes.
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5 Conclusion

In this paper, we proposed a fast and efficient tree-based algorithm for classify-
ing various UII schemes in global UII directory lookup services. We show that
the proposed algorithm can provide constant performances independent of UII
schemes and lower processing time than the current MDS algorithms. And, the
proposed algorithm can be operated at each reader, it can not only decentral-
ize traffic loads for UII queries, but also make it easy to manage global RFID
networks. Though we explained our proposed scheme in the case for two UII
schemes such as EPC and ISO/IEC, it can be easily extended to all kind of UII
schemes by adding new required UII schemes into the tree.

It is expected that the traffic for query will be increased ten-times higher than
that for DNS. Under the circumstances, lookup speed for UII query can be a
primary factor for the success of RFID-related services. The main features of the
proposed algorithm such as faster speed, the independence of UII schemes and
the operation at readers can be applied in global RFID network environments.
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Abstract. Wide-spread deployment of sensor networks is emerging and it pre-
sents an economical solution to numerous problems. A number of applications 
are dependent on secure operation of the sensor network, however, and serious 
consequences are incurred if the network is compromised or disrupted. In the 
existing key pre-distribution scheme suitable for low power and resource sensor 
nodes, shared key is not guaranteed to be found and mutual authentication is not 
allowed. This paper thus proposes a new key pre-distribution scheme guarantee-
ing that any pair of nodes can find a common secret key between themselves by 
using the keys assigned by LU decomposition of a symmetric matrix of a pool 
of keys. Furthermore, it allows node-to-node mutual authentication. Analysis 
shows that the existing scheme requires a large number of keys in each sensor 
node to display a comparable performance as the proposed scheme. Therefore, 
the superiority of the proposed scheme is more substantial when the memory 
size of the sensor node is small. 

Keywords: distributed sensor network, key pre-distribution, LU decomposi-
tion, mutual authentication, security. 

1   Introduction 

Wide-spread deployment of sensor networks is on the horizon. Networks of thousands 
of sensors may present an economical solution to some of the challenging problems: 
real-time traffic monitoring, monitoring of building safety (structural, fire, and physi-
cal security monitoring), military sensing and tracking, distributed measurement of 
seismic activity, real-time pollution monitoring, wild life monitoring, wild fire track-
ing, etc [1].  

Distributed sensor networks (DSNs) share several characteristics with the tradi-
tional wireless networks. Both include arrays of sensor nodes that are battery pow-
ered, have limited computational capabilities and memory, and rely on intermittent 
wireless communication via radio frequency and, possibly, optical links. They also 
include data-collecting nodes which cache sensed data and make them available to the 
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application components of the network for processing, and control nodes which moni-
tor the status of sensor nodes and broadcast simple commands to them. However, 
DSNs differ from the traditional wireless networks in several aspects, namely: their 
scale is a few orders of magnitude larger than that of wireless networks; they are dy-
namic in the sense that they allow addition and deletion of sensor nodes after deploy-
ment to extend the network or replace failing or unreliable nodes without physical 
contact; and they may be deployed in hostile areas where communication is moni-
tored and the sensor nodes are subject to capture and manipulation by an adversary. 
These challenging operational requirements place equally challenging security con-
straints on the DSN design [2,3]. 

Many applications are dependent on secure operation of the sensor network, and 
have serious consequences if the network is compromised or disrupted. Also, when the 
sensor networks are deployed in a hostile environment, security becomes extremely 
important as they are prone to different types of malicious attacks. For example, an 
enemy can easily tap the information, imitate one of the sensor network nodes, or in-
tentionally provide fault information to other nodes [4]. The problem here is how to 
secure the communication between the sensor nodes, i.e. how to set up secret keys 
between communicating nodes. Most earlier schemes use asymmetric cryptography to 
solve this problem [10]. However, theses schemes are often not suitable for distributed 
sensor network due to limited computation and energy power of the sensor nodes.  

To address this issue a scheme has been recently proposed which is based on ran-
dom key pre-distribution. However, it also has a shortcoming that a common key is 
not guaranteed to be found between two nodes wanting to communicate. This paper 
thus proposes a new key pre-distribution scheme which guarantees that any pair of 
nodes can find a secret key between themselves by using a pool of keys formed in the 
symmetric matrix format and the relevant property of LU decomposition of a matrix 
[13]. Furthermore, it allows node-to-node mutual authentication which the existing 
scheme does not support. Analysis shows that the existing scheme requires a large 
number of keys in each sensor node to display a comparable performance as the pro-
posed scheme. Therefore, the superiority of the proposed scheme is more substantial 
when the memory size of the sensor node is small. 

The rest of the paper is organized as follows. Section 2 discusses the existing key 
distribution approaches for sensor network, and Section 3 presents the proposed 
scheme. Section 4 analyzes and compares the performance of the proposed scheme 
with the earlier scheme, and finally concluding remark is given in Section 5. 

2   Related Works 

The traditional key exchange and distribution protocols based on the infrastructure of 
the internet using trusted third parties are impractical for large scale DSNs because of 
the network topology unknown prior to deployment, communication range limitation, 
intermittent sensor-node operation, and network dynamics, etc. To date, the only 
practical option for the distribution of keys to sensor nodes of large-scale DSNs 
whose physical topology is unknown prior to deployment would have to rely on key 
pre-distribution. Keys would have to be installed in the sensor nodes to accommodate 
secure connectivity between the nodes. However, the traditional key pre-distribution 
approach requires either a single mission key or a set of separate n 1 keys, each being 
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privately shared with another node pair-wise, must be installed in every sensor node. 
This is an inadequate aspect for the DSNs [5]. 

There exist a number of key pre-distribution schemes. One solution is to let all the 
nodes carry a master secret key. Any pair of nodes can use this global master secret 
key to achieve key agreement and obtain a new pairwise key. This scheme does not 
exhibit desirable network resilience; if one node is compromised, the security of the 
entire sensor network will be compromised. Some existing studies suggest storing the 
master key in tamper-resistant hardware to reduce the risk [6], but this increases the 
cost and energy consumption of each sensor node. Furthermore, tamper-resistant 
hardware might not always be safe. Du et al. [7] proposed another key pre-distribution 
scheme which substantially improves the resilience of the network compared to other 
schemes. This scheme exhibits a threshold property; when the number of compro-
mised nodes is smaller than the threshold, the probability that any node other than the 
compromised nodes is affected is close to zero. This desirable property lowers initial 
payoff of small scale network breaches to an adversary, and makes it necessary for the 
adversary to attack a significant portion of the network.  

Blundo et al. [8] proposed several schemes which allow any group of some parties 
to compute a common key while being secure against collusion between some mem-
bers of them. These schemes focus on saving communication cost while memory 
constraints are not placed on the group members. Perrig et al. [9] proposed SPINS, a 
security architecture specifically designed for sensor networks. In SPINS, each sensor 
node shares a secret key with the base station. Two sensor nodes cannot directly es-
tablish a secret key. However, they can use the base station as a trusted third party to 
set up a secret key. 

Recently, Eschenauer and Gligor [10] proposed a random key pre-distribution 
scheme. Here a pool of random keys is selected from a key space. Each sensor node 
receives a subset of random keys from the pool before deployment. Any two nodes 
able to find one common key within their respective subsets can use it as their shared 
secret to initiate communication. Based on this scheme, Chan, Perrig, and Song [11] 
proposed a q-composite random key pre-distribution scheme, which increases the 
security of key setup such that an attacker has to compromise many more nodes to 
achieve a high probability of compromising communication. The difference between 
the q-composite scheme and the scheme in [10] is that q common keys (q  1), in-
stead of just a single one, are needed to establish secure communication between a 
pair of nodes. It was shown that network resilience against node capture is improved 
by increasing the value of q. The main issues in the random key pre-distribution ap-
proach are that a common key may not be found between a pair of nodes and node-to-
node mutual authentication is not allowed. We next present the proposed scheme 
solving these problems. 

3   The Proposed Scheme 

In this section we present the basic features of the proposed scheme, deferring its 
analysis to the next section. First, we briefly describe how the proposed key pre-
distribution scheme works. The proposed scheme uses a random graph like the Es-
chenauer’s method [10]. It, however, guarantees that any pair of nodes can find a 
secret key between themselves along with mutual authentication. 
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3.1   Preliminaries 

We capitalize some important properties of matrix in designing the key pre-
distribution scheme. 

Definition 1. If a square matrix K has the property KT = K, where transpose of  matrix 
K is denoted by KT, we say that K is a symmetric matrix. A symmetric matrix means 
that Kij = Kji, where Kij is the element in the ith row and jth column of matrix K. 

Definition 2. LU decomposition is to decompose an m× m matrix K into two matrices 
such that K = LU, where L is an m× m lower triangular and U is an m× m upper tri-
angular matrix, respectively, i.e.,  product of the lower triangular matrix L and upper 
triangular matrix U gives rise to K. 

3.2   The Proposed Key Distribution Scheme 

We now explain the proposed key pre-distribution scheme. The key pre-distribution 
scheme consists of four off-line steps; namely generation of a large pool of keys (e.g., 
217 ~ 220 keys), forming a symmetric matrix using the pool of keys, applying LU de-
composition to the symmetric matrix, and key pre-distribution to each sensor node. 
We discuss the four steps next. 

Step 1 (Generation of a large pool of keys (e.g., 217 ~ 220 keys)): We propose a key 
pre-distribution scheme using the random key approach. In the proposed key pre-
distribution scheme each sensor node receives a subset of random keys from a large 
pool of keys before deployment. For communication, two nodes need to find one 
common key to use it as their shared secret key. Therefore, the base station first needs 
to generate a large pool of keys (e.g., 217 ~ 220 keys) in this step. 

Step 2 (Forming a symmetric matrix using the pool of keys): Eschenauer’s a  
random key pre-distribution scheme uses just a large pool of keys as shown in  
Figure 1(a). However, the proposed scheme uses a pool of keys formed in a symmet-
ric matrix as shown in Figure 1(b).  

 
(a) The pool of keys.           (b) The pool of keys in symmetric matrix 

Fig. 1. The pool of keys 

m

m



1092 S.J. Choi and H.Y. Youn 

Step 3 (Applying LU decomposition to the symmetric matrix): We apply LU de-
composition to the symmetric matrix to let a pair of nodes always find a common key 
between themselves and raise the security by providing node-to-node mutual authen-
tication. 

Step 4 (Key pre-distribution): In this step every node is randomly assigned one row 
from the L matrix and one column from the U matrix, respectively. One and only one 
condition here is that the same row and column position are assigned such that Lr_i(ith 
row of L) and Uc_i(ith column of U) are assigned to each node. 

(Finding a common key): Assume that node_x and node_y contains (Lr_i and Uc_i) 
and (Lr_j and Uc_j ), respectively. When node_x and node_y need to find a common 
secret key between them, they first exchange their columns, and then compute a vec-
tor product as follows. 

node_x: Lr_i × Uc_j = Kij 
node_y: Lr_j × Uc_i = Kji 

Recall that K is a symmetric matrix, and thus Kij = Kji. Kij (or Kji) is then used as a 
common key between node_x and node_y. Note that the proposed scheme allows any 
pair of nodes to always find a common secret key between themselves.  

Example: We illustrate the proposed scheme using an example below. 

Step 1: We first generate a large pool of keys using a random graph in this step, and 
assume here that we generate a pool of keys, S ( 5~5).  

Step 2: After we select ( 2, 1, 2, 4) from the pool of keys, S, arrange them into a 
symmetric matrix K. 

2 4 2

K 4 1 2

2 2 1

−
=

−
: The pool of keys in a symmetric matrix 

Step 3: We apply LU decomposition to the symmetric matrix. We first calculate the 

elementary matrix 1

1 0 0

E 2 1 0

0 0 1

= −  , 2

1 0 0

E 0 1 0

1 0 1

= , and 3

1 0 0

E 0 1 0

0 6 / 7 1

=  to 

derive L and U. Then we calculate 3 2 1L E E E A= and 1 1 1
1 2 3U E E E− − −= . As a result, L 

and U are obtained as follows. 

1 0 0 2 4 2

L 2 1 0 ,  U= 0 7 6

1 6 / 7 1 0 0 29/7

−
= −

− −
 

Step 4: This step is for key pre-distribution, and assume that Lr_3 and Uc_3 are stored at 
node_x. Similarly, Lr_2 and Uc_2 are stored at node_y. When node_x and node_y need 
to find a secret key between them to securely communicate, they first exchange their 
columns, and then calculate the key value, respectively. Here the value turns out to be 
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2. Then they compare them for authentication. Since the values are same, they can 
authenticate each other and start communication using ‘2’ as the shared key. The 
process is summarized in Table 1. 

Table 1. The operations for key authentication. 

 node_x node_y 
After 

key pre-distribution 
Lr_3 ( 1, 6/7, 1) 
Uc_3 ( 2, 6, 29/7) 

Lr_2 (2, 1, 0) 
Uc_2 (4, 7, 0) 

After 
column-exchange 

Lr_3 ( 1, 6/7, 1) 
Uc_2 (4, 7, 0) 

Lr_2 (2, 1, 0) 
Uc_3 ( 2, 6, 29/7) 

After 
key-computation 

Lr_3 × Uc_2 = 2 (=K32) Lr_2 × Uc_3 = 2 (=K23) 

3.3   Node-to-Node Mutual Authentication 

The existing random key pre-distribution scheme does not allow node-to-node mutual 
authentication, but the proposed scheme based on the symmetric matrix of the keys 
does that as follows. Table 2 summarizes the process of node-to-node mutual authen-
tication. 

1. node_x sends Uc_i (the column it contains) to node_y . 
node_x  node_y : { Uc_i } 

2. node_y: obtains Kji by multiplying Lr_j with Uc_i received from node_x, and then 
sends Uc_j and Kji to node_x. 
node_y : {Lr_j × Uc_i  Kji} 
node_y  node_x : {Uc_j, Kji } 

3. node_x: obtains Kij by multiplying Lr_i with Uc_j received from node_y, and com-
pares it with Kji received from node_y. 
node_x : {Lr_i × Uc_j  Kij, check if Kij = Kji } 

4. If node_x verifies Kij = Kji, then sends Kij to node_y. 
node_x  node_y : { Kij } 

5. node_y acknowledges Kij: compares Kji with Kij. 
node_y : Check if Kij = Kji  

Table 2. Node-to-node mutual authentication 

Sensor node_x  Sensor node_y 
Lr_i, Uc_i 

 
Lr_i_ ×  Uc_j • Kij 

 
Kij = Kji  

Lr_j, Uc_j 
Lr_j × Uc_i  Kji 

 

 

Kji = Kij  

Uc_j, Kji 
Uc_i 

Kij 
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4   Performance Analysis 

A random graph G(n,p) is a graph of n nodes for which the probability that a link 
exists between two nodes is p. When p is zero, the graph does not have any edge, 
whereas when p is one, the graph is fully connected. Erdos and Renyi [12] showed 
that, for monotone properties, there exists a value of p such that the property moves 
from “nonexistent” to “certainly true” in a very large random graph. The function 
defining p is called the threshold function of the property. Given a desired probability 
Pc for graph connectivity, the threshold function p is defined by 

-ce
c r

n
P lim  P [G(n,p) is connected] = e

→∞
= , where cln(n)  ln( ln(P ))

p  
n

− −
=  (1) 

Let p be the probability that a shared key exists between two sensor nodes, n be the 
number of nodes, and d be the expected degree as 

c(n 1)(ln(n) ln( ln(P )))
d  p (n 1) = 

n

− − −
= × −  (2) 

Figure 2 illustrates the plot of the expected degree of a node, d, as a function of the 
network size, n, for various values of Pc. The figure shows that the expected degree of 
a node needs to be increased by two to increase the probability that a random graph is 
connected by one order. Moreover, the curves of the plot are almost flat when n is 
large, indicating that size of the network has insignificant impact on the expected 
degree of a node required to have a connected graph. 

number of nodes

ex
pe

ct
ed

 d
eg

re
e 

of
 n

od
e

 

Fig. 2. Expected degree of a node for varying number of nodes 

For a given density of sensor network deployment, let N be the expected number 
of neighbors within the communication range of a node. Using the expected node 
degree calculated above, the required local connectivity, Prequired, can be estimated as 
follows [10]. 
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c
required

(n 1)(ln(n) ln( ln(P )))d
P  =  = 

N nN

− − −
 (3) 

After we derive the required local connectivity, we decide the value S (the size of 
the key pool) and k (the number of keys in each node). The actual local connectivity is 
determined by these values. Note that S is not directly related to the sensor network, 
but k is related to the memory size of sensor node. Therefore, k needs to be as small as 
possible. We use Pactual to represent the actual local connectivity, which is the prob-
ability of any two neighboring nodes to find a common key between themselves. The 
link availability of any two nodes of the existing scheme [10] is then 

1 – Prob [a pair of nodes do not share a key]. (4) 

The probability that a pair of nodes, A and B, do not share a common key can be 
found using Pactual 

2
-

2

(( )!)
  1    1  

!( 2 )!( )
S k S k k

actual
S k

C C S k
P

S S kC

× −= − = −
−

. (5) 

Since, S is very large, we use Stirling’s formula for n! 

! 2≈ π
n

n
n n

e
. (6) 

To simplify the expression of Pactual, it is approximated as follows. 

2 2 1

1
2

2

( )
1

( 2 )

− +

− +

−= −
−

P k

actual
P k

P k
P

P k

. (7) 
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Fig. 3. Comparison of the connectivity of the proposed scheme with the existing scheme 
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Figure 3 compares the actual local connectivity of the proposed scheme with that 
of the existing scheme [10] when the size of the key varies from 2 to 200 for the size 
of the key pool S of 1000, 2000, 5000, and 10000. Observe from the figure that the 
local connectivity increases as the number of keys in a node increases for the existing 
scheme when the size of the pool of keys is fixed. The proposed scheme always al-
lows the connectivity regardless of the number of keys per node. Note that, the supe-
riority of the proposed scheme becomes more substantial when the memory size of 
the sensor node is small. 

5   Conclusion and Future Works 

Most earlier schemes proposed for security of distributed sensor network used asym-
metric cryptography such as Deffie-Hellman key agreement or RSA. However, these 
schemes are often not suitable for distributed sensor network due to limited computa-
tion and energy resources of sensor node. The existing key pre-distribution scheme 
proposed to address this issue has a drawback of unguaranteed shared key between 
two nodes wanting to communicate. In this paper thus we have proposed a new key 
pre-distribution scheme guaranteeing that any pair of nodes can find a common key 
between themselves using the keys assigned by LU decomposition of a symmetric 
matrix. Also, it allows enhanced security by node-to-node mutual authentication. The 
existing scheme requires a large number of keys in each sensor node to display a 
comparable connectivity as the proposed scheme which allows 100% connectivity 
regardless of the number of keys. Therefore, the superiority of the proposed scheme is 
more substantial when the memory size of the sensor node is small. A new model 
considering not only connectivity but also security in a more formal way will be de-
veloped in the future. 
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Abstract. Wireless sensor network consists of small battery powered sensors. 
Therefore, energy consumption is an important issue and several schemes have 
been proposed to improve the lifetime of the network. In this paper we propose 
a new approach called energy-driven adaptive clustering hierarchy (EDACH), 
which evenly distributes the energy dissipation among the sensor nodes to 
maximize the network lifetime. This is achieved by using proxy node replacing 
the cluster-head of low battery power and forming more clusters in the region 
relatively far from the base station. Comparison with the existing schemes such 
as LEACH (Low-Energy Adaptive Clustering Hierarchy) and PEACH (Proxy-
Enabled Adaptive Clustering Hierarchy) reveals that the proposed EDACH ap-
proach significantly improves the network lifetime. 

Keywords: Cluster-head, energy consumption, network lifetime, proxy node, 
wireless sensor networks. 

1   Introduction1 

Wireless sensor networks have been evolving rapidly and now they are widely used in 
both the military and civilian applications such as target tracking, surveillance, and 
security management [1,2]. It is composed by hundreds or thousands of low-cost, low 
power, multifunctional small sensor nodes. Since a sensor is a small, lightweight, un-
tethered, battery-powered device, it has limited energy. Therefore, energy consump-
tion is a critical issue in wireless sensor networks [4,5]. In a sensor network a large 
number of sensors are deployed to carry out a given task. When sensors are deployed 
in the field, they establish routes and then start sensing the surroundings, computation 
and transmission of the data to the base station. Since sensor nodes carry limited, 
generally irreplaceable power source, the sensor network protocols must focus pri-
marily on power conservation [6,7,10].  

The protocol called low-energy adaptive clustering hierarchy (LEACH) [3] is a 
cluster-based protocol proposed to solve the energy consumption problem. It equally 
distributes the entire energy consumption of a sensor network among the sensors, and 
                                                           
 * This research was supported by the Ubiquitous Autonomic Computing and Network Project, 

21st Century Frontier R&D Program in Korea and the Brain Korea 21 Project in 2005.  
** Corresponding author. 
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thus increases the lifetime of the network. In LEACH, however, a cluster-head can 
cause a failure because of energy deficiency. Sensors in a senor network are suscepti-
ble to failures due to limited battery power and will also be inactive regardless of their 
power condition if the cluster-head in their cluster suffers from the energy deficiency 
failure. If a failure occurs at the cluster-head, the network has to be re-clustered and a 
new schedule is transmitted to the sensors. Also, the sensor network has to stop data 
processing and communication in order to perform re-clustering, which requires net-
work setup and bootstrapping. Consequently, frequent failures will result in large re-
clustering overhead of energy and time. Lifetime of a sensor network and its energy 
efficiency are thus greatly affected by the frequency of re-clustering. 

PEACH (Proxy-Enabled Adaptive Clustering Hierarchy) [11] is a protocol that im-
proves LEACH in terms of network lifetime. This is achieved by selecting a proxy 
node which can assume the role of the current cluster-head of weak power during one 
round of communication. PEACH is based on the consensus of healthy nodes for the 
detection and manipulation of failure in any cluster-head. It allows considerable im-
provement in the network lifetime by reducing the overhead of re-clustering.  

In LEACH and PEACH, however, the cluster-heads are selected randomly with 
uniform distribution in the network. Note that energy consumption of a cluster-head 
will be much larger than that of cluster member nodes for the communication with the 
nodes inside its cluster and, more importantly, the base station. This is because energy 
consumption is proportional to the distance between the communicating nodes, while 
the base station is usually much farther than the cluster member nodes from a cluster-
head. If the cluster-heads are uniformly laid out in the entire region of the sensor 
network, then the ones relatively far from the base station than the other cluster-heads 
will suffer from the energy deficiency problem more likely. Therefore, in this paper, 
we propose the energy-driven adaptive clustering hierarchy (EDACH) approach that 
puts more number of cluster-heads in the region relatively far from the base station. 
The number of member nodes in their clusters will then be smaller than that of other 
clusters. This compensates the larger energy consumption due to larger distance to the 
base station. It still employs the same proxy node approach as in PEACH to solve the 
problem of cluster-head having insufficient energy for carrying out the duty of clus-
ter-head. If a cluster encounters a problematic cluster-head, then a proxy is selected to 
operate in replace of the original cluster-head. Computer simulation reveals that the 
proposed EDACH approach extends the network lifetime of LEACH and PEACH 
about 80% and 30%, respectively. 

The remainder of the paper is organized as follows. In Section 2 the system model 
including the energy model and fault model is presented along with the related works. 
Section 3 presents the proposed EDACH scheme. Section 4 evaluates the performance 
of the proposed scheme by computer simulation, and compares it with LEACH and 
PEACH.  Finally, Section 5 concludes the paper and outlines future research directions. 

2   The System Model 

In this paper the single-hop sensor network architecture is employed for wireless 
sensor network as LEACH [3]. There exist three kinds of nodes in the network; sensor 
nodes, cluster-head nodes, and base station. The sensor nodes are used for data acqui-
sition. The cluster-heads are for data fusion and forwarding of the aggregated infor-
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mation toward the base station. As a result, the cluster-heads consume energy at a 
substantially higher rate than the other nodes due to wireless communication over 
large distances. Consequently, the cluster-heads have shorter lifetime. Upon depletion 
of energy at a cluster-head, the coverage for the particular area under surveillance by 
that node is lost. The base station may be assumed to always have sufficient battery 
provisioning, or its battery may be re-provided during its course of operation. There-
fore, its power consumption is not a concern in our investigation.  

2.1   The Energy Model of a Sensor 

We use the same radio model as discussed in [3, 8, 11], which is the first order radio 
model. In this model, a radio dissipates Eelec (=50 nJ/bit) to run the transmitter or 
receiver circuitry and  (=100 pJ/bit/m2) for the transmitter amplifier. The energy 
consumption model is described as follows. For transmission, when a node transmits 
k-bit data to another node with a distance of d, the energy it consumes is ETx(k, d) = 
Eelec × k + × k× d2. For receiving, when a node receives k-bit data, the energy it 
consumes is ERx(k) = Eelec × k. Here Eelec is the energy required for transmitting or 
receiving one bit data, the second term of ETx covers the energy loss due to channel 
attenuation, and  is the amplifier coefficient. For simplicity of calculation, we 
assume that transmission range of each node is same on one condition that the range 
should cover all the neighbors in its cluster. We also assume that all data packets are 
same sizes. For fair comparison, we use the same constant coefficients as in LEACH. 

2.2   The Fault Model  

Data transmission failure occurs when a cluster-head cannot transmit data due to 
energy deficiency. Failure at a cluster-head affects the system status and causes a 
remedial operation such as re-clustering or boot-strapping that results in increased 
network down time and reduced network lifetime, etc. We assume that the data in the 
communication are error-free and the semantic-related generic faults during data 
transmission can be detected and removed by the application specific operation. Data 
transmission failure at a cluster-head can be caused by hardware failure or energy 
deficiency.  

Failure at a cluster-head prevents it from transmitting data to the sensors as well as 
relaying the data to the base station. The data sent by the sensor nodes will also be 
lost. Once a cluster-head fails, it can no longer serve as a liaison between the sensor 
nodes and the base station. The failure at the cluster-head is tried to be avoided using 
the proxy nodes and non-uniform distribution of the cluster-heads as explained later. 
In our fault model we consider only the failure at the cluster-heads.  

With LEACH, the cluster-heads are stochastically selected. In order to select the 
cluster-heads, each node generates a random number between 0 and 1. If the number 
is smaller than the threshold, T, the node becomes a cluster-head for the current 
round. The threshold is calculated as follows. 

P
T

1
1 P (r mod )

P

=
− ×

 (1) 
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Here P is the portion of the nodes becoming the cluster-heads and r is the number 
of current round. If a node once has been a cluster-head in the last 1/P rounds, it can-
not be a cluster-head again. This algorithm thus ensures that every node becomes a 
cluster-head exactly once within 1/P rounds.  

Refer to Figure 1(a) of an example of clustering with LEACH and PEACH, where 
five cluster-heads (the black dots) are selected randomly among 100 nodes with uni-
form distribution. Here the base station is assumed to be located outside the region at 
the upper-right corner direction. Since the cluster-heads were selected randomly with 
uniform distribution, the ones far from the base station will consume their energy 
more quickly than the others as mentioned earlier. Therefore, we propose to put more 
cluster-heads in the area of the nodes far from the base station. This can be easily 
implemented by setting the P value of Equation (1) differently. For example, as 
shown in Figure 1(b), the entire range is partitioned into three segments, and the P 
value of the nodes in the segment close or far from the base station is decremented or 
incremented, respectively. This approach is expected to evenly distribute energy con-
sumption among the nodes, and thus outperform the existing approaches having uni-
form distribution of cluster-heads. The proposed scheme is presented next.  

 

(a) Clustering with LEACH and PEACH 

 

(b) Partition of the nodes 

Fig. 1.  An example of clustering and node partitioning 

3   The Proposed Scheme 

We call the proposed protocol as energy-driven adaptive clustering hierarchy 
(EDACH), which is an enhanced version of the LEACH and PEACH scheme. One 
round of its operation consists of the following two phases: i) set-up phase, ii) self-
organized data collection and transmission phase. The proposed scheme is to solve the 
possible problem of the cluster-head in the LEACH approach having insufficient 
energy for carrying out the duty of cluster-head by using proxy nodes like the PEACH 
approach. It, however, further improves the performance of PEACH by forming more 
clusters in the region relatively far from the base station.  

Each round of communication in the proposed scheme begins with the set-up phase 
where the clusters are organized, followed by the self-organized data collection and 
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transmission phase where data transfer to the base station occurs. The second phase 
also includes the proxy node selection process and Indicator Control Message (ICM) 
advertisement process. We next introduce the EDACH protocol in detail.  

3.1   The Set-Up Phase 

In LEACH and PEACH, a fixed portion of the sensors stochastically decides them-
selves as cluster-heads as described in [3,11]. The problem of cluster-head population 
in a wireless sensor network was analyzed in [3]. They showed that 5% of the nodes 
in the network operating as cluster-heads can achieve good performance in a homo-
geneous network with various parameter settings.  Recall that we propose to regulate 
the number of cluster-heads according to the proximity to the base station. For this, 
we partition the entire area of the sensor network into three segments as near, me-
dium, and far segment as shown in Figure 1(b). Of course, the shape of partition will 
be different according to the position of the base station, and the number of segments 
could also be varied.  

In the set-up phase, each node calculates the threshold using Equation (1), but the 
values of P for the nodes belonging to different segments differ from each other. That 
is, the P value for the nodes in the near, medium, and far segment is (1−x)P, P, and 
(1+x)P, respectively, where 0 < x < 1. With this arrangement the nodes relatively 
close to the base station will have smaller threshold value and thus smaller chance to 
become a cluster-head. As a result, the number of cluster-heads in that segment will 
be relatively small. Computer simulation reveals that the proposed approach increases 
the network lifetime compared to PEACH. Figure 2 shows the result of clustering 
with EDACH for the same distribution of nodes as in Figure 1. 

When a node is selected as a cluster-head, it generates a cluster-head token. Then, 
the selected cluster-head advertises its token by CSMA/CA MAC protocol to all its 
neighbors. After the remaining nodes receive the advertisements, they compare the 
strengths of the received signals. It keeps only the token with the strongest signal in 
every comparison, and randomly chooses a one if a tie occurs.  

 

Fig. 2.  An example of clustering with EDACH after the set-up phase 



 Energy-Driven Adaptive Clustering Hierarchy for Wireless Sensor Networks 1103 

After the advertisement, every cluster member node recognizes the source of the 
token as its cluster-head and broadcasts the topology reply packet by CSMA/CA 
MAC protocol back to the cluster-head. In the reply packet the node’s position (NP) 
and remaining energy (RE) level are included. When the cluster-heads receive the 
reply packets, they set up a schedule for the nodes in their cluster. Based on the num-
ber of nodes in the cluster, the cluster-head creates a TDMA schedule indicating when 
each node in the cluster can transmit.  

3.2   The Self-organized Data Collection and Transmission Phase 

After the set-up phase, the self-organized data collection and transmission phase starts. 
Every sensor node collects the data and then sends a packet to the cluster-head in its 
scheduled transmission time. The radio of a node is turned off when it is outside its 
scheduled time slot in order to save the energy. Each cluster-head keeps its receiver on 
to collect data from the nodes in its cluster and continuously updates the table listing the 
energy of the nodes based on the received packets. When the data from all the nodes 
have been received, the cluster-head executes the function for data fusion to aggregate 
the received data into one packet. After the data fusion, the cluster-head sends it to the 
base station. As a cluster-head needs to receive many packets and consume large power 
for long range transmission, its energy is used up more quickly than other nodes in the 
cluster. Therefore, a cluster-head can cause a failure because of energy deficiency. If a 
failure occurs at a cluster-head, the network has to be re-clustered and a new schedule 
needs to be transmitted to the sensors. This will significantly reduce the network life-
time. In order to solve this problem, a proxy node is selected if the battery power of the 
cluster-head becomes smaller than the threshold explained next.  

Calculation of the Threshold Value. The threshold value, ETH, plays a very impor-
tant role in the data transmission phase since it is used as a measure for deciding if the 
current cluster-head has become obsolete. It is calculated when a cluster-head is se-
lected. If the energy of the cluster-head drops below the threshold, the proxy node 
selection process begins. We assume that all sensors are identical and produce data at 
the same rate. The following equations are used to compute the threshold value.  
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Here kj is the length of the aggregated message in the cluster-head and dCH is the 
distance between the cluster-head and base station. Since ETH  changes with time, it is 
recalculated in every self-organized data collection and transmission phase. 

When the energy level of the cluster-head falls below the threshold, a proxy node 
is selected using the RE and NP value of the reply packets received in the set-up 
phase (Refer to [11]). After a node is selected as a proxy node, the cluster-head 
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broadcasts an indicator control message (ICM) containing the address of the proxy 
node and a new TDMA schedule for the member nodes. The member nodes receiving 
the ICM send a confirmation message to the proxy node.  When the proxy node re-
ceives the confirmation message, it keeps the node IDs of the member nodes. After 
the message exchanges are over, the member nodes resume data transmission. The 
ICM advertisement process is described in Figure 3.  

 

Fig. 3. The sequence of operations in the ICM advertisement process 

4   Performance Evaluation 

We evaluate the effectiveness of the proposed EDACH scheme along with LEACH 
and PEACH through computer simulation. The probability for a node to be selected as 
a cluster-head is set to 5%. For the simulation we consider a sensor network of 100 
sensor nodes randomly arranged in a 50 × 50 region. A base station is located at (85, 
90). We use two models of initial residual energy of sensor nodes; uniform at 0.5J and 
random between 0.25J and 0.5J. We set Eelec to 50 (nJ/bit) and  to 100 (pJ/bit/m2) 
in the energy model of a sensor. The size of sensor data is 2000 bits, and the adver-
tisement message is 64-bit long. The value of x in the (1−x)P and (1+x)P formula men-
tioned earlier is set to 0.2. In the simulation the result of 100,000 runs are averaged.  

 

Fig. 4. The threshold values obtained as time moves 
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Figure 4 shows the threshold values obtained as time moves. When ETH  is large, a 
proxy node is more likely selected to take over the role of the cluster-head and thus 
the cluster-head can reserve energy for later use. In this sense proxy node can help the 
cluster-head have a longer life. 

Table 1 lists the lifetime of the sensor network in terms of the round a node begins 
to die and the round the last node dies for the three schemes compared. Notice that the 
proposed EDACH protocol is consistently better than the others. Especially, the pro-
posed EDACH outperforms LEACH and PEACH more significantly when the initial 
energy is relatively high. We ran the simulator with different energy thresholds and 
obtained similar results. 

Table 1. The network lifetimes with different initial energies of the sensors 

Energy 
(J/node) 

Protocol The round a node begins to die The round a node begins to dies 

Direct 52 112 
LEACH 228 353 
PEACH 294 492 

0.25 

EDACH 347 529 
Direct 104 211 

LEACH 498 756 
PEACH 795 1029 

0.5 

EDACH 953 1358 

The improvement offered by the proposed EDACH protocol over LEACH and 
PEACH can be clearly seen in Figure 5, which shows the number of sensors alive as 
the round proceeds with 0.25 J/node initially. A sensor node with insufficient residual 
energy can occasionally become a cluster-head even though there is a sensor node 
with more battery power nearby. It then exhausts the energy, stops operating, and 
disrupts gathering data in its cluster. Also, data transmission to the base station is not 
possible. On the other hand, in the proposed protocol, the approach of proxy node and 
distribution of cluster-heads considering the distance to the base station allows sig-
nificantly increased network lifetime.  

 

Fig. 5. Comparison of the number of live sensors as the round proceeds 
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Another important aspect of the proposed protocol is illustrated in Figure 6, which 
shows the locations of live (circle) and dead (dot) sensor nodes with PEACH and 
EDACH, respectively, after 480 rounds. Observe that, in addition to a lot more live 
nodes than PEACH, EDACH displays well dispersed live nodes. This will be an im-
portant aspect that the proposed EDACH protocol can avoid dead spot and extend the 
lifetime of the network. This was achieved by employing the proxy node approach for 
weak cluster-heads and non-uniform distribution of them.  

                 

 (a) PEACH                                                               (b) EDACH 

Fig. 6. The distribution of live (circle) and dead (dot) nodes after 480 rounds 

5   Conclusion and Future Work 

In this paper we have proposed a protocol called EDACH that solves the problem  
of cluster-head having low energy using the proxy node approach which assumes 
the role of the cluster-head in the wireless sensor network. The proposed protocol 
further enhances the network lifetime by distributing the cluster-heads according to 
the distance to the base station. Computer simulation results showed that the  
proposed approach allows much longer lifetime of wireless sensor network than the 
existing schemes. The proposed approach will be more important when the wireless 
sensor network is deployed in large area and the base station is far from the  
network.  

The future work will focus on the comparison of the EDACH approach with other 
approaches such as simulated annealing and taboos search. In the proposed EDACH 
approach several factors have been decided heuristically such as the number of parti-
tioned segments, the threshold energy value used for deciding whether a proxy node 
is required or not, etc. A formal methodology will be developed in order to determine 
such factors in a more systematic way and also to allow optimal values for the given 
conditions. In addition, the proposed approach will be extended to multi-level cluster 
hierarchy.  
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Abstract. Wireless ad-hoc network is a collection of wireless mobile nodes dy-
namically forming a temporary communication network without the use of any 
existing infrastructure or centralized administration. It is characterized by both 
highly dynamic network topology and limited energy. So, the efficiency of 
MANET depends not only on its control protocol, but also on its topology and 
energy management. Clustering strategy can improve the performance of flexi-
bility and scalability in the network. With the aid of graph theory, genetic algo-
rithm and simulated annealing hybrid optimization algorithm, this paper pro-
poses a new clustering strategy to perform topology management and energy 
conservation. Performance comparison is made between the original algorithms 
and our two new algorithms, namely an improved weighting clustering algo-
rithm and a novel Genetic Annealing based Clustering Algorithm (GACA), in 
the aspects of average cluster number, topology stability, load-balancing and 
network lifetime. The experimental results show that our clustering algorithms 
have a better performance on average. 

1   Introduction 

Wireless ad hoc wireless network is a collection of wireless mobile nodes that self-
configure to form a network without the aid of any established infrastructure [1]. It 
can be rapidly deployed and reconfigured where the communication infrastructure is 
either unavailable or destroyed. However, it is confronted with many challenges too, 
such as the mobility of hosts, the dynamic topology, the multi-hop nature in transmis-
sion, the limited bandwidth and battery, etc. So, the study of MANET (Mobile Ad-
hoc NETwork) is a very demanding and challenging task. 

Up to now, there are many routing protocols based on various strategies in 
MANET, and they can be classified into several kinds as follows: (1) proactive and 
reactive; (2) flat and hierarchical; (3) GPS assisted and non-GPS assisted, etc. These 
kinds of protocols can be used solely or together. Here we mainly discuss the hierar-
chical routing protocols, which are based on the clustering algorithm [2, 3]. 

The rest of the paper is organized as follows. In section 2, some relevant back-
ground and commonly used clustering algorithms are presented. Based on which, an 

                                                           
* Corresponding author. 
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improved clustering algorithm is proposed in section3. In section 4, another novel 
Genetic Annealing based Clustering Algorithm (GACA) is given so as to optimize the 
overall network performance. The simulation results and comparison is made in the 
aspects of average cluster number, topology stability, load-balancing and network 
lifetime in section 5. Section 6 concludes the paper.  

2   Related Work 

Similar to the cellular network, the MANET can be divided into several clusters. Each 
cluster is composed of one clusterhead and many normal nodes, and all the cluster-
heads form an entire dominant set. The clusterhead is in charge of collecting informa-
tion (signaling, message, etc.) and allocating resources within its cluster and commu-
nicating with other clusterheads. And the normal nodes communicate with each other 
through their clusterhead, no matter they are in the same cluster or not. 

Several original clustering algorithms have been proposed in MANET. These in-
clude: (1) Highest-Degree Algorithm; (2) Lowest-ID Algorithm; (3) Node-weight 
Algorithm; (4) Weighted Clustering Algorithm. (5) Others, like RCC (Random Com-
petition based Clustering), LCC (Least Cluster Change), LEACH etc. We will give 
some of them a brief description as follows. 

2.1   Highest-Degree Algorithm 

The Highest-Degree Algorithm was originally proposed by Gerla. and Parekh [4,5]. A 
node x is considered to be a neighbor of another node y if x lies within the transmis-
sion range of y. The node with maximum number of neighbors (i.e., maximum de-
gree) is chosen as a clusterhead.  

Experiments demonstrate that the system has a low rate of clusterhead change but 
the throughput is low under the Highest-Degree Algorithm. As the number of nodes 
in a cluster increases, the throughput drops and hence a gradual degradation in the 
system performance is caused. All these drawbacks occur because this approach does 
not have any restriction on the upper bound of node degree in a cluster. 

2.2   Lowest-ID Algorithm 

This Lowest-ID Algorithm was originally proposed by Baker and Ephremides [6]. It 
assigns a unique id to each node and chooses the node with the minimum id as a clus-
terhead.  

As for this algorithm, the system performance is better compared with the Highest-
Degree Algorithm in terms of throughput. But it does not attempt to balance the load 
uniformly across all the nodes. 

2.3   Node-Weight Algorithm 

Basagni et al. [7] proposed two algorithms, namely distributed clustering algorithm 
(DCA) and distributed mobility adaptive clustering algorithm (DMAC). In these two 
approaches, each node is assigned a weight based on its suitability of being a cluster-
head. A node is chosen to be a clusterhead if its weight is higher than any of its 
neighbor’s weight; otherwise, it joins a neighboring clusterhead.  
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Results show that the number of updates required is smaller than the Highest-
Degree and Lowest-ID Algorithms. Since node weights vary in each simulation cycle, 
computing the clusterheads becomes very expensive and there are no optimizations on 
the system parameters such as throughput and power control. 

2.4   Weighted Clustering Algorithm 

The Weighted Clustering Algorithm (WCA) was originally proposed by M. Chatter-
jee et al.[8]. It takes four factors into consideration and makes the selection of cluster-
head and maintenance of cluster more reasonable. As is shown in equation (1), the 
four factors are node degree difference, distance summation to all its neighboring 
nodes, velocity and remaining battery power respectively. And their corresponding 

weights are 1w  to 4w .Besides, it converts the clustering problem into an optimiza-

tion problem and an objective function is formulated. 

iiiii EwVwDwwW 4321 +++Δ=  (1) 

However, only those nodes whose neighbor number is less than a fixed threshold 
value can be selected as a clusterhead in WCA. It is not very desirable in the practical 
application. For example, many well-connected nodes whose neighbor number is 
larger than the fixed threshold might be a good candidate as well. Besides, its energy 
model is too simple. It treats the clusterhead and the normal nodes equally and its 
remaining power is a linear function of time, which is also not very desirable. So, we 
proposed an improved clustering algorithm as follows. 

3   The Improved Weighted Clustering Algorithm 

From the discussion mentioned above, we can see that most clustering algorithms, 
except for the WCA, only take one of the following factors into consideration, such as 
the node degree, ID, speed or remaining power. When the problem in one aspect is 
solved, some other problems are introduced simultaneously. Inspired by the basic idea 
of WCA, we proposed an improved clustering algorithm.  

On the one hand, WCA only chooses those nodes whose neighbor number is less 
than a fixed threshold as a clusterhead candidate. However, many well-connected 
nodes whose neighbor number is larger than the fixed threshold might be a good can-
didate as well. So we can also treat them as clusterheads candidates and select an af-
fordable number of normal nodes from their neighboring nodes. On the other hand, we 
established a more practical energy-consumption model which we will explain later.  

By solving the optimization problem of min ( iW ), the clusterheads and their    af-

filiated normal nodes are selected and a trade-off is made from four aspects. 

3.1   Principles of the Improved Weighted Clustering Algorithm 

In order to determine the fitness value iW  of a node as a clusterhead, we need to 

consider from the following four aspects. 
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If the node degree is higher, then the node is more stable as a clusterhead. Here we 

make a simple conversion MNii −=Δ , where iN  is the practical degree of node i 

and M is the maximum degree. The smaller iΔ  is,  the better node i will be as a clus-

terhead. As for those nodes whose practical degree is larger than the maximum degree 
M, we also treat them as clusterhead candidates. Once they are chosen as cluster-

heads, we will choose M nodes with less iW  as their normal nodes. It is a distinctive 

difference between the original WCA and our improved algorithm, and it can work 
very well under densely deployed ad hoc networks where the WCA becomes useless. 

If the node velocity iV  is lower, then the node will be more stable as a clusterhead.  

If the distance summation of node i to all its neighbors iD  is smaller, it will con-

sume less transmission power to communication with the normal nodes within its 
cluster. In other words, the cost will be smaller.  

If the remaining battery power iE  is higher, the longer it will be for node i to serve 

as a clusterhead. Here we make another conversion and set an energy-consuming 

model. All the iE s are set to zero initiatorily. If the node serves as a clusterhead, we 

assume that it consumes 0.1 unit of energy and if normal node, 0.02 unit of energy. 

Once some iE  is above 1 (normalized), we believe that this node is out of energy and 

the network will become useless rapidly due to the avalanche effect [9]. The energy-
consuming relationship of 5:1 is commonly used among some papers. And it meets 
with the minimization problem very well. As for some specific application, one can 
infer to the related technical report, such as the Mica2 Motes [10].And the model is also 
applicable through minor modification.  

3.2   Steps of the Proposed Algorithm 

Taking node i as an example, we compute its iW  according to the following steps and 

then judge whether it is a clusterhead or a normal node. 

Step 1: Compute its practical degree and then derive the equation MNii −=Δ .  

Step 2: Compute the distance summation iD  to its neighboring nodes. 

Step 3: Set the velocity iV  according to the random waypoint mobility model. 

Step 4: At first, set iE  to zero and increase their values according to the energy-

consuming model. Our algorithm terminates once some iE  is above 1 (nor-

malized). 

Step 5: Compute iW  according to various iw  under different application. 

Step 6: Taking the node with minimum iW  as the first clusterhead and its neighboring 

nodes as its normal nodes within the same cluster. Then we go on with this 
process until all nodes act as either clusterheads or normal nodes. 
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Step 7: All the nodes move randomly after some unit time and it goes back to step 1 
again. And it terminates until a maximum number of time is reached or some 
node is out of energy. 

4   A Novel Genetic Annealing Based Clustering Algorithm 
(GACA) 

The selection of clusterheads set, which is also called dominant set in Graphic The-
ory, is a NP-hard problem. Therefore, it is very difficult to find a global optimum. So, 
we can take a further step to use the computational intelligence methods, such as 
Genetic Algorithm (GA) or Simulated Annealing (SA), to optimize the objective 
function. 

Considering the length of our paper, we will skip the principles of GA and SA, and 
explain the steps of our new Genetic Annealing based Clustering Algorithm (GACA) 
directly.  

The steps of our GACA are as follows. And it usually takes 5 to 10 iterations to 
convergence. So, we can say that it converges very fast.  

Step 1: As for N nodes, randomly generate L integer arrangements in the range of 
[1, N]. 

Step 2: According to these random arrangements and the clustering principle of 
WCA, derive L sets of clusterheads and compute their correspond-

ing ioldw . 

Step 3: According to the Roulette Wheel Selection and Elitism in GA, select L sets of 
clusterheads which are better, and replace the original ones. 

Step 4: As for each of the L sets of clusterheads, perform the crossover operator and 

derive the new L sets of clusterheads and their ineww . 

Step 5: According to the Metropolis “accept or reject” criteria in SA, decide whether 

to take the one from L sets of clusterheads in ioldw  or in ineww . And 

the new L sets of clusterheads in the next generation are obtained.  
Step 6: Repeat Step 3 to 5 until it converges or a certain number of iteration is 

reached. And in our simulation, it usually takes 5 to 10 iterations to converge. 

Then the global optimal or sub-optimal solution min ( ineww ) (i=1, 2…L) 

is obtained and their corresponding set of clusterheads is known. 

In Step 2, we make L random arrangements in order to reduce the randomness in 
the clustering process, because there is much difference in the set of clusterheads (or 
dominant set) for different nodes arrangements. 

As for the Roulette Wheel Selection in Step 3, we do not take the traditional selec-

tion probability
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clusterheads whose iw is smaller will have more chance to be selected. Besides, 

to overcome the randomness in the probability problem, we preserve the best set of 

ioldw  directly to the ineww  in Elitism. 

To further reduce the randomness and increase the probability that the global solu-
tion may occur, we perform M pairs of crossovers as for each of L random arranged 
integers (i.e. mobile nodes). And the new L sets of clusterheads and their 

ineww (i=1,2,…L) are derived.  

In Step 5, we make the “accept or reject” decision according to the Metropolis cri-

teria. If inew ioldw w≤ , then we accept ineww  directly. If 

inew ioldw w> , we do not reject it directly, but accept it with some probability. 

In other words, if T

w ioldinew

e α
−

−
 is larger than a randomly generated number in the 

range of (0,1), which shows that ineww  and ioldw  may be very close to each 

other, we will still take it. Or else, we will reject the one in ineww  and take its 

counterpart in ioldw . Besides, we let T Tα=  (α is a constant between 0 and 1 

and we normally take 0.9) after each iteration, so that ineww  and ioldw  must 

be closer if ineww is to be accepted. In this way, our GACA will not be trapped in 

the local optima and the premature effect can be avoided. In other words, the diversity 
of searching space can be ensured and it is similar to the mutation operator in GA. 

5   Performance Evaluation 

We set our simulation environment as follows. There are N nodes randomly placed 
within a range of 100 by 100 m2, whose transmission range varies from 15m to 50m. 
A Random Waypoint mobility model is adopted here. And our GACA parameters are 
listed in table 1. 

Table 1. GACA parameters 

M      L        α         ε  
      1      10       0.9       0.01 

5.1   Analysis of Average Cluster Number  

As is shown in figure 1, we simulate N nodes whose transmission range varies from 
15m to 50m. We can conclude that: 
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(1) The average cluster number (ACN) decreases as the transmission range increases. 
(2) As for a smaller transmission range, the average number of cluster differs greatly 

for various N. But when the transmission range is about 50m, one node can almost 
cover the entire network. So it only takes 3 to 5 clusters to cover all the N nodes. 

        

Fig. 1. ACN under various transmission range   Fig. 2. ACN under various maximum velocities 

Besides, we do the same research under various velocities. Taking N=R=30 as an 
example, we can draw the conclusion from figure 2 that: the average number of clus-
ter varies randomly between 5 and 7, and it is not related with the velocity. In fact, it 
matches with the practical situation too. For example, when one node with large ve-
locity moves out of a cluster, it is highly possible that some other node gets into the 
same cluster. Or some of the nodes might move toward the same direction, which 
results in a relatively slow velocity and a stable cluster too. 

5.2   Analysis of Topology Stability 

As is mentioned before, the clusterhead and their affiliated normal nodes may change 
their roles as they move. Here, we define a cluster reaffiliation factor (CRF) as follows: 

CRF 1 2

1

2 i ii
N N−  (2) 

here, i is the average number of cluster, and 1iN , 2iN  are the degree of node i at 

different times. For example, we assume that clusterhead 1 and 2 have 6 and 5 

neighbors at first, i.e. 11 216, 5N N= = . As they move after one unit time, their 

neighbors (degrees) become 5 and 6, i.e. 6,5 2212 == NN . We can derive that CRF 

is equal to 1. So, we believe equivalently that one node in cluster 1 moves into cluster 
2 and one reaffiliation is made. 

Under the maximum velocity of 10 m/s, we compared the CRF performance of 
Highest-Degree Algorithm, WCA and our GACA. From figure 3, we can see that 
GACA has the lowest CRF, which shows that it is the stablest clustering strategy 
among three of them. And WCA has the highest CRF value. The average CRF values 
of them are 1.56, 0.77 and 0.17 respectively.  

Besides, we did some other experiments about CRF. We got the conclusion that the 
CRF increases as the velocity increases. 
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(a) Highest-Degree Algorithm                    (b) WCA                                 (c) GACA 

Fig. 3. CRF under various clustering algorithms 

5.3   Analysis of Clusterhead Load-Balancing 

We take the same definition of load-balancing factor (LBF) as is defined in [8]: 

LBF
2( )

c

ii

n

x μ−
  

)c

c

N n

n
μ −

 

where, cn  is the average cluster number, N is the number of all nodes, and ix  is the 

practical  degree  of  node  i. The larger LBF is, the better the load is balanced. Taking  

 
   (a) LBF under Highest-Degree Algorithm                         (b) LBF under WCA      

 
     (c) LBF under Our Improved Algorithm                   (d) LBF under our GACA 

Fig. 4. LBF under various clustering algorithms 
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N=20, M=4 as an example. The ideal case is that there are 4 clusters and each cluster-

head has a degree of 4, i.e. 4== ic xn . Then, 44/)420( =−=μ . So LBF is 

infinite, which shows that the load is perfectly balanced. 
For simplicity, we do not consider the factor of network lifetime here (we will dis-

cuss it later in next section). So we set the simulation parameters as follows. 

(X,Y)=[100,100], N=20, R=30, M=4, maximum velocity max 5V =  and 

1 2 3 40.7, 0.2, 0.1, 0w w w w= = = = . It should be noted that we make iN  as our 

primary focus of attention 1( 0.7)w = , because it represents the matching degree of 

the practical case and ideal case directly. Figure 4 shows the LBF distribution under 
Highest-Degree Algorithm, WCA, our improved weighted clustering algorithm and 
GACA. From figure 4 we can see that: the Highest-Degree Algorithm has the worst 
performance, WCA is secondary to it, and our two improved clustering algorithms are 
better. Besides, the WCA will become useless under densely deployed ad hoc net-
works while our algorithm still works well. And their average values are 0.09, 0.38, 
1.19 and 1.86 respectively. 

5.4   Analysis of Network Lifetime 

Finally, we made a comparison between the aforementioned four clustering algo-
rithms in the aspect of network lifetime, as is shown in figure 5. From which, we can 
see that GACA achieves the best performance, our improved weighted clustering 
algorithm is second to it, the WCA and the Highest-Degree algorithm are worse. 

 

Fig. 5. Network lifetime under various clustering algorithms 

6   Conclusion 

We proposed an improved weighted clustering algorithm based on the WCA and 
another novel Genetic Annealing based Clustering Algorithm (GACA) in this paper. 
Some performance comparison is made in the aspect of average cluster number, to-
pology stability, load-balancing and network lifetime. The simulation results show 
that our two clustering algorithms have a better performance on average. 
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Abstract. In cluster-based schemes such as LEACH, cluster reconfig-
uration algorithm is one of the most critical issues to achieve longer
lifetime of sensor networks. In this paper, we propose a new energy effi-
cient cluster reconfiguration algorithm, called EECRA. EECRA does not
require any location or energy information of sensors, and can configure
clusters with fair cluster regions such that all the sensors in a sensor net-
work can utilize their energies equally. The performances of EECRA have
been compared with LEACH and LEACH-C. We also show that EECRA
can be well applied to the environments that sensors are moving.

1 Introduction

In microsensor networks, nodes are typically constrained in energy and band-
width. Therefore, energy-efficient design of the network is one of the most impor-
tant issues to be solved. There have been much of works related to energy aware
routing for sensor networks[1][2][3]. Among those, as distributed cluster-based
routing schemes, LEACH (Low-Energy Adaptive Clustering Hierarchy) has been
proposed[4]. In LEACH, cluster heads play a key role to aggregate data from
sensor nodes in their local cluster regions, and then to deliver the aggregate data
to BS. Those cluster heads are periodically elected to prevent a specific sensor
node from consuming its residual energy rapidly. However, the cluster heads are
elected in distributed and probabilistic way, there exist the possibilities of poor
cluster formations, in which cluster heads are located very close to each other. To
overcome the problem, LEACH-C (LEACH-Centralized)[5] has been proposed.
In LEACH-C, BS(base station) can determine optimum cluster formations based
on the information for the locations and residual energies of all sensor nodes.
LEACH-C is more effective than LEACH, but it consumes much energy com-
pared with LEACH because all nodes have to communicate with BS at each
round and it requires additional overhead for each node to know its location
information through an additional communication technique such as GPS.

In this paper, we propose a new energy-efficient cluster reconfiguration algo-
rithm, shortly called EECRA. EECRA uses distributed and probabilistic cluster
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formation method as similar as in LEACH. However, EECRA can improve the
energy efficiency by preventing the possibility of poor cluster formation as in
LEACH. EECRA can produce clusters with fair cluster regions such that all
the sensors in a sensor network can utilize their energies equally. The cluster
formations configured by EECRA at every round are as optimal as in LEACH-
C. Unlike LEACH-C, however, EECRA does not require any location or energy
information of each sensor node. Simulation results show that EECRA outper-
forms both LEACH and LEACH-C.

The rest of the paper is organized as follows. In Section 2, some background
on LEACH algorithm and its generic problem is explained. Then, our proposed
scheme, EECRA, is illustrated in Section 3. In Section 4, some experimental
results will be given. Finally, we conclude the paper in Section 5.

2 Background

LEACH is a self-organizing, adaptive clustering protocol that uses randomization
to distribute the energy load evenly among the nodes in microsensor network[5].
The basic operation of LEACH is as follows. In LEACH, timeline is divided into
rounds as shown in Fig. 1. Each round consists of Set-up Phase and Steady-state
Phase. Clusters are reconfigured in Set-up Phase, while actual data transmission
can be done from nodes to the cluster head, and then to the BS in Steady-state
Phase. Set-up Phase consists of three sub-phases such as Advertisement, Clus-
ter Set-up and Schedule Creation Phases. In Advertisement Phase, each node
decides whether it can be elected as a cluster head or not. Then, in Cluster Set-
up Phase, all nodes except for cluster heads choose their cluster head, and then
cluster reconfiguration is finished. Finally, TDMA schedule for data transmission
in the network is arranged in Schedule Creation Phase.

The cluster head election starts at the beginning of each round, especially in
Advertisement Phase. Initially, each sensor node chooses a number between 0
and 1 randomly. If the chosen random number by n-th sensor node is less than
a threshold value T (n) as written in Eq.(1), the node elects itself to a cluster
head for the corresponding round.

T (n) =

{
P

1−P ·(r mod 1
P ) if n ∈ G

0 otherwise
(1)

where P is the desired percentage of the cluster heads, r is the current round,
and G is the set of nodes that have not been cluster head in the last 1/P

Round
Set-up Phase Steady-state Phase

Schedule Creation Phase
Cluster Set -up Phase
Advertisement Phase

time

Fig. 1. Timeline of LEACH operation
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Node Cluster-Head Node Node that has been cluster-head in the last 1/P rounds Cluster-Border

(a) (b)

Fig. 2. Possible example of cluster formations: (a) good case (b) poor case

rounds. According to Eq.(1), LEACH ensures that all nodes become a cluster
head exactly once during consecutive 1/P rounds.

Because cluster heads are elected in only probabilistic way as shown in Eq.(1),
there is no way to consider the formation of clusters in LEACH. Thus, there exists
some possibility of both good and poor cluster formations as shown in Fig. 2.
In good cluster formations as in Fig. 2(a), all sensor nodes can consume their
energy evenly in average. On the other hand, in some poor cluster formations
as shown in Fig. 2(b), in which adjacent nodes can be elected as cluster heads,
sensor nodes with longer distances to corresponding cluster head consume much
more energies than those with shorter distances. In addition, collisions can be
occurred frequently in the network due to short distance between cluster heads.

To overcome the problem of poor cluster formation in LEACH, LEACH-C
has been proposed[5]. As mentioned in Section 1, however, LEACH-C has also
problems of overheads for each node to know its location and deliver its location
and energy information to BS. The overhead results in consuming much energy
compared with LEACH.

3 Energy Efficient Cluster Reconfiguration Algorithm

3.1 Basic Operation of EECRA

Fig. 3 shows the basic timeline of the proposed EECRA operation, in which time-
lines are divided into rounds as in LEACH. Unlike LEACH, the Advertisement
Phase of EECRA consists of k stages where k denotes the predefined number of
cluster heads in the network. There exists only one stage in the Advertisement
Phase in LEACH. This means that there are k chances for each node to become
a cluster head in EECRA, while only one in LEACH. Let N be the total number
of sensor nodes, and T (n, s) be the threshold value at s-th stage that n-th sensor
node can become a cluster head, where s=0,1,...,k -1. Then, we have

T (n, s) =

{
1

{N−k·(r mod N
k )}·(1− s

k ) if n ∈ G

0 otherwise
(2)
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Schedule Creation Phase
Cluster Set -up Phase
Advertisement Phase

time
...

...

k stages

Round
Set-up Phase Steady-state Phase

Fig. 3. Timeline of EECRA operation

Choose a random 
variable r in [0, 1]

r < T(n,s) ?

Waiting advertisement from 
an elected cluster head 

s < k and
d > R?

Advertise to neighbor 
nodes  

Go to the cluster set-up phase 

Yes
No

Yes

No

s = 0
Go to the next stage s+1

Fig. 4. Cluster head election process of n-th node

where r is the current round number. The derivation of Eq.(2) is illustrated in
Appendix.

The cluster head election process at each stage is shown in Fig. 4. At the
beginning of stage s, sensor nodes eligible to become a cluster head select a value
between 0 and 1 randomly. If the selected random number by a node is less than
the threshold T (n, s), the node is elected as a cluster head for the corresponding
stage. The node elected as a cluster head broadcasts its advertisement message
to neighbor nodes within a certain range. Then, those neighbor nodes receiving
the advertisement message estimate the distance d from itself to the cluster head
by considering the received message signal power. The nodes with the estimated
distance less than R do not take part in the cluster head election process at
the next stage s+1. We will discuss the value of R in next subsection. In other
words, at the next stage s+1, only rest nodes that are not belong to the ranges
covered by the cluster heads elected at the previous stages can participate in the
cluster head election process.

Likewise, EECRA prevents the possibility of unsuitable cluster formations.
To do so, EECRA has a little longer Set-up Phase duration than LEACH since
it has k stages. However, we will show in experimental results this can provide
more energy-efficient operation of sensor networks than LEACH.

3.2 Analysis of R in EECRA

In EECRA, a cluster head elected at each stage broadcast its advertisement
message to neighbor nodes within the circle range with radius R, then nodes
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within the range do not take part in head election process at the next stage
during corresponding round. Accordingly, to find out suitable value of R is very
important to configure efficient cluster formations. In this paper, we calculate
the R value considering the area of sensor networks.

Consider a sensor network with M ×M size. Let us assume an ideal situation
that sensor nodes are uniformly distributed on the sensor network and k elected
cluster heads are evenly arranged. Then, we have the following approximation

M 2 = kπRO
2 (3)

where RO is the radius for the advertisement region covered by each cluster
heads in the above ideal situation. Then, we have RO = M√

πk
. The distance

RO is suitable only for the ideal situation when the cluster heads are evenly
located such that the sum of areas covered by each cluster head is as similar
as the area of entire sensor network. However, when some of cluster heads are
located on the region near to edge of the network, it becomes unsuitable because
the advertisement regions covered by those clusters are smaller than M2/k, and
it does not satisfy the optimal condition of RO as in Eq.(3). To increase the
number of nodes that do not need to participate in cluster election process at
rest stages and to avoid the poor cluster formation, we can consider some larger
values than RO. However, we can intuitively expect that the larger the value of
RO, the higher possibility that cluster nodes at border area can be elected as
cluster heads. Since this is not desirable, it needs a certain upper limit of the
increase of the radius. Let assume an extreme case when k=1 and the cluster
head is elected at the borders of the sensor network. Then, with the radius of
2RO, the cluster heads can cover the whole sensor network range. So, we can
get the upper bound of the radius 2RO. On the other hand, as the number of
cluster heads (k) increases, especially let assume that it approaches to infinite,
even small area covered by each cluster heads with corresponding small Ro is
enough to satisfy the ideal situation of Eq.(3). Likewise, the radius R is highly
related to the area of sensor networks as well as the number of clusters.

Let RA be the average radius of the sensor network. For sensor networks with
M ×M size, it can be approximated by M2=πRA

2 . From the intuition that we
discussed above, if we define the radius R ≡ (1 + RO

RA
)RO, then we have

R = (1 +
1√
k

)RO (4)

It is noted that the factor in front of RO of right side of Eq.(4) has the range
between 1 and 2. This provides the consistency with the intuitions that we used
for the derivation of R. That is, R=2RO when k=1, and R → RO when k → ∞.

4 Experimental Result

4.1 Simulation Environment

We carried out the simulations using the Network Simulator ns-2 [6][7]. For the
simulation, we consider a sensor network with size of 100 × 100 and 100 sensor
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Table 1. Basic parameters used for the simulation

Network Size (M × M ) 100 × 100
Location of the nodes from (0,0) to (99,99)

Location of Base Station (50,175)
The number of nodes (N ) 100

Desired number of clusters (k) 5
Initial Energy for each node 2J

Spreading factor 8
Changing clusters Every 20 seconds

nodes arbitrarily distributed on the sensor network. In our simulation, we use
the same simulation environment and radio energy model as discussed in [5].
Our simulation environment is described in Table 1. According to Eq.(4), we
selected the radius R for EECRA as 37.

4.2 Simulation Results

In the Case of Static Nodes. In Fig. 5(a), performances of the system lifetime
defined as the time until all nodes are dead are compared. The system lifetime of
LEACH-C is shorter than both LEACH and EECRA. This is because in LEACH-
C, each node is required to maintain its location and energy information, and
has to deliver the information to BS. On the other hand, these overheads are
not needed for LEACH and EECRA. So, the energy of each node in LEACH-
C is consumed faster than other schemes. And, we can also see from Fig. 5(a)
that EECRA has longer lifetime than LEACH. This indicates that EECRA
can operate nodes in a very energy-efficient way. Though the system lifetime of
LEACH-C is shorter than other schemes, from the viewpoints of the amount of
delivered data, LEACH-C outperforms other schemes as shown in Fig. 5(b). This
is because LEACH-C can configure optimal cluster formations since BS knows
all the operation information of sensor nodes. The data delivery performance of
EECRA shows better than that of LEACH. Since LEACH configures clusters
based only on probabilistic threshold value, poor cluster formation can be made.
Under poor cluster formations, nodes may consume more energy for the same
amount of data delivery due to collisions and far distances between some nodes,
cluster heads and BS. However, since EECRA forms clusters in consideration of
their formations, it can reduce the problem due to poor cluster formations.

In Fig. 6, throughput performances are shown. Fig. 6(a) and (b) present the
total amount of data over the time and the total amount of data per given amount
of energy received at BS, respectively. As we can expect, BS under LEACH-C
receives more amount of data than other schemes because of the optimal cluster
formation of LEACH-C with the global knowledge of the network. That is, once
clusters are formed in LEACH-C, it requires less energy for data transmission
between cluster heads and their cluster member nodes. EECRA shows lower
throughput than LEACH-C, but much better than LEACH. This means that
EECRA can produce clusters with better formations than LEACH.
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Fig. 6. Throughput performances (a) the total number of received data signals at BS
over time (b) the total amount of data received at BS per given amount of energy

In the Case of Mobile Nodes. For the simulation of the environment that
sensor nodes are moving, we used Random Waypoint model presented in [8].
At every second, each node randomly chooses a destination and moves toward
it with a velocity uniformly chosen from the range [0, Vmax], where Vmax is
the maximum allowable velocity for every mobile node[9]. The parameters for
Random Waypoint model are described in Table 2. We set the values of Vmax

vary between 1 and 7 m/s to show the efficiency of the network in various mobile
environment. In Fig. 7(a), it shows the system lifetime of EECRA over the time
for several velocities. As the velocity increases, the number of nodes alive is
decreased rapidly along time. We investigated that for other schemes such as
LEACH and LEACH-C also show similar pattern as in EECRA of Fig. 7(a). In
Fig. 7(b), the lifetimes for EECRA, LEACH and LEACH-C are compared. We
can see that EECRA keeps the network longer than LEACH and LEACH-C.
And, as in the static node cases, LEACH-C’s lifetimes are shorter than LEACH.
We can explain the reason of these phenomena as in the static node cases.
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Table 2. Parameters for Random Waypoint model

Vmax varies between 1 and 7 m/s
Moving distance per second [0 ∼ Vmax] m

Direction [0 ∼ 2] Radian
Moving distance per second at x-axis [0 ∼ Vmax] cos([0 ∼ 2] Radian) m
Moving distance per second at y-axis [0 ∼ Vmax] sin([0 ∼ 2] Radian) m

 0

 20

 40

 60

 80

 100

 0  200  400  600  800  1000  1200

T
h

e
 n

u
m

b
e

r 
o

f 
n

o
d

e
s 

a
liv

e

Simulation Time (s)

1m/s
2m/s
3m/s
4m/s
5m/s
6m/s
7m/s

EECRA

LEACH

LEACH-C

 200

 300

 400

 500

 600

 700

 800

 900

 1  2  3  4  5  6  7

A
ve

ra
g

e
 li

fe
tim

e
 o

f 
a

 n
o

d
e

Vmax (m/s)

(a) (b)

Fig. 7. System lifetime in mobile environments (a) EECRA over time with various
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Fig. 8(a) compares the total number of data signals transmitted during the
lifetimes of EECRA, LEACH and LEACH-C. As the velocity increases, the
amount of delivered data signals tends to decrease. For all velocities, as we
can easily expect, LEACH-C sends more data than EECRA and LEACH. And,
EECRA shows always better performance than LEACH. In Fig. 8(b), we show
the total amount of data signals transmitted per given amount of energy for
those three schemes. LEACH-C always shows the best performances. At 1m/s
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velocity, EECRA shows slightly better performances than LEACH. However, at
2m/s velocity, we can see much more performance differences between EECRA
and LEACH. Likewise, as velocity increases, EECRA can achieve better perfor-
mances than LEACH.

Our simulation results show that the system lifetime performance of EECRA
outperforms that of other schemes such as LEACH and LEACH-C. However, for
the data throughput, LEACH-C shows the best performances, and EECRA is
better than LEACH. Though LEACH-C provides the best throughput perfor-
mances, it has some limitations such as much shorter system lifetime and more
complexities to keep the location and energy information in both sensor nodes
and BS. From the operational complexity’s viewpoints, EECRA can be oper-
ated with lower complexity as similar as LEACH, but EECRA provides better
performances in both lifetime and throughput than LEACH. In these points of
views, EECRA can be more effective than LEACH-C.

5 Conclusion

In this paper, we proposed a new energy-efficient cluster reconfiguration algo-
rithm called EECRA. EECRA can reduce the possibility of poor cluster for-
mations appeared in LEACH. With the property, we showed that EECRA can
achieve improved lifetime performances than LEACH and LEACH-C under both
static and mobile nodes environments. And, EECRA provides reasonable data
delivery throughput better than LEACH, but less than LEACH-C. However,
EECRA can be implemented less complexity than LEACH-C.

From the performance results of EECRA obtained from experiments, we can
conclude that EECRA can be well applied to the situation where longer system
operation is required and medium amount of sensing data is requested to be
exchanged continuously.

Appendix: Derivation of Equation (2)

For the derivation of Eq.(2), we let the time at round r and stage s be (r,s)
where r=0,1,2,... and s=0,1,...,k -1, and define the following terms at (r,s).

Pn(r, s) probability that node n become a cluster head (n=1,...,N)
C(r, s) number of nodes that can take part in cluster head process
ECH(r, s) expected number of nodes that can be elected as cluster heads

From the definition, C (r,0) is the number of nodes that can be candidates of
cluster heads at the beginning of round r. Then, C(r, 0) = N − k · (r modN

k ).
In EECRA, it is noted that nodes within the ranges with radius R from cluster
heads elected at every stages can not take part in the cluster head process at
the next stage. The average number of nodes belongs to the range covered by
each cluster head can be C (r,0)/k. Accordingly, we can write

C(r, s) = C(r, 0) · (1 − s

k
) (A1)
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Ideally, one cluster head is elected at each stage. So, the probability Pn(r, s)
satisfies the following condition.

ECH(r, s) =
N∑

n=1

Pn(r, s) = 1 (A2)

Let G be the set of nodes that have not been elected as cluster heads in the last
N /k rounds, and Pn∈G(r, s) be the probability that an arbitrary node n (n ∈ G)
becomes a cluster head at time (r,s). The nodes that have not been cluster head
have identical Pn(·) at each stage. Then, we can rewrite Eq.(A2) as following

ECH(r, s) = C(r, s) · Pn∈G(r, s) = 1 (A3)

From Eq.(A3), we have

Pn∈G(r, s) =
1

C(r, s)
(A4)

It is noted that Eq.(A4) is the probability that only one node can be elected as
the cluster head at a certain stage. Substituting Eq.(A1) into Eq.(A4), we have
the equation as same as Eq.(2).
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Abstract. In this paper we propose a new routing protocol called virtual sink 
rotation (VSR) routing for large-scale sensor networks. VSR can efficiently 
handle a large number of sources as well as a large number of sinks with poten-
tial mobility. Each sensor node is not required to know the global network to-
pology nor the location awareness.  The main ideas underlying the VSR are two 
folds. First, to alleviate the frequent location updates associated with multiple 
mobile sinks, the algorithm introduces a virtual sink, which acts as a data col-
lection and dissemination center to collect the data from all the sources and 
forward them to the actual sinks. This virtual sink can easily support multiple 
sinks as well as the mobility of the sinks. Second, to address the excessive en-
ergy consumption among the sensor nodes around a sink, VSR employs virtual 
sink rotation, which distributes the role of the virtual sink over all the partici-
pating sensor nodes, thus achieving a uniform energy distribution across the en-
tire sensor field and prolonging the lifetime of the network. Experimentation re-
sults confirm that the VSR routing can significantly save energy while it can 
also reduce both the message delay and the message delivery failures compared 
to previous schemes.   

1   Introduction 

Sensor network routing protocols for stationary sinks has been well studied [1, 2, 
3, 6, 7, 8, 10, 11, 13]. However, the routing protocols for mobile sinks still remain 
an open area, where no practical solution has been discovered. Sink mobility 
brings new challenges to large-scale sensor networking. First, the location infor-
mation of a mobile sink needs to be continuously propagated throughout the sen-
sor field to keep all sensor nodes updated with the location to send future data 
reports. Unfortunately the frequent location updates from a mobile sink can lead 
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to excessive drain of sensors’ limited battery power supply and increased colli-
sions in wireless transmissions. Second, the location of a mobile sink can be lost 
since often the location update may not be fast enough. In such cases a message 
sent from a source may not be delivered to the mobile sink.  Third, the precon-
struction of message delivery network or tree cannot be performed since the sink 
may move and the existing tree may not help immediately after the movement. 
Fourth, this situation becomes exacerbated when the number of such mobile sinks 
grows. 

Although several sensor network routing protocols have been proposed re-
cently to target mobile sinks, such as TTDD [11], SEAD [7], and HLETDR [2], 
most of them suggest that each mobile sink needs to continuously propagate its 
location information throughout the sensor field, either by a local flooding guided 
by geographical grids pre-maintained [11] or by a global flooding based on local-
ized interactions among the neighboring nodes through interest propagation and 
reinforcement [2, 6]. Moreover, some of existing schemes assume location 
awareness using GPS-enabled nodes [7, 11]. However, GPS may not be used in 
many wireless sensor networks as GPS can work only outdoors with no obstruc-
tion and the cost of GPS receivers prevents them from using in low-cost sensor 
nodes. Furthermore, most of the proposed localization techniques today depend 
on recursive trilateration/multilateration techniques, which would not provide 
enough accuracy in wireless sensor networks [4]. Thus, none of the existing ap-
proaches provides an efficient and practical solution to this problem. 

In this paper we propose a new routing protocol called virtual sink rotation (VSR) 
routing for large-scale sensor networks. VSR can efficiently handle a large number of 
sources as well as a large number of sinks with potential mobility. Each sensor node 
is assumed to be GPS-free, thus suitable for low-cost sensor node implementation. In 
addition, each node maintains information about its neighbors, thus no global network 
topology information needs to be maintained. This enables to build low-cost scalable 
routing protocols for large-scale sensor networks.  

The main ideas underlying the VSR are two folds. First, to alleviate the frequent 
location updates associated with multiple mobile sinks, the algorithm introduces a 
virtual sink, which acts as a data collection and dissemination center for all the sensor 
nodes. The virtual sink builds a spanning tree encompassing all the sensor nodes in 
the field to collect and sometimes to aggregate the data from all the sources. Then, the 
virtual sink builds a multi-cast tree to the actual sinks to disseminate the data col-
lected from the sources. This virtual sink can easily support multiple sinks as well as 
the mobility of the sinks since each sensor node does not need to keep track of sink’s 
location information any more. Only the virtual sink needs to keep track of mobile 
sinks’ locations. Second, to address the excessive energy consumption in the sensor 
field around a sink, VSR employs virtual sink rotation, which distributes the role of 
the virtual sink over all the sensor nodes participating. This enables a uniform distri-
bution of energy consumption across the entire sensor field so that the lifetime of the 
sensor network can be extended. Thus, the excessive energy drain of a particular area 
does neither cause network partitioning nor it creates the holes in the sensor field 
coverage. Experimentation results confirm that the VSR routing can significantly save 
energy while it can also reduce both the message delay and the message delivery 
failures compared to previous schemes.   
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2   Related Works 

While most of existing routing protocols implicitly assume sensor networks with 
stationary sinks or sinks with very low mobility, TTDD [11] and SEAD [7] spe-
cifically target sensor networks with multiple mobile sinks. In TTDD each data 
source proactively builds a grid structure, which enables mobile sinks to continu-
ously receive data on the move by flooding queries within a local cell only.  
TTDD’s design exploits the fact that sensor nodes are stationary and location-
aware to construct and maintain the grid structures with low overhead. A more 
recent scheme called SEAD resembles VSR in the sense that SEAD does not rely 
on local or global flooding. Instead, SEAD builds an overlay multicast network 
called d-tree from each source to multiple sinks. To minimize data dissemination 
cost, source data is replicated at selected nodes between the source and the sinks. 
SEAD is different from VSR in that each sensor node in SEAD is assumed to be 
aware of its geographical location. In addition, the d-tree in SEAD is not a span-
ning tree but an overlay network connecting a single source and multiple sinks on 
top of underlying location-based routing protocols such as simple geographical 
forwarding [10, 13]. 

The rest of this paper is organized as follows. In Section 3 we present the con-
cepts of VSR routing, namely the virtual sink and virtual sink rotation, and de-
scribes its relevant algorithms required for its spanning tree construction, virtual 
path setup and removal, and virtual sink selection policies. In Section 4 we pre-
sent our simulation methodology and the evaluation results of VSR compared to 
existing schemes. Section 5 concludes the paper and describes our future work. 

3   Virtual Sink Rotation (VSR) Routing 

3.1   Virtual Sink 

Virtual Sink Rotation (VSR) routing algorithm is based on two important concepts: 
virtual sink and virtual sink rotation. In this section we first describe the concept of 
virtual sink and its associated algorithms. 

Virtual Sink. A virtual sink is a sensor node that is delegated to perform the role of 
all the actual sinks. A sensor node selected as a virtual sink is authorized to act as a 
data collection center for all the sources and also as a data dissemination center for all 
the sinks. To perform the data collection and dissemination efficiently, the virtual sink 
builds a spanning tree called VS tree that encompasses all the sensor nodes in the field 
to collect and potentially aggregate the data from all the sources. The VS tree is con-
structed at the initial deployment of sensor nodes and can be repaired or reconstructed 
from time to time due to node failures, excessive energy drains surrounding the vir-
tual sink, or the additional deployment of new sensor nodes. Once the VS tree is con-
structed, the virtual sink can act as a data dissemination center for sinks. To forward 
the data sent from a source, the virtual sink builds a data dissemination path from the 
source to the actual sink through the virtual sink. When multiple sinks are present, 
multiple data dissemination paths from the virtual sink to the actual sinks can natu-
rally form a dissemination multi-cast tree to disseminate the data collected from the 
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sources to the actual sinks. This virtual sink can easily support multiple sinks as well 
as the mobility of the sinks since each sensor node does not need to keep track of 
sink’s location information anymore. Only the virtual sink needs to keep track of 
mobile sinks’ locations. And, the location update from an actual sink to the virtual 
sink can be easily performed using the existing path in the VS tree without local or 
global forwarding required by previous schemes [2, 6, 11]. 

 

Fig. 1. (a) An example of VS tree consisting of 26 sensor nodes organized into 4 layers, (b) 
classification of neighbor nodes, (c) an illustration of a virtual path removal and a new virtual 
path setup on sink movement 

VS Tree Construction. VSR organizes the sensor network into layers, where nodes 
that belong to a layer have the same hop-count to the virtual sink. Thus, layer 1 con-
sists of nodes which can reach the virtual sink in one hop; layer 2 nodes reach the 
virtual sink in two hops, and so on. Figure 1(a) illustrates how 26 sensor nodes are 
organized into four layers. Thus, all the sensor nodes in the sensor field constitute a 
spanning tree rooted at the virtual sink. The VS tree construction is initiated by a tree 
setup message sent by the virtual sink. This tree setup message contains its own id, its 
parent node id, and the number of hops to the virtual sink. All the nodes hearing the 
message from the virtual sink become the children of the virtual sink and constitute 
the layer 1 nodes. After hearing this message, nodes in the layer 1 rebroadcast the tree 
setup message to reach the layer 2 nodes. By overhearing these tree setup messages 
from a layer below, the virtual sink can record its children nodes that it can reach in a 
single hop. This process is repeated until all the sensor nodes can be reached by the 
tree setup message. Using the broadcast nature of wireless transmissions, the VS tree 
can be easily constructed from the root downward and each node is required to send 
the tree setup message only once. To reduce the communication latency between a 
sensor node and the virtual sink, the height of this tree must be minimized since the 
height of a node represents the number of hops to reach the virtual sink. And, the 
result tree must span all the sensor nodes in the field. In this regard, the VS tree con-
struction algorithm is to build a spanning tree with a minimum height. 

In a VS tree neighbors of a node can be classified as either UP, DOWN, or PEER 
depending on their proximity to the virtual sink. A node i is considered as UP with 
respect to a node j if H(i) < H(j), where H(i) denotes the height of a node i. Similarly a 
node i is considered DOWN with respect to a node j if H(i) > H(j). Finally a node i is 
considered PEER with respect to node j if H(i) = H(j). Each node should have at least 
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one UP node in its neighbors to disseminate its data to the virtual sink. Each node 
selects one in UP neighbors as a PARENT node and it becomes the CHILD node of 
the PARENT. In addition, a node may or may not have DOWN neighbors depending 
on its location in the VS tree. To forward the data sent from the virtual sink to an 
actual sink, each node in this path needs to forward the data coming from its UP 
neighbor to one of its DOWN nodes. Thus, both UP and DOWN links need to be 
maintained for the data dissemination. In summary, each node has at least one 
PARENT node and zero or more CHILDREN nodes. And, its all other neighboring 
nodes are classified into UP, DOWN, and PEER as illustrated in Figure 1(b).  

Virtual Path. Once the VS tree is constructed, the virtual sink can function as a data 
collection center for all the sources in the field. Each sensor node has a path to the 
virtual sink through its PARENT node upward in the VS tree and this upward path is 
called its report path. Now to disseminate the data sent from the sources, the virtual 
sink needs to build a path downward to real sinks. This downward path is called vir-
tual path. The upward path in connection with the downward path constitutes the data 
dissemination path from a source to an actual sink. To establish the virtual path to 
each real sink, the virtual sink must be informed of the location of a real sink. This 
process is called virtual path setup and initiated by each real sink. Since every sensor 
node in VS tree already knows the path to the virtual sink, the virtual path setup can 
be easily performed in VSR using the existing report path.  

Virtual Path Setup and Removal. In VSR, each mobile sink is associated with one 
stationary sensor node called forwarding agent. When a new sink enters the sensor 
field, the sink selects one of its neighboring sensor nodes that has the smallest hop 
count to the virtual sink and sends the virtual path setup message to the neighbor 
node. The selected sensor node is called the sink’s forwarding agent. Since this for-
warding agent already knows its report path to the virtual sink, the virtual path can be 
easily set up using this existing path from the agent to the virtual sink. Since the direc-
tion of data movement in the virtual path, i.e. downward from the virtual sink to the 
real sink, is the opposite of the report path, this setup message is forwarded upward to 
the virtual sink through the report path of the forwarding agent. On its way upward, 
each node in the virtual path records the direction of a new sink. When the virtual 
path setup message reaches the virtual sink, the virtual sink can now record the direc-
tion of the new sink. Finally, the virtual sink can function as a data dissemination 
center for the new sink. This way the data dissemination path from all the sources to 
the particular sink can be established. The virtual path setup is also performed when a 
sink moves or when the VS tree is reconstructed. 

When a sink is about to move out of the range of its current forwarding agent, the 
existing virtual path to the sink is no longer valid. During this sink movement, the 
data sent from sources can be lost if the setup of a new virtual path is not fast 
enough. To avoid such message delivery failures, VSR employs virtual path re-
moval. That is, the mobile sink informs its forwarding agent of its movement and lets 
its agent to invalidate the old virtual path by sending virtual path removal message. 
This message must be propagated to the virtual sink through the old virtual path. If a 
node in the old virtual path already has the data to send to the mobile sink, this data 
can be sent back to the virtual sink that can temporarily buffer all the messages to-
ward the mobile sink.  



 Virtual Sink Rotation: Low-Energy Scalable Routing Protocol 1133 

Once the new location of the mobile sink is stabilized, the sink must set up the vir-
tual path again by selecting one of its neighbors as a new forwarding agent and send-
ing the virtual path setup message to this agent. When this message reaches the virtual 
sink, the virtual sink can now forward all the data to the mobile sink including the 
buffered messages during the mobile sink’s movement. Using the virtual path setup 
and removal, VSR can successfully forward messages for the mobile sink without 
losing messages and without indirect forwarding between the agents [11]. As we 
demonstrate in Section 3, this virtual path setup can be performed very efficiently in 
terms of energy, delay, and the rate of success deliveries. 

Dissemination Multicast Tree. When the number of sinks grows, virtual paths from 
multiple sinks can be naturally grouped into a multi-cast tree without any additional 
tree construction overhead. This is because every virtual path is already embedded in 
the VS tree. When two virtual paths join at a node in the VS tree, two virtual paths 
can be naturally combined from the join node upward to the virtual sink. The result 
tree starts from the virtual sink and ends at the two mobile sinks. When the number of 
sinks grows, the tree naturally expands. The root of the tree is the virtual sink whereas 
the leaves of the tree are the mobile sinks. We call this tree dissemination multicast 
tree, which can be used to multicast data more efficiently. Since each virtual path is 
embedded in the VS tree, the result multi-cast tree can easily exploit the spatial local-
ity among the mobile sinks by utilizing the path proximity among the virtual paths. 
Both the virtual path and the dissemination multi-cast tree are embedded in the VS 
tree as illustrated in Figure 1(c). With the dissemination multicast tree, the virtual sink 
can now act as a data dissemination center for all the sinks in the field.  

Note that all the communication in VSR is strictly local, i.e. neighbor-to-neighbor. 
That is to say, every sensor node including the virtual sink needs to keep track of only 
its neighbors. This suggests that VSR has two desirable features. First, a sensor node 
in VSR is not assumed to be aware of its location, i.e. does not rely on GPS to imple-
ment the routing protocol. Thus, VSR can be easily employed in low-cost GPS-free 
sensor node implementations. Second, a sensor node does not have to know the global 
topology of the network, which implies that each node only keeps track of informa-
tion about neighbor nodes in its routing table. Thus, the VSR is scalable in terms of 
the number of nodes in the network since the amount of information kept in each node 
is constant even though the number of nodes in the field grows.  

3.2   Virtual Sink Rotation 

One of the key issues in low-energy sensor network protocol design is the excessive 
energy drain among the nodes around a sink. Since a sink usually communicates with 
a number of sources, this type of many-to-one communication causes heavy traffic 
around the sink. Thus, interior nodes nearby the sink usually experience more energy 
consumption than exterior nodes in the field. The same phenomenon occurs among 
the nodes around the virtual sink in VSR. The situation can be even worse since VSR 
assumes a normal sensor node as the virtual sink whereas existing routing protocols 
assume a more powerful sink, which is different from a normal sensor node.  To get 
around this problem, many energy-aware routing protocols have been proposed to 
distribute the energy consumption throughout the sensor field [3, 8]. However, all of 
them so far suggest local optimization for this problem in the sense that the sink and 
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its immediate neighbors cannot avoid excessive energy drain. Instead, we take a 
global optimization approach called virtual sink rotation. In virtual sink rotation, 
when the energy level of the virtual sink reaches a certain threshold, VSR selects 
another node as a new virtual sink to evenly distribute the energy consumption 
throughout the sensor field.  

Virtual Sink Selection Strategy. If there is only one sink in the field, one of the 
sink’s neighbors can be selected as the virtual sink. When a new sink joins the sen-
sor field, the location of the virtual sink may be far away from this sink depending 
on its relative position to the previous sink. To minimize energy, the location of the 
virtual sink must be chosen to minimize the overall communication distance be-
tween the virtual sink and multiple sinks. Thus, the optimal position of the virtual 
sink may be the location corresponding to the weighted center of all the sinks’ loca-
tions assuming that the sources are evenly distributed throughout the sensor field. 
However, since each sink is free to move anytime in our network model, we do not 
take this approach. Instead, we employ global optimization technique called virtual 
sink rotation, where the role of the virtual sink is rotated among the sensor nodes to 
distribute the energy as evenly as possible.  For the virtual sink selection, we take a 
simple approach called random selection, which randomly picks one sensor node as 
the virtual sink. We expect this strategy to perform well compared to a more sophis-
ticated approach assuming that the number of sensor nodes in the field is suffi-
ciently large.  

4   Experimentation and Results 

We implemented the VSR protocol in the ns-2 simulator [9]. The ns-2 simulator 
implements 1.6Mbps 802.11 MAC layer. This MAC layer may not be suitable 
for sensor networks since it is possible to put the radio in standbye mode during 
idle intervals as in other sensor network MAC protocols [5, 12]. By contrast, an 
802.11 radio consumes as much power when it is idle as when it receives trans-
missions. To more closely model realistic sensor network model, we altered the 
ns-2 radio energy model such that the idle-time power dissipation is about 
35mW, reception power dissipation of 395mW, and transmission power dissipa-
tion of 660mW. This is consistent with previous sensor network studies we com-
pared.  

All the simulations data are collected by varying the speed of each mobile sink 
from 0 to 20 m/s in the sensor field of 400 nodes, where the nodes are randomly 
placed in a 2000m × 2000m square. Five sources and four mobile sinks are used in 
each simulation run. Each node has a radio range of 250m. Unless otherwise men-
tioned, all sources are randomly selected from the sensor field following the random 
sources model [6] while sinks are uniformly scattered across the field. Each source 
generates one event per second and each event is modeled as a 64-byte packet. All the 
events are reported to all the sinks in the field. Each simulation run lasts for 100 sec-
onds. All the metrics of VSR are compared against only Two-Tier Data Dissemina-
tion (TTDD) scheme, which is a protocol specifically designed to handle multiple 
mobile sinks. 
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Fig. 2. Average message delay for different speeds of mobile sinks 

Figure 2 shows the average message delay for different speeds of mobile sinks. As 
the speed of mobile sinks increases, VSR’s average message delay remains stable. 
This is because VSR only incurs one virtual path setup for each mobile sink regard-
less of its speed. By contrast, TTDD requires the former primary agent to forward all 
the messages to the new immediate agent during the sink movement, which increases 
the message delay. Moreover, TTDD often results in local flooding to select a new 
primary agent if the sink moves out of a certain distance from its primary agent. This 
local flooding increases the contention in the network, further delaying the message 
delivery during the fast movement of the sinks. However, in VSR the average mes-
sage delay remains almost the same regardless of the sink speed. Furthermore, the 
average message delay remains below 20ms, which is at least twice faster than TTDD 
for all the cases simulated. 

 

Fig. 3. Average dissipated energy for different speeds of mobile sinks 

Figure 3 shows the average dissipated energy. For all different speeds of mobile 
sinks VSR’s average dissipated energy remains relatively constant, around 5J. Simi-
larly, the average dissipated energy of TTDD remains stable at 11J for low to medium 
speed sink movement. However, TTDD’s per-node energy consumption jumps to 
22.4J when the speed of mobile sink reaches 20m/s due to its excessive local flooding 
and trajectory forwarding caused by the fast movement. Thus, in terms of both energy 
and delay, VSR substantially outperforms TTDD.  
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Fig. 4. Delivery success ratio for different speeds of mobile sinks 

Lastly, Figure 4 shows the delivery success ratio. As we expect from low delay and 
low energy consumption of VSR, VSR consistently delivers more than 91% of all the 
events to the mobile sinks for all different speeds, whereas TTDD’s delivery success 
ratio remains around 80% when the speed of mobile sinks ranges from 5m/s to 15m/s. 
However, the TTDD’s delivery success ratio suddenly drops to 30% when the speed 
of mobile sinks reaches 20m/s, which suggests that TTDD’s protocol overhead cannot 
sustain fast movement of mobile sink beyond this speed.  

5   Conclusion 

This paper addresses the problem of scalable and efficient data dissemination in a 
large-scale sensor network from multiple sources to multiple, potentially mobile 
sinks. Although routing protocols for sensor networks have been an active re-
search field in the past few years, most of them target sensor networks with im-
mobile sinks or sinks with low mobility. Sink mobility brings new challenges to 
sensor networking since frequent location updates from mobile sinks often result 
in unnecessary traffic, which increases the message delay as well as the energy 
dissipation per node.  

In this paper we propose a new routing protocol called virtual sink rotation (VSR) 
routing for sensor networks. VSR introduces a virtual sink, which acts as a data col-
lection and dissemination center for all the sensor nodes in the field. In addition, VSR 
employs virtual sink rotation, which distributes the role of the virtual sink over all the 
participating sensor nodes, thus distributing the energy consumption across the entire 
sensor field. We have implemented VSR in ns-2 and evaluated the performance of 
VSR by comparing it to two previous schemes in terms of average message delay, 
average dissipated energy, and delivery success ratio. Experimentation results confirm 
that VSR can significantly save energy while it can also reduce both the message 
delay and the message delivery failures compared to previous schemes.  Moreover, 
each sensor node in VSR is not assumed to know the global network topology nor its 
position, suggesting that VSR can be a scalable routing solution for large-scale sensor 
networks implemented with low-cost sensor nodes and mobile sinks. 

In our future work, we will investigate several new issues including the impact of 
data and query aggregation, caching, and the multicasting on the VSR framework. 
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Abstract. Some sensor applications are interested in collecting data from 
multiple regions. For supporting such applications with multiple target regions, 
most conventional protocols are based on either a network flooding or multiple 
unicastig to cover those more than one target region. Either one will result in a 
lot of redundant packets to transmit by energy scared sensor nodes. To alleviate 
this problem, we propose a novel geocasting scheme which can make a suitable 
shared path among multiple target regions. We utilize the theorem of “Fermat 
Point,” in order to find an optimal junction point branching into each region. By 
using this shared path, an interest dissemination can be performed very 
efficiently. Our simulation study shows that the proposed scheme FERMA 
reduces a lot of network traffic and achieves significant energy saving as the 
number of target regions increase.  

1   Introduction 

Advances in wireless embedded technologies make it possible to enable small and 
resource-limited sensor devices to have wireless communication and computational 
capabilities [1]. Wireless sensor networks (WSNs) with a large number of such smart 
sensors can be deployed for tracking targets or gathering information about physical 
phenomena. For many applications in wireless sensor networks [2, 3], a query (also, 
called as an interest) is commonly used to have sensor nodes collect data from their 
environments and return these sensing data to a query initiator (i.e., the originator of 
the interest message). In such query-based sensor networks, an interest message 
specifies a particular condition to match events; for example, a type of sensing tasks, 
location information where interesting events might occur, an interval between data 
propagations, and the lifetime of the query.  

There are several approaches for efficiently disseminating interest messages to a 
target region. A flooding mechanism, which requires any intermediate receiver to 
rebroadcast a non-duplicated interest packet to all its neighbors, is the most 
commonly used technique. For example in directed diffusion [3], one of the well-
known query-based routing protocols in wireless sensor networks, a sink node is 
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supposed to initiate an interest packet dissemination throughout the entire network by 
flooding. Then a node receiving the interest sets up a gradient which indicates from 
whom this interest message has previously been forwarded. Although some additional 
feature such as a gradient reinforcement has been proposed, the directed diffusion 
with such a flooding of interest messages obviously increases network traffic and 
leads inefficient energy consumption on sensor nodes.  

A geographical propagation can be more useful than flooding when an interest 
message needs to send towards a subset of sensor need within a certain region. Thus, 
a geocasting can reduce the number of redundant packets by aid of the location 
information of nodes. GEAR [4] is one of geocasting protocols for sensor networks. It 
utilizes a greedy forwarding for the packet delivery toward the target region. In 
greedy forwarding, a packet is forwarded to only one of the neighbor nodes whose 
geographical location is closest to the destination. Therefore, GEAR can minimize 
redundant packet traffic caused in flooding. However, most conventional geocasting 
protocols including GEAR consider only a single target region. The problem we are 
addressing in this paper is how to efficiently deliver interest messages to multiple 
target regions so that the latency as well as the bandwidth consumption can be 
reduced. 

There are many sensor network applications, which require to collect the identical 
information from multiple regions. For example, a monitoring system in hostile 
environments may need to send the same advertisement to the sensors in the several 
regions for changing the sensing mode or interval. It may also need to send some 
queries such as “what’s the average temperature in each target region A, B and C?”. 
Additionally, in the battle field, the command center can give the same query to the 
sensors within multiple combat areas. Example queries for such scenarios would be, 
“How many tanks or soldiers are observed in regions X, Y and Z?” or “Where are  
tanks in regions X, Y and Z?”. For these applications, conventional protocols need to 
send the identical interests to each target region multiple times. It causes significant 
performance degradation by increasing network traffic and wasting the energy. 

We propose a noble scheme that sends interest just once at the sink node instead of 
multiple packet transmissions toward different target regions. Our scheme, named 
FERMA, creates a suitable shared path among multiple target regions. The interest 
messages are then forwarded along this path from the sink node to each target region 
through an optimal junction point. To find such an optimal junction point, we utilize 
the theorem of the “Fermat Point” [5]. After the interest reaches any one node in each 
target region, local flooding starts inside the region. A gradient, which represents the 
reverse path of the interest, is set up toward the sink node in the process of the interest 
forwarding. This gradient is utilized for actual data deliveries from sensor nodes to 
the sink node. 

Our scheme also performs a data aggregation to reduce the amount of data traffic. 
It is done at each Fermat Point and entrance nodes of local flooding inside the target 
regions. The rest of the paper is organized as follows. Section 2 introduces the 
theorem of Fermat Point and its proof. In Section 3, we examine our proposed scheme 
in aspects of interest forwarding and data forwarding followed by ns-2 simulation 
results in Section 4. We conclude in Section 5. 
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2   Background and Motivation 

2.1   Definition of the Fermat Point 

First of all, we need to explain the theorem of Fermat Point which is important to 
understand our scheme. Fermat point is the solution for the following question: what 
is the point such that the sum of its distances from the vertices of a triangle is a 
minimum? The definition of Fermat Point with a proof is following. 

Definition. In any triangle ABC, we can draw three equilateral triangles A'BC, 
B'CA, and C'AB at the edges of ABC as shown in Fig. 1(a). It is denoted by 

Fermat Point, an intersection point of three straight lines, 'AA , 'BB  and 'CC , each of 
which connects a vertex of the given triangle and a vertex of the opposite equilateral 
triangle.  

Theorem. Fermat Point is the point such that the sum of its distances from the 
vertices of a triangle is a minimum. 

 

(a)                                                 (b) 

Fig. 1. The definition of Fermat Point and its proof 

Proof. In ABC in Fig. 1(b), select a point P and connect it with vertices  
A, B, and C. Rotate ABP °60  around B into position C'BP'. By construction,  

BPP' is equilateral, '' PCPA = , and BPPB '= . Thus, we have 

PCPPPCPCPBPA ++=++ ''' . As the image of A under the rotation, position of C' 

does not depend on P. Also, 'CCPCPBPA ≥++  because the broken line ''CCPP  is 
no shorter than the straight line 'CC . Therefore, PCPBPA ++  reaches its minimum 
if P lies on 'CC . For this P, ABC' is also equilateral because BCAB '=  and 

°=∠ 60'ABC . With similar methods, we can draw other straight lines which connect 
vertices of the triangle with the opposite vertices of equilateral triangles. These 
straight lines cross at one point. From the definition, this point is Fermat Point. Thus, 
Fermat Point is the point such that the sum of its distances from the vertices of a 
triangle is a minimum. 

The construction of Fermat Point fails if one of the internal angles of ABC is °120  or 
more. Because Fermat Point is drawn outside of the triangle. In this case, the vertex 
itself having the largest angle becomes an optimal point to reach each vertices of that 
triangle. 
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Fig. 2. Fermat Point applied in Sensor Networks with multiple target regions 

2.2   Applying Fermat Point Concept for Sensor Network Geocasting 

We illustrate how to apply the theorem of Fermat Point in wireless sensor networks. 
Suppose that the two points A and B of the given triangle in previous Fig. 1(b) are 
the two central positions of the target regions X and Y, and then the point C is 
assumed to be the sink node. In this environment, the virtual triangle with three 
points is still formed as in Fig. 2. Therefore, we can calculate the Fermat point P, 
and a certain node which is closest to the Fermat Point can play a role as the 
junction point toward two target regions. From the sink node to this junction node, 
interest messages are delivered through the shared path, and then they are separated 
to each target region respectively. Thereby, we can optimize the interest forwarding 
process. 

The above technique can be generalized to any number of increasing target 
regions as shown in Fig. 3. It may be possible to construct only one path curved 
severely like a circle when many target regions are placed in around the sink node. In 
this case, that path is extremely skewed and too long, so using such a path result in 
inefficiency. To solve this problem, we divide target regions into three different 
groups according to the angle made by them and the sink node.  In Fig. 3(a), the 
target regions 1, 2, and 3 belong to the first group, since the angles made by the sink 
node and these regions do not exceed 120 degrees. In Fig. 3(b), and (c), the regions 
4, 5 belong to the second group, since the angles made by the sink node and these 
regions are in between 120 degrees and 240 degrees. In the same way, region 6 
belongs to the third group. The three shared paths are set up with target regions in 
each group respectively. Consequently, the interest messages initiated by sink node 
are sent along to each path. 

3   Proposed Scheme: FERMA 

Our proposed scheme consists of two phases: interest forwarding phase and data 
forwarding phase. To disseminate interest messages toward multiple regions, a sink 
first creates a shared path based on the theorem of Fermat Point. Then, according to 
this path, interest messages are delivered to each target region. Any node receiving 
interest messages simultaneously sets up the corresponding gradient toward the 
previous sender for data forwarding in the next stage. More details will follow.  
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Fig. 3. Construction of the shared path in 360 degrees 

3.1   Interest Message Forwarding Phase 

For simplicity, let us consider only two target regions. Fig. 4 (a) illustrates a simple 
greedy forwarding approach towards the two different target regions. Since there is no 
optimization rule for multiple target regions in the pure greedy forwarding, the sink 
node is required to send an interest towards target region A and then, again sends the 
same interest message towards another target region B. When these interest packets 
reach in the designated target regions, local flooding is triggered, which means that all 
nodes within the target regions rebroadcast the receiving interests. Note that, as the 
number of target regions increases, the frequency of interest message transmissions 
by the sink also increases in this type of simple greedy approach. 

     
(a) Simple Greedy forwarding                      (b) The proposed FERMA forwarding 

Fig. 4. Comparison of Simple Greedy protocol and FERMA protocol  

On the other hand, the proposed FERMA algorithm makes a virtual triangle with 
three vertices including the sink node and two central points of the target regions as 
mentioned in the previous section. From the definition of the Fermat Point theorem, 
that point becomes the optimal point that minimizes the sum of distances from the 
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vertices of a given triangle. It is clear that the shared path with the Fermat point is more 
efficient than separated multiple greedy forwarding (Compare Fig. 4(a) and (b) below). 

After constructing shared path at the sink node, the interest packet is generated 
embedding three geographical coordinates with Fermat point and two central points of 
the target regions. The sink node sends this packet towards the Fermat point as the 
destination. Upon receiving the interest packet, each node selects the closest node to 
the destination as next hop among its neighbors. (For load balancing, when the node 
selects next hop, it can consider the amount of energy of neighbors as well as the 
distance to the destination. The residual energy of each neighbor can be informed by 
hello message) When a node could not find its neighbor node which is closer to the 
destined Fermat point, it becomes Fermat point by itself. Through this mechanism, the 
interest forwarding to Fermat point never fails because geographically closest node is 
always selected as the junction point. The next step is splitting of interests toward two 
target regions. Separated interest packets are forwarded to each target region 
respectively. Finally, when the interest reached any node inside the target region, 
local flooding is started. Local flooding means these flooded packets do not leak out 
of the target region. If any node located outside of the target region receives these 
locally flooded packets, it simply drops the packets.  

Let us consider a generalization in more than two target regions. The basic idea is to 
chain consecutive Fermat points. Fig. 5 illustrates three target regions. Here, we 
calculate the first Fermat point ‘F1’ from the virtual triangle formed with the two target 
regions A, B and the sink. Next, the second Fermat point ‘F2’ is obtained with the first 
Fermat point F1, the target region C and the sink node. In this way, we can combine 
additional target regions into the previously constructed path. Ultimately, our scheme 
is scalable with the large number of target regions as mentioned in section 2.2. 

After calculating the path, the sink node sends the interest towards the second 
Fermat point F2 with the intermediate location list including F2, C, F1, B, and A as 
seen in Fig. 5. The intermediate location list is filled with all locations that this packet 
goes through including the Fermat points and target regions. When this packet reaches 
F2, it is split into two packets, and then one is transmitted to the first Fermat point F1 
with reduced intermediate location list including F1, B, A, and another is transmitted 
to the target region C. Arriving at F1, this packet is also separated into two packets for 
the target regions A and B. 

 

Fig. 5. Interest forwarding along the shared path 
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3.2   Data Packet Forwarding Phase 

In the process of the interest packet forwarding, all nodes record the previous hop 
node which forwards that interest. It is called gradient, and used in several sensor 
network protocols, for example directed diffusion. If any node in the target region has 
data matched with the condition recorded in the interest packets, it sends these data to 
the sink node through the reverse path according to the gradient. Every intermediate 
node keeps records of the gradient, so packet can be delivery up to the sink node. 

Some kind of data aggregation, for example the suppression of duplication, does 
not need any specific points to collect data packets. It is simply performed in any 
nodes using data cache. On the other hand, there are other aggregation functions as 
minima, maxima, average, etc. These functions are able to produce more exact and 
reliable results when a number of sensor nodes collaborate together. In this case, some 
intermediate nodes are required to collect data packets and to execute aggregation 
functions. Generally, in the cluster head or the intersection between multi-paths, the 
data aggregation is performed.  

In our scheme, data aggregation is achieved as two levels. The first level 
aggregation is performed within each target region. In Fig. 6(a), the node L1, which is 
called to the first level aggregator, receives data packets A1 and A2 from the same 
region. After a while, L1 transmits the aggregated packet AA towards the sink node. 
This function is also executed in L2 and L3 in other target regions. Actually, these 
first level aggregators L1, L2 and L3 are the initial nodes starting the local flooding in 
the interest forwarding. These preliminary aggregated packets AA, BB and CC are 
aggregated ever further when they reach the Fermat points. Thus, F1 node aggregates 
the packets AA and BB, and also this aggregated packet is aggregated once more in 
the second level aggregator F2. These second level aggregator are exactly identical to 
the Fermat point nodes. 

The data aggregation techniques adapted in our scheme does not require can reduce 
the total number of data packets without requiring any additional control packets. 
However, the latency of data delivery becomes a litter longer, because it needs to wait 
for the data packets during a certain time. The latency and the energy efficiency are 
trade-off. Therefore, in such a sensor network which requires more energy 
conservation than latency, our data aggregation techniques are definitely helpful. 

 
(a) Data aggregation in each target region        (b) Data aggregation at Fermat point 

Fig. 6. Two-level data aggregation 
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4   Performance Evaluation 

In this section, we evaluate the performance of our scheme. Our primary performance 
metrics are the packet overhead and the energy consumption decreased due to path 
optimization toward multiple regions. Moreover, we are interest in how the 
performance of our scheme is affected by the variation of the number of target region.  

In our simulation, the proposed scheme is compared to pure greedy forwarding and 
the flooding. We modify them, since they have no consideration of multiple target 
regions in interest delivery. In addition, they should be able to deliver the data packet 
from source node to sink node. Thus, we have augmented pure greedy forwarding 
with the multiple transmissions of interest packet toward each target region, local 
flooding within the target regions and data delivery through the gradient setup. In the 
flooding used in our simulation, the interest packet contains the location coordinates 
of all target regions. Thereby, the interest packet can is forwarded just once for 
multiple target regions. However, this method is still less efficient. The data 
forwarding is achieved through the flooding likewise interest forwarding. 

4.1   Simulation Environment 

We preformed a simulation using ns-2. In our simulation model, 100 nodes are 
randomly placed in 200m x 200m square area. The transmission range of each node is 
40m. We consider the immobile sensor network, so every sensor node is static. We 
locate one sink node at coordinate (0, 0) for convenience. The number of target regions 
varies from 1 to 5, and the target region is circularly shaped with the radius of 25m. The 
interest packet with fixed size payload of 36 bytes is periodically generated every 5 
seconds from the sink node. In order to respond to the interests, the source node sends 
the data packet with fixed size payload of 64 bytes each. Total simulation time is 500 
seconds and we repeat each scenario ten times with different randomly deployed nodes. 
We choose the following two metrics to analyze the performance of our scheme:  

Average Packet Overhead. We measure the number of packets divided by the total 
number of nodes and the total number of queries generated from the sink node. The 
total number of queries is obtained by the simulation time divided by the interval of 
query generation. This metric reflects the overhead of packet transmissions by each 
node to deliver a query. We also examine the packet overhead on the aspect to packet 
size. It means that the total size of transmitted packets divided by the total number of 
nodes and the total number of queries generated from sink node.  

Average Consumed Energy. We measure the total energy consumption of all nodes 
divided by the total number of nodes and the total number of queries in the same 
manner as the average packet overhead.  

4.2   Simulation Results 

The first evaluation is about the average packet overhead as a function of the number 
of target region. Fig. 8(a) shows the average interest packet overhead and Fig. 8(b) 
shows the average data packet overhead. In Fig. 8(a), when the interest is 
disseminated through flooding, we observe that every node transmits one interest 
packet per a query all the time. It means that every node has to attend to the interest 
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dissemination. Thus, flooding is the most inefficient method among three protocols 
that we examine. Our FERMA generates fewer interest packets than the greedy 
forwarding as much as maximum 29%. The difference of amount of interest packets 
is getting larger as the number of target region increases. It means that FERMA 
improve the performance much more as the number of source nodes increases. Such 
an improvement is achieved as our scheme uses the optimal shared path for multiple 
target regions. In addition, Fig. 8(b) shows FERMA forwards data packets more 
efficiently than the other two protocols. The two-level data aggregation enables the 
data packets from different source nodes to be collected and merged. Thereby, our 
scheme reduces a lot of the network traffic. Especially in the best case, our scheme 
produces fewer packets up to 1/15 of flooding, and 1/3 of greedy forwarding.  
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(a)                                                                       (b) 

Fig. 8.  Interest Packet Overhead and Data Packet Overhead 

Fig. 9 shows the result of packet overhead on the aspect of the size of total packets 
including interest, data and hello messages. As seen in this figure, FERMA is more 
efficient than greedy forwarding as much as maximum 57%. Fig 10 represents the 
average consumed energy in three protocols. This figure shows that our scheme make 
the network nodes consume energy resources more efficiently than any others. 
Consequently, we can extend the life time of the network with the proposed scheme. 
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Fig. 9. Total Packet Overhead                       Fig. 10. Energy Consumption 
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5   Conclusion 

In this paper, we focus on the efficient interest forwarding in the environment of 
multiple target regions. We propose a noble scheme which sends an interest message 
from the sink node at once instead of multiple packet transmissions towards different 
target regions respectively. The proposed FERMA makes a suitable shared path 
among multiple target regions using the theorem of Fermat Point. In addition, we 
examine the two-level data aggregation scheme to reduce more data packet overhead. 
Consequently, our scheme optimizes the delivery of interest messages and replied 
data. We prove such an improvement in terms of packet overhead and energy 
consumption through simulation studies. FERMA is useful in many applications and 
scenarios to desire interest dissemination frequently towards multiple target regions. 
Ongoing work includes avoiding the obstacle and exploring other situation in which 
performance degradation may occur. 
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Abstract. We propose PPVR, a power-aware position vector routing protocol 
for wireless sensor networks. PPVR is an energy efficient geographical routing 
protocol that improves existing geographic routing protocols in two ways. First, 
in the forwarding phase, PPVR reduces the transmission energy by passing 
packets through a relay node called a power-aware node. Second, PPVR pro-
vides an efficient void node avoidance scheme that mitigates the cases forward-
ing packets to a wrong path so that higher route discovery success rate is 
achieved. The simulation results shows that the PPVR outperforms existing 
geographic routing protocols including GPSR and GEAR, in terms of the en-
ergy consumption and the successful delivery rate. 

1   Introduction 

Wireless Sensor Network (WSN) is a network consisting of a number of tiny sensor 
nodes deployed in a region of interest, where each node is capable of processing and 
wireless communication. Because individual sensor node is small in size and memory, 
equipped sensors, the processing power and battery capability are limited, routing 
protocol developers must take care of all resource restrictions in order to provide the 
intended service. Of the restrictions, reducing energy consumption as much as possi-
ble is especially the most critical designing issue in developing a sensor network rout-
ing protocol. 

As the location based applications [7, 10] in this field become more and more im-
portant and numerous methods to obtain the location information are developed in 
hardware (e.g., GPS) and software (e.g., distributed localization algorithms) ways [1, 
8], routing protocols utilizing the geographical information are becoming popular [2, 
3, 9]. The major advantage of these geographic routing protocols including GPSR [2] 
and GEAR [3] is that it minimizes the overhead of maintaining routing information 
                                                           
* This research has been partially supported by ITRC project of Korea Ministry of Information 

and Communication. 
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(mostly, routing tables) since it selects the next node to forward packets only depend-
ing on the location of the neighbor nodes. However, this characteristic of selecting the 
next node by local optimal view causes a critical problem called void area problem 
that is occurred when a routing path reaches to a node which has only one neighbor 
that has just sent a packet to it. This problem has to be well dealt with to provide high 
success rate of packet delivery. 

In this paper, we present a power-aware position vector routing protocol (PPVR) 
which consists of the energy efficient packet forwarding mechanism and the void 
node avoidance scheme. In the forwarding phase, PPVR uses power-aware position 
vector routing that forwards packets through a power-aware node that makes the total 
transmission energy be reduced even if it increases the hop count to the destination. In 
addition, to avoid the cases for a packet to reach a void area, the PPVR utilizes gate 
nodes that have the information of void nodes so that it selects a path that does not 
lead to a void node area before reaching there. As a result, PPVR delivers control and 
data packets highly energy efficiently at a high success rate. 

The rest of this paper is organized as follows. In the next section, power-aware po-
sition vector routing is presented, and in Section 3 the void node avoidance scheme is 
discussed. The performance evaluation results are shown in Section 4. Finally, Sec-
tion 5 concludes this work. 

2   Power-Aware Position Vector Routing 

The position vector routing (PVR) is based on a greedy forwarding using the geo-
graphical information. Unlike the existing greedy forwarding algorithms used in 
GPSR and GEAR where a node selects the next node as a node that has the minimum 
distance to the destination node among its neighbors, position vector routing protocol 
uses two items of information to select the next node, the distance and the angle to the 
destination. The procedure determining the next node is as follows. First, a source 
node O calculates the following function f(Ni, D) for each neighbor node Ni regarding 
to the location of the destination node D. 

f(Ni, D) = | Ni | |D| cos(ANGLE(Ni, D)) 

Here, |X| denotes the distance from the source node O to a node X and ANGLE(X, 
Y) denotes the angle XOY. Then, the node which has the maximum value for the 
function f(Ni, D) is selected as the next node to forward packets to the destination. 
Fig. 1 illustrates this procedure. By the definition of the function, as the distance is 
shorter and the angle is narrow, a node is likely to be selected as the next node. 
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Fig. 1. Next node selection of PVR 
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Fig. 2. Power-aware node selection of PPVR 

The position vector routing introduced above however does not consider the en-
ergy efficiency sufficiently when it determines the next node. Power-aware position 
vector routing protocol (PPVR) improves the PVR with consideration of energy effi-
ciency of senor networks. 

The basic concept of the PPVR is that passing a packet by a neighbor node, called 
a relay node or a power-aware node, to a next node is more efficient in terms of trans-
mission energy consumption even if the next node can be reached directly and passing 
by the relay node increases the hop count to the destination. Fig. 2 shows the case 
where passing a packet by a relay node K is more efficient than transmitting it directly 
to the next node A. Now we present the procedure that a node finds the power-aware 
node for a next node in more detail. 

When nodes are deployed, they first start to acquire the location information of its 
neighbor nodes. After this procedure, each node then attempts to acquire the power-
aware nodes for all neighbors. The power-aware node selection function, which calcu-
lates the expected energy consumption, depends on what power consumption model is 
used. The most commonly used power consumption models are the well-known Friss 
free space model and two ray ground model. In these models, the transmission energy 
is proportional to the distance between the transmitter and the receiver. Exactly speak-
ing, the consumed power P(d)  1/dn, and n=2 and n=4 are used for Friss free space 
and two ray ground model, respectively [4].  

According to the power consumption model, a node O given a next node A by the 
function f(Ni, D) calculates the following power consumption function fpower for all its 
neighbors Ni. V. Rodoplu et al [6] presented an assumption which is helpful to reduce 
the power consumption 

fpower(Ni ) = d(O, Ni)
n+d(Ni, A)n+2recv(n) 

This function denotes the expected power consumption when a node O transmits a 
packet through a neighbor node Ni to a next node A, and d(X, Y) denotes the distance 
between nodes X and Y, recv(n) denotes the energy consumption at the receiver. There 
are twice receptions at node Ni and A. And the n becomes 2 or 4 depending on the 
underlying power consumption model. Then, if expected power consumption through 
a power-aware node Nk is less than that of directly sending to the next node A, the 
node O selects the neighbor node Nk as the power-aware node relaying packets to the 
next node A. If there is no node satisfying above condition, it directly sends packets to 
the next node A. The energy consumption of directly sending to A is:  

d(O, A)n+recv(n). 

Therefore, the neighbor node satisfying the following condition and has the mini-
mum power consumption becomes the power-aware node for the next node A. 
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d(O, Ni)
n+d(Ni, A)n+recv(n) < d(O, A)n 

Fig. 3 shows this power-aware node selection procedure. Node O is the source and 
D is the destination, node R, A and Nis are neighbors of node O, and dashed circle 
shows the communication range of node O. Node A is selected as the next node for 
the destination node D by node O through the position vector routing presented previ-
ously and node R indicates the power-aware node between nodes O and A.  

Figure 4 depicts the region where the power-aware node exists between O and A. 
All the nodes in the power-aware region circle which includes node R, satisfies the 
equation d(O, R)2+d(R, A)2+recv(n) < d(O, A)2, when n=2. 

         

Fig. 3. Power-aware node selection   Fig. 4. Power-aware region between node O to node A 

3   Void Node Avoidance 

3.1   Void Node Area Problem 

Geographical routing protocols select the next node using its local information. That 
is, it finds the solution that is optimal only in local. For example, GPSR selects the 
next node as the one which has the minimum distance to the destination, among its 
neighbors. However, even if it is locally optimal, it cannot guarantee the optimality in 
global. Thus, a routing path proceeded through the local optimal strategy may lead to 
extensively inefficient path or even route discovery failure, depending on the density 
and the topology of the network. Void node area is an area where a node does not 
have any neighbor to send a packet except the one from which it has just received the 
packet. When a route packet reaches to this area, it takes many steps to escape the 
area and then to find proper path toward the destination.  

Fig. 5 shows an example of the void node area. Source node S sends a route discov-
ery request to the destination node D using a geographical routing. When the packet 
reaches to the node a2 , it selects b1 as the next node since it is the closest node to the 
destination among a2’s neighbors (here, a3) and thus becomes the local optimal solu-
tion. However, it leads to the void node area since b2 is a void node. Thus, it is better 
for a2 to select a3 instead of b1 as the next node avoiding reaching to the void node.  

GPSR and GEAR introduced solutions for this problem that escapes the void node 
area after reaching to the area. However, we here present an improved solution which 
selects the correct path avoiding entering to the void node area. 
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Fig. 5. Void node area problem 

3.2   Void Node Avoidance Scheme 

Void node is a node that has only one neighbor that has just sent a packet to it. There-
fore, when a routing packet reaches to a void node, it cannot progress anymore. Gate 
node is a node that is the closest to the void node and having more than three 
neighbors. A set of connected nodes is said to be a node chain, if and only if a node ak 
in the chain has only two neighbors ak-1 and ak+1, except the two nodes at the ends of 
the chain, which are a gate node and a void node. A node chain is denoted as 
a1 a2 …  ak ...  an. For example, in Fig. 5, b2 is a void node and a2 is a gate 
node. Thus, the connected nodes, a2 b1 b2, form a node chain. Now we present the 
detail void node avoidance algorithm. 

After the acquisition of neighbor locations, a node can know whether it is a void 
node or not. If a node is turned out to be a void node, it sends a void region notifica-
tion message to a gate node along its node chain. Then, a node receiving the notifica-
tion message and has more than three neighbors becomes a gate node and there the 
notification ends. After void node acquisition and gate node selection procedure are 
completed, all gate nodes are aware of the void nodes and void area in their responsi-
ble territory. Thus, receiving a routing request packet, the gate node avoids guiding 
the packet toward the void node area by selecting the next node as the one that is not 
in any node chain. However, if the destination is in the middle of the node chain, this 
makes a problem. 

So, a gate node has to keep the information of the nodes in the chain. In some 
worse cases where the density of the network is low, the length of the node chain may 
become larger and this means that the amount of information a gate node should keep 
becomes larger as well. PPVR presents a mechanism that only keeps the information 
at most a half of the total number of nodes in a node chain by the following theorem.  

Theorem 1: Given a node chain, a1 a2 …  ak-1 ak, the gate node a1 only re-
quires floor(k/2) number of nodes information to discover all the nodes in the chain, 
where k is the number of nodes in the chain. 

Proof: By the definition of the node chain, a node ai has only two neighbors ai-1 and 
ai+1, and the two neighbor nodes cannot communicate with one another. Thus, as 
shown in Fig. 6, given the locations of two nodes A and C, and that they are out of 
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communication range r each other, but share a node, it can be inferred that there is 
only one node (here B) between the intersection range of A and C. This means that it 
does not require knowing the location information of node B when we know the loca-
tion of A and C. 

 

Fig. 6. Reducing location information to floor(k/2) 

Now, we compare how PPVR works with the void node avoidance scheme to with-
out one.  

Without void node avoidance scheme 
In figure 7, assuming that V1 is the source and C is the destination. V1 chooses m11 as 
next node by position vector routing, then m11 selects G1, G1 select m21 as the next 
node by the local optimal strategy and then m21 according to position vector routing, 
and it finally reaches to V2 the void node. This leads to route discovery failure if 
proper void area avoidance mechanism is not provided even though there are alterna-
tive path going to G2 at G1. 

With void node avoidance scheme 
If the void node avoidance scheme is supported, when it reaches to G1, it selects G2  

as the next node since G1 is aware that going through m21 leads to a void node and that  

 

Fig. 7. PPVR with void node area avoidance scheme 
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the destination is not in the node chain. Then, following the same procedure, it finally 
reaches to G7 by the power-aware position vector routing. At G7, it selects E as the 
next node even if it is a node chain consequently leading to a void node, since G7 is 
keeping the location information of V9 , B, and  D, and from this information it can 
infer that the destination is in the middle of D and B as explained in above theorem. 

4   Performance Evaluation 

4.1   Simulation Environment 

The MICA2 [5] uses CSMA/CA MAC and 433 MHz RF chip that gives the maxi-
mum output power of 10 dBm with the sensitivity of −109 dBm. It consumes 5.3 mA 
and 26.7 mA at its minimum and maximum signal strengths, respectively, and 7.4 mA 
in receiving mode. It can send at most 53 packets in a second with the packet size of 
42 bytes. We assume that the antenna is omni-directional with 1 dB gain and located 
10 cm above the ground. The maximum transmission range becomes 10 m by the 
specification. Two-ray model [4] is used for power consumption estimation. In a 50 
m×50 m sensor field, 200 sensor nodes are randomly deployed, for the evaluation of 
the local minimum problem. 10m×10m void node area is deployed randomly in the 
sensor field.  

For the simplicity of simulation, each sensor node has 4J as its initial energy and 
sends data packets in a period ranging from 1 to 10 seconds (this is randomly chosen 
for each node). Considering the sensor node’s restricted memory and poor communi-
cation conditions, the packet retransmission is not allowed, if the MAC layer fails to 
transmit any packet in a node. We compare the PPVR and PVR algorithms with the 
GEAR and GPSR algorithms.  

4.2   Evaluation of Power Aware Node and Void Node Avoidance Scheme 

We have evaluated our proposed idea in two different criteria. First, considering the 
energy consumption aspect, it shows how well our scheme saves energy as compared 
to the two existing schemes, GPSR and GEAR. Second, considering the ability avoid-
ing the local minimum problem, it proves that how short the hop count would be and 
how the proposed avoidance scheme is effective for sensor networks.  

PVR works basically the similar way to the GPSR, except for avoidance of local 
minimum. However, PPVR additionally uses the relay nodes, it can reduce more 
energy in packet transmission resulting in more alive nodes. In Fig. 8(a), PPVR and 
PVR prove that they can save larger amount of energy than others can do. Thanks to 
the transmission power control, when it is applied to the sensor network, it shows 
much saving of energy as PVR does. Furthermore, when power-aware node scheme is 
applied, PPVR outperforms GPSR and GEAR, and PVR as well. This means that as 
the power aware nodes are added in the initial PVR route, it further saves energy. 
Here, GPSR is the worst case due to the lack of energy saving facility.  

When PPVR and PVR are applied, the number of nodes exhausting energy is 
smaller than the others. It results in the longevity of the sensor network. Now, we 
examine the average remaining energy of the sensor network with respect to time t. 
Fig. 8(b) shows PPVR and PVR guarantee higher average remaining energy. 
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    (a) Energy exhausted nodes by time t          (b) remaining energy of nodes by time 
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(c) Average hop count (1)                       (d) Average hop count (2) 
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     (e) Number of gate nodes by time t         (f) Successful packet transmission rate 

Fig. 8. Simulation results: 50m x 50m sensor field with 200 nodes deployed randomly 

Both Fig. 8(a) and 8(b) explain that PPVR is superior to others in reduction of en-
ergy consumption. However, the superiority must pay back with additional number of 
hop counts.  

In Fig. 8(d), we can see the drawback of PPVR. It proves that the average number 
of hop counts of PPVR is greater than the other schemes in earlier time period. But, 
over its last lifetime, PPVR shows smaller hop counts than the others due to the void 
node avoidance scheme.  

For more intensive evaluation of void node avoidance scheme, we simulated all the 
schemes deploying a 10m X 10m void node area randomly. In Fig. 8(d), in the early 
stage of the simulation, the average hop counts of PPVR is larger than the others. It 
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results from the effect of the power aware node. As regards the PVR, we can easily 
tell that its average hop count (which doesn’t include the power aware node) is 
slightly less than GEAR and GPSR. However, PPVR becomes better as the number of 
packet transmission increases, thanks to the void node avoidance scheme. Thus, for 
overcoming the local minimum, void node avoidance scheme is more effective than 
the learning based avoidance by GEAR and the right hand rule by GPSR. To accom-
plish this significant performance improvement, we use the gate node approach. Fig. 
8(e) shows the increase of the number of gate nodes with respect to time t. It is neces-
sary for PPVR to have void node avoidance scheme.  

When the void node avoidance scheme (which is the avoidance of local minimum) 
is applied and the power aware node is included to further save energy, there are two 
notable improvements – firstly, the longevity of the sensor network (which was proved 
by the early simulation result) and secondly, the improvement in successful routing.  

In Fig. 8(f), it explains that PPVR and PVR outperform others in terms of the num-
ber of successful packet delivery rate (thanks to the void node avoidance scheme and 
power aware node). 

5   Conclusion 

In the paper, we propose a power-aware geographical routing protocol PPVR for sensor 
networks (which minimizes the energy consumption and results in the longevity of 
sensor networks) and local minimum avoidance scheme (which leverages successful 
packet delivery rate and minimizes average hop count considerably). The simulation 
results prove that PPVR improves the energy efficiency and packet delivery success rate 
compared to the existing geographical routing protocols including GPSR and GEAR. 
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Abstract. In this paper, we consider the multicast routing with minimum energy 
cost and minimum delay (MEMD) in wireless sensor networks under the access 
control scheme of Spatial Time Division Multiple Access (STDMA). We 
formulate and explore both MEMD multicast and ME multicast, and show that the 
latter is just the Maximum Leaf Spanning Tree (MLST) problem, which is 
NP-complete. A 2-approximation algorithm is proposed for the MLST problem 
through improving a known one. Based on this algorithm, an approximation 
algorithm is obtained for the MEMD multicast problem. To further improve the 
delay result, we provide another approximation algorithm for our main problem 
using a different approach. These algorithms are all near linear in the size of the 
network graph, and also are shown to have good performance by simulation results. 

Keywords: Wireless Sensor Networks, STDMA, MEMD multicast, MLST. 

1   Instruction 

In typical applications of wireless sensor networks [1], battery-powered sensors are 
scattered throughout a monitored area, left unattended and expected to operate for a 
long time. Therefore, routing protocols must be optimized for ultra-low power 
operation in such networks [2]. Moreover, protocol design is always constrained by the 
following limitations of wireless sensors [3]: limited battery energy, limited transceiver 
resources, limited frequency resources, limited processing capability and limited 
storage space. For wireless sensor networks, the Time Division Multiple Access 
(TDMA) can be used as the access control scheme, in which the transmission capacity 
is divided into time slots, and each direct link is assigned a dedicated slot. A promising 
approach for increasing its efficiency is the STDMA scheme [4], which takes into 
account that sensors are usually spread out geographically, and hence sensors with a 
sufficient spatial separation can use the same time slot for transmission. We propose the 
latter as the access control scheme in our concern. 
                                                           
∗  This paper is supported by the National Natural Science Foundation of China under Grant No. 

60241004, the National Grand Fundamental Research 973 Program of China under Grant No. 
2003CB314801, and the State Key Laboratory of Networking and Switching Technology. 
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In wireless sensor networks, multicast routing, which refers to the transmission of 
the same information to several destinations, is receiving an increasing interest due to 
its foundational applications, such as data dissemination and control information 
delivery. In this paper, we study the problem of multicast routing with minimum energy 
cost and minimum delay. Given a wireless sensor network and a multicast request, our 
concern is to find a multicast scheme such that the total energy cost and delay of the 
multicast is minimized. To our best survey, there are still no routing schemes proposed 
for the multicast considering these two objects together. 

The contribution of our work is three-fold: Firstly, we formulate and explore the 
MEMD multicast problem and the ME multicast problem, and show the latter is just the 
MLST problem which is NP-complete. Secondly, we propose an improved 
2-approximation algorithm for the MLST problem, based on a known one. Finally, we 
present two approximation algorithms for the MEMD multicast problem. These 
algorithms are all near linear in the size of the network graph and are shown to have 
good performance by both theoretical analysis and simulation results. 

The rest of this paper is organized as follows: Section 2 posts out the related work 
about multicast routing and the MLST problem. We formulate and explore the MEMD 
multicast problem and the ME multicast problem in section 3. In Section 4, we present 
an approximation algorithm for the MLST problem and two other different ones for the 
MEMD multicast problem. Section 5 shows simulation results. We conclude this paper 
in Section 6. 

2   Related Work 

In recent years, many multicast routing schemes [3], [5-9] have been proposed for Ad 
Hoc Networks and wireless sensor networks, but none of them has considered 
minimum energy cost and minimum delay together. The directed diffusion scheme [8] 
and the two-tier data dissemination (TTDD) scheme [9] naturally support data 
multicasting, but they are not efficient. To improve the efficiency, the tree-based 
multicasting scheme can be used. In this scheme, the source and the destinations form a 
tree rooted at source, and the source pushes data to the destinations along the branches. 
In [6], Jia and Li et al discussed the energy efficient tree-based multicast problem in ad 
hoc wireless networks. They proved the problem is NP-hard and gave three heuristic 
algorithms. However, they didn’t concern the multicast delay. 

Given a connected undirected graph G , the MLST problem is to find in G  a 
spanning tree with maximum number of leaves. Using reduction from the dominating 
set problem Garey and Johnson have shown in [10] that this problem is NP-complete, 
thereafter Galbiati et al established its MAX-SNP completeness [11]. Thus there exists 
some constant 0ε >  such that there is no (1 )ε+ -approximation algorithm for MLST 
unless P NP=  [12], [13]. In [14], Lu and Ravi, using a novel approach based on a 
notion of leafy trees, obtained a 3-approximation algorithm which works in near linear 
time. Solia-Oba, in [15], presented a linear 2-approximation algorithm for MLST. This 
algorithm first constructs a leafy forest [14] F  with certain expansion rules and then 
connects the trees of F  and all vertices not in F  to form a spanning tree of the graph 
G . To our best survey, this algorithm is the best one for this problem. The full 
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algorithm is shown in the Appendix. Base on this algorithm, we propose a more 
efficient one in Section 4. 

3   Mathematical Programming Formulations 

Energy cost minimizing and resource allocation in STDMA [16] both are challenging 
problems in multicast routing design. In this section, we define and formulate the 
MEMD multicast problem. To further study the multicast problems, we also consider 
the objectives respectively and explore the ME multicast problem. 

3.1   Assumptions 

We consider a wireless sensor network G  with nodes set V , where each node of V  
represents a stationary sensor node. STDMA is proposed as the access control scheme. 
Following the assumptions in [17], a direct communication link can be established 
between two nodes if their corresponding signal-to-noise ratio (SNR) is not lower than 
a certain threshold. There are several constraints and restrictions when assigning time 
slots. Firstly, a node can transmit or receive, but not both, in a time slot. Secondly, a 
node can receive data from at most one node at a time. Finally, a link is error-free only 
if the signal-to-interference ratio (SIR) is not lower than a threshold. 

Without loss of generality, we make simplified assumptions as follows. 

 All nodes broadcast multicast information at the same longest transmission radius R . 
 A direct communication link between two nodes is established if their Euclidean 

distance is shorter than R . 
 Two nodes can transmit in the same time slot without interference if the intersection 

of their neighbor sets is empty. 
 The source node, which may be a cluster leader, a gateway or a region agent, knows 

the whole network topology. 
 The energy cost of multicast routing can be measured only by their transmission 

energy since other energy cost such as receiving cost and idle cost can be simply 
assumed to be the same for all multicast routings. 

 The multicast delay, which is the interval between the time the source nodes 
broadcasts the information and the time the last destination node receives it, can be 
measured by the total number of time slots. 

Consequently, the multicast problem is to generate a spanning tree of G , rooted at 
the source node. In practice, the root generates the multicast tree and the assignment of 
time slots, and promulgates these schedules to all other nodes. Apparently, the time slot 
of a node must be behind the one of its parent node in the multicast tree. In the process 
of multicast routing, the root is the sponsor and all other branch nodes broadcast 
received multicast information at radius R  in their own time slots. 

3.2   Formulation for MEMD Multicast 

Under the assumptions in the section above, every branch node of the multicast tree has 
to broadcast the multicast information. So the multicast energy cost can be measured by 
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the total number of branch nodes. Further more, each branch node should be assigned 
one time slot under the constraints mentioned above, and hence the total number of time 
slots can be used to measure the multicast delay. Consequently, the MEMD multicast 
problem is to generate a spanning tree of the network graph with minimum branch nodes 
and minimum total number of time slots. However, these two objects have no direct 
relation and can not be obtained at the same time. To further explore the MEMD 
multicast problem, we formulate it in a combinatorial optimization model in this section. 

Since the multicast is tree-based, we first present a set of formulations for multicast 
tree (MCT), which is a spanning tree of the network. We introduce the following 
variables. 

 1    if ( , ) is an in link to  in the result graph

(( , ))= -1    if ( , ) is an out link to  in the result graph

 0    otherwise: ( , ) is not a link in the result graph

u v u

Link u v u v u

u v

 

 1    if  is connected with the root in the result graph
( )

 0   otherwise

u
ConnectRoot u =  

The formulations set for multicast tree is as follows. 

[MCT]: ( , , )G V E r=  
| ( ) | 1, ,InLink u u V u r= ∀ ∈ ≠ ; (1) 

( ) 1,ConnectRoot u u V= ∀ ∈ ; (2) 

( ) {-1,0,1},Link e e E∈ ∀ ∈ ; (3) 

(( , )) (( , )) 0, ( , ) , ,Link u v Link v u u v E u v V+ = ∀ ∈ ∈ ; (4) 

(( , )) 1, ( , ) ,Link r v r v E v V= − ∀ ∈ ∈ ; (5) 

( ) { | (( , )) 1, ( , ) },InLink u v Link u v u v E u V= = ∈ ∀ ∈ ; (6) 

( ) {1,0},ConnectRoot u u V∈ ∀ ∈ ; (7) 

( ) 1ConnectRoot r = ; (8) 

( ) 1, ,  ( ) 1, (( , )) 1ConnectRoot u u V v V ConnectRoot v Link u v= ∀ ∈ ∃ ∈ = = ; (9) 

In formulations set MCT, G  is a connected undirected graph, and both ( , )u v  and 

( , )v u  express the same edge between nodes u  and v . ( )InLink u  denotes the set of all 

the parent nodes of node u . Constraint (1) restricts that the result graph has no circle 
and constraint (2) requires all nodes of G  to be connected with the root. Due to (1) and 
(2), the result graph must be a spanning tree of G . Constraint (9) presents the 
connection rule that a node is connected with the root only when its parent is connected 
with the root formerly. Other constraints define the variables and initialize them. 

The formulation for MEMD multicast is shown in Formulation I. ( )TS u  denotes the 

time slot assigned to node u , ( )Zone u  expresses the set of nodes that is in the 

transmission region of u , BranchNodes  denotes the set of all branch nodes, and other 
terms retain the same meaning in the above formulations. 
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Formulation I: MEMD Multicast ( , , )G V E r=  

Object: Max ( ( ))), , [0,1], 1Min( | | u BranchNodes TS uBranchNodes α β α βα β ∈ ∈ + =+  (10) 

Subject to: 
MCT ; (11) 

( ) ( ), , , (( , )) -1TS v TS u u v V Link u v> ∀ ∈ = ; (12) 

( ) ( ) , , , , ( ) ( )Zone u Zone v u v V u v TS u TS v∩ = ∅ ∀ ∈ ≠ = ; (13) 

:( , )

{ | (( , )) 0, }
v u v E

BranchNodes u Link u v u V
∈

= ≤ ∈ ; (14) 

( ) {1, 2,..., n},TS u u BranchNodes∈ ∀ ∈ ; (15) 

( ) 1TS r = ; (16) 

( ) { } { | ( , ) , },Zone u u v u v E v V u V= ∪ ∈ ∈ ∀ ∈ ; (17) 

In Formulation I, the objective function (10) jointly minimizes the multicast energy 
cost and delay, where Max ( ( ))u BranchNodes TS u∈  expresses the maximum time slot 

equaling to the total number of time slots in best schedules, while α and β  are 

application-specific coefficients. Constraints (11), the multicast tree formulations, 
ensure that the result graph of Formulation I is a spanning tree of the network. 
Constraints (12) and (13) express the constraints of assigning time slots mentioned in 
the section above. Constraint (12) restricts that the time slot of a node must be behind 
the one of its parent node and constraint (13) ensure that nodes assigned the same time 
slot do not cause transmission interference. Other constraints define the variables and 
initialize them. 

From Formulation I, we notice the MEMD multicast is a complicated problem and 
that it needs exponential running time to get a complete solution. To further explore the 
MEMD multicast, we will formulate and study the ME multicast problem in the next 
section. 

3.3   Formulation for ME Multicast 

Actually, considering only one object of minimum energy cost, the multicast problem 
is to find a spanning tree with minimum branch nodes, which is just the MLST 
problem. Formulation II formulates this problem, and all symbols and constraints 
follow Formulation I. 

Formulation II: ME Multicast ( , , )G V E r=  

Object: Min | |BranchNodes  (18) 

Subject to: 
MCT ; (19) 

:( , )

{ | (( , )) 0, }
v u v E

BranchNodes u Link u v u V
∈

= ≤ ∈ ; (20) 

Actually, this problem is NP-complete as introduced in Section 2. Fortunately, there 
are already many efficient approximation algorithms. In the following section, we 
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propose an improved 2-approximation algorithm for this problem outperforming 
known ones. 

Intuitively, the MEMD multicast problem is NP-complete or NP-hard because the 
MLST problem is a special case of it (when 1α =  and 0β = ). Actually, the MEMD 
multicast problem is even too hard to use some novel approaches such as column 
generation for optimal or near-optimal solutions. In the following sections, we attempt 
to develop two approximation algorithms for the MEMD multicast problem in different 
approaches. 

4   Approximation Algorithms 

In this section, we first propose a improved 2-approximation algorithm for the MLST 
problem based on a known one, and then present two approximation algorithms for the 
MEMD multicast problem using different approaches. 

4.1   An Improved 2-Approximation Algorithm for MLST 

Based on the algorithm of [15], we propose an improved 2-approximation algorithm, 
2 ( )Imp AppMLST G (see Fig. 1), for the MLST problem. Like [15], this algorithm first 

constructs a leafy forest with certain expansion rules and then connects the trees of the 
forest and all vertices not in the forest to form a spanning tree of the original graph. We 
introduce  remained  degree to express the expansion rules of [15]. A vertex’s remained  

                               

1.    : ;

2.     there is a vertex of remained degree ( ) at least 3 

3.        Select a vertex  of the largest remained degree;

4.       

Algorithm 2 ( )

while do

F

RD

v

Imp AppMLST G

= ∅

 Build a tree  with root  and expand the neighbors of  as leaves;

5.         there is at least one leaf  of  satisfying: 

           ( ) 2 OR ( ( ) = 1 AND (the only child of ) 2) 

6.

while

do

i

i

T v v

u T

RD u RD u RD u≥ ≥

            Select from  a leaf with the largest remained degree and expand it;

7.            Update all vertices' remained degree information;

8.        ;

9.        : ;

10.  ;

11.

end while

end while

i

i

T

F F T= ∪

  Connect the trees in  and all vertices not in  to form a spanning tree ;F F T

 

Fig. 1. An improved 2-approximation algorithm for MLST 



 Multicast Routing with Minimum Energy Cost and Minimum Delay 1163 

degree is the number of its connections that point to unexpanded vertices. The 
expanding vertices are sorted more elaborately by their remained degree than [15], 
where there are only two priorities: priority 1 and priority 2 for expanding vertices. 
Moreover, the trees are constructed orderly by their remained degree too. 

In line 6 of 2 ( )Imp AppMLST G , two expanding vertices are sorted by their only 

child’s remained degree if they have the same remained degree 1. The while of line 5 
continues if there is at least one leaf of iT  satisfying that its remained degree is greater 

than 1 or its remained degree is 1 but the remained degree of its only child is greater 
than 1. Due to this constraint, the result forest is leafy. Lines 5 and 6 also accord with 
the expansion rules of [15]. 

This algorithm is more efficient than the original one because it sorts the expanding 
vertices more elaborately. The tree generated by this algorithm is at least a 
2-approximation MLST of the graph G  since this algorithm is a special case of the 

original one. The running time 2( )n mΘ +  required by this algorithm is almost linear in 
the size of G  (nodes number and edges number), where n  is the number of nodes and 
m  is the number of edges. 

4.2   Algorithm I for MEMD Multicast 

In this section, we present Algorithm I (see Fig. 2) for the MEMD multicast problem. 
This algorithm first calls the algorithm 2 ( )Imp AppMLST G  to obtain a 

2-approximation MLST of the network graph and then assigns time slots to all branch 
nodes based on the tree. 

Algorithm I assigns time slots to all branch nodes round by round, spreading from  
the  root.  AS   denotes  the  set of vertices that can be assigned time slots in a round and 

                            

1.    Call 2 ( ) to obtain a spanning tree  of ;

2.    : { };

3.    : 0;

4.      

5.        Find a maximum subset  of  randoml

Algorithm I ( , , )

 

while do

AppMLST G T G

AS r

TS

AS

S AS

G V E r

Imp

=

=

≠ ∅

=

y satisfying: the vertices of 

           can be assigned the same time slot without transmission interference;

6.        Assign each vertex of  time slot +1;

7.        ++;

8.        Update :  put 

S

S TS

TS

AS the children of each vertex of  in ;

9.    ;end while

S AS

 

Fig. 2. Algorithm I for MEMD Multicast 
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should be updated round by round, while S  denotes the vertices that can be assigned 
the same time slot without interference. TS  represents the time slot. Actually, the 
distance between two nodes can be used to judge whether they will incur transmission 
interference. For example, two nodes can transmit in the same time slot without 
interference if their distance is longer than double the largest transmission radius. Also, 
a more elaborate approach like ()Zone  in Formulation I can be used to avoid 

transmission interference. 
Due to the algorithm 2 ( )Imp AppMLST G , Algorithm I can greatly minimize the 

energy cost. However, the delay may not be minimized enough because MLST may not 
be very symmetrical and hence can not reuse time slots efficiently. The running time of 
the process of assigning time slots is 2( )nΘ , so Algorithm I is near linear with a 
running time of 2

(2 )n m+Θ . 

4.3   Algorithm II for MEMD Multicast 

According to the analysis in the section above, as Algorithm I considers the energy cost 
and the delay respectively, the latter object may not be optimized enough. To improve 
delay result, we offer a new approach in Algorithm II (see Fig. 3) for MEMD multicast, 
which assigns time slots in the generation process of the approximate MLST of the 
network graph. 

{ }

                              

1.    : { };

2.    : 0;

3.      

4.        : ;

5.        Select a vertex  from  with the largest remained degree;

6.        : ;

7.

Algorithm II ( , , )

while do

ES r

TS

ES

S

v ES

S S v

G V E r

=
=

≠ ∅
= ∅

= ∪

=

         's remained degree > 1  : 1;  : 0;

8.        Put other vertices of  in  randomly as many as possible satisfying:

           their remained degree is larger than  and they ca

if then elsev td td

ES S

td

= =

n be assigned the 

           same time slot with the vertices of  without transmission interference;

9.        Assign each vertex of  time slot +1;

10.      ++;

11.      Expand the vertices of  an

S

S TS

TS

S d expand their unexpanded neighbors as leaves;

12.      Update all vertices' remained degree information;

13.      Update :  put the children of each vertex of  in ;

14.  ;end while

ES S ES

 

Fig. 3. Algorithm II for MEMD multicast 



 Multicast Routing with Minimum Energy Cost and Minimum Delay 1165 

In Algorithm II, ES  denotes the set of expanding vertices. Other symbols remain 
the same meanings in Algorithm I. Line 5 ensures that the current tree can be expanded 
even if all leaves’ remained degree are only 1, so Algorithm II can expand all vertices 
and get a spanning tree of G . Lines 7 and 8 are intent on generating a subset S  of ES  
with vertices as many as possible satisfying that all the vertices of S  can be assigned 
the same time slot without transmission interference. 

Unfortunately, in worst cases when the sensors are sparse, the spanning tree 
generated by Algorithm II is not a 2-approximation MLST of G , because this algorithm 
can not guarantee that the result tree is leafy. However, in general cases, especially in 
dense wireless sensor networks, the total number of branch nodes of the tree should be 
close to the result of Algorithm I. Moreover, this algorithm can obtain a better result on 
delay because it considers this object more elaborately. Simulation results in the next 
section confirm this analysis. This algorithm is no more complex than Algorithm I even 
in worst cases. The running time required by this algorithm is 2( )n mΘ + . 

5   Simulation Results 

We propose a wireless sensor network with 200 sensors distributed randomly in a 
variable square place. The longest transmission radius is 120m. A direct 
communication link between two nodes is established if their distance is shorter than 
120m. The link obstacle rate is set to one percent. Moreover, two nodes can transmit in 
the same time slot without interference if their distance is longer than 2*120m, with a 
more precise threshold 3 *120m for the root’s neighbors. 

Fig. 4. A sample solution obtained by 
Algorithm II 

 

Fig. 5. Simulation results (Original 2-AA 
denotes the original 2-approximation algorithm 
for MLST) 

A solution example obtained by Algorithm II is shown in Fig. 4. The total number of 
branch nodes is 24 and only 8 time slots are required. From this example, we have a 
vivid impression that the energy cost is low and the time slots are reused efficient. Next, 
the average results will be shown for the algorithms in the sections above. 
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By the way, if TDMA is proposed as the access control scheme, each branch node of 
the multicast tree is assigned a dedicated time slot, and hence both minimum energy 
cost and minimum delay can be measured by the total number of branch nodes. So the 
MEMD multicast based on TDMA is also the MLST problem. We implement the 
original 2-approximation algorithm for the MLST problem here as a solution for this 
multicast problem. We run the original 2-approximation algorithm, Algorithm I and 
Algorithm II for networks in different sizes, each of which consists of 1000 random 
topologies. The average results are shown in Fig. 5. 

From the simulation results, we first notice that Algorithm I and Algorithm II work 
remarkably better than the original 2-approximation algorithm on both energy cost and 
delay results. Secondly, STDMA outperforms TDMA remarkably, especially when the 
sensors density is low. Thirdly, these results affirm that our 2-approximation algorithm 
for MLST, used in Algorithm I, is more efficient than the original one. Moreover, 
Algorithm I outperforms Algorithm II on energy cost while Algorithm II outperforms 
Algorithm I on delay. Finally, as mentioned in Section 4.3, the tree obtained by 
Algorithm II is not a 2-approxiamte MLST in worst cases, however, the average result 
is close to Algorithm I’s and remarkably better than the result of the original 
2-approximation algorithm. These results affirm our analysis in the sections above. 

6   Conclusion and Future Work 

In this paper, we have studied the problem of multicast routing with minimum energy 
cost and minimum delay in wireless sensor networks under STDMA. Firstly, we 
formulate and explore both MEMD multicast and ME multicast, and show that the 
latter is just the MLST problem which is NP-complete. Then a more efficient 
2-approximation algorithm is proposed for the MLST problem through improving a 
known one. Based on this algorithm, we obtain a near linear approximation algorithm 
for the MEMD multicast problem. To further improve the delay result, we also propose 
another near linear approximation algorithm with a different method for our main 
problem. Simulation results show that both algorithms have good performance. 

In the future, we plan to further study the resource allocation on multicast tree under 
STDMA and develop a distributed implementation for our multicast schemes. We also 
plan to consider the multicast problems in mobile wireless sensor networks and Ad Hoc 
networks. 
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Appendix: The Original 2-Approximation Algorithm for MLST 

Let ( , )G V E=  be an undirected connected graph. The algorithm first builds a forest F  
by using a sequence of expansion rules, to be defined shortly. Then the trees in F  are 
linked together to form a spanning tree T . Every tree iT  of F  is built by first choosing 
a vertex of degree at least 3 as its root. Then the expansion rules described in Fig. 1 are 
used to grow the tree. If a leaf x  has at least two neighbors not in iT  then the rule 
shown in Fig. 1(b) is used which places all neighbors of x  not belonging to iT  as its 
children. On the other hand, if x  has only one neighbor y  that does not belong to iT  
and at least two neighbors of y  are not in iT , then the rule shown in Fig. 1(a) is used. 
This rule puts y  as the only child of x  and all the neighbors of y  not in iT  are made 
children of y . A tree iT  is grown until none of its leaves can be expanded. 
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Fig. 1. Expansion rules 

 

Fig. 2. The rule of priority 1 

The expansion rules are assigned priorities as follows. The rule shown in Fig. 2, 
namely a leaf x  has a single neighbor y  not in F  and y  has exactly two neighbors 
outside F , has priority 1. All other expansion rules have priority 2. When building a 
tree iT F∈ , if two different leaves of iT  can be expanded, the leaf that can be expanded 
with the highest priority rule is expanded first. If two leaves can be expanded with rules 
of the same priority, then one is arbitrarily chosen for expansion. The full algorithm is 
shown in Fig. 3. 
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  end while
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∪

 

Fig. 3. The original 2-approxiamtion algorithm for MLST 
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Abstract. In wireless channel environments, location estimation error is inevi-
table when we use the ROA(Received signal strength Of Arrival) for location 
estimation. Because of multi-path fading and shadowing the received signal 
strength can not be obtained appropriately in wireless channel. Especially in 
NLOS(Non-Line Of Sight) environments, the location estimation error is in-
creased significantly. Therefore, it is required to consider the wireless channel 
to reduce the estimation error. In this paper, we propose a new location estima-
tion scheme to work precisely in NLOS environments. Reference nodes more 
than three are used to broadcast their location information continuously and 
each sensor node sorts the average received signal strength considering shadow-
ing characteristics. We use the residual weighting algorithm[1] for ROA loca-
tion estimation to obtain higher accuracy. As a result, we can obtain accurate 
location estimation only using location estimation scheme without any special 
device for location awareness. 

1   Introduction 

Recent growth of interest in pervasive computing and location aware system provides 
a strong motivation to develop the techniques for estimating the location of devices in 
both outdoor and indoor environments. There have been many approaches to solve 
this problem[2]. TOA(Time Of Arrival), TDOA(Time Of Difference Arrival), and 
ROA(Received signal strength Of Arrival) are location aware methods which calcu-
late the relative distance between reference nodes and a sensor node.  

TOA uses the time of received signals from the reference nodes to calculate distance. 
This method requires accurate time synchronization among all of sensor nodes and 
reference nodes. In case of TDOA, synchronized reference nodes receive signals from a 
sensor node and calculate time differences between times on which each reference node 
received signals from the sensor node. However, these methods are hard to be applied to 
wireless sensor networks since the time or time difference accuracy and synchronization 
are very sensitive to wireless channel especially in picocell environments.  

Existing location aware method based on wireless sensor networks are Centroid[3], 
APIT[4], and  DV-Hop/DV-Distance[5]. Centroid assumes that all signals from refer-
ence nodes have the same transmission range and the reference nodes are arranged 
regularly. So the regular arrangement of reference nodes makes radio transmission 
range overlapped. And each sensor node recognizes overlapped area as the location of 
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sensor node. Although this scheme makes location estimate easy it is difficult to esti-
mate an exact location of a sensor node.  

In APIT(Approximate Point In Triangle)[4], reference nodes send location infor-
mation periodically and each sensor node makes triangles based on the received loca-
tion information of reference nodes. In this process, a sensor node confirms whether 
its own location is inside of triangles using received signal strength. And the sensor 
node recognizes overlapped area of triangles as the location of the sensor node. The 
defect of APIT is that the precision of location estimate is low and needs a lot of ref-
erence nodes because APIT uses self developed method to estimate location. In DV-
Hop/DV-Distance[5], reference nodes transmit their location information periodically 
and calculate average hop distances using received location information from other 
reference nodes. And they send the information of average hop distances to neighbor 
sensor nodes. Sensor nodes which receive this information calculate distance between 
reference nodes and aware their location. In DV-Distance, instead of transmitting 
average hop distances, they use signal strength between hops to calculate the dis-
tances between reference nodes. However, the location aware method used in DV-
Hop/DV-Distance cannot guarantee accurate location aware.  

In this paper we use an ROA method to obtain location awareness adopting the re-
sidual weighting algorithm[1] to reduce location estimation error. Besides reference 
nodes repeat broadcasting their location information and a sensor node categorizes 
average received signal strength(RSS) according to shadowing property to estimate 
accurate location awareness. In this method, we assume that signal power loss accord-
ing to fast fading can be overcame through averaging of received signals. To estimate 
location a sensor node saves the received signal strengths from each reference nodes 
more than three. And the sensor node sorts the received signal strength from each 
reference node to the sensor node based on shadowing characteristics. And then the 
sensor node calculates the average distance between the reference nodes and the sen-
sor node used by received signal strength which less effecting shadow. After doing 
range measurement the sensor node estimates its own location using the residual 
weighting algorithm[1]. 

The organization of this paper is as follows. In section 2, we explain the residual 
weighting algorithm using ROA for location estimation. Then simulation environ-
ments and simulation results are respectively investigated in section 3 and 4. Some 
conclusions are presented in section 5.  

2   Residual Weighting Algorithm Using ROA 

2.1   Range Measurement Scheme Using ROA 

The observation space shown in Fig. 1 is a set of range measurements, and the pa-
rameters that need to estimate location are the geographical coordinates of the sensor 
node. We assume the random variation of RSS is a log normal Gaussian random vari-
able due to shadowing effect. Thus we can describe that RSS in dB is distributed with 

),0( 2σσ NX
S

=  of zero mean and 2σ  variance like Fig. 2. In Fig. 2 each point means 

an averaged signal strength received from one of reference nodes to the sensor node. 
When a sensor node estimates an average signal strength from one of reference node 
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to the sensor node the sensor node uses the averaged signal strength which is less 
effecting shadow based on log normal Gaussian distribution and discards the remnant 
of  the averaged received signal strength aren’t used to estimate  average signal 
strength. So we can define the ratio of averaged received signal strength samples the 
sensor node uses to estimate average signal strength. If the number of the averaged 
received signal strength samples the sensor node saves from one of reference nodes is 
100 and the number of averaged received signal strength samples the sensor node uses 
to estimate average signal strength is 60 based on log normal Gaussian distribution 
the ratio of averaged received signal strength samples the sensor node uses to estimate 
average signal strength is 0.6.   

In Fig. 1 the reference nodes(R1~R4) are repeatedly broadcasting data involving its 
own location information to the sensor node(X). After receiving the signals from each 
reference node the sensor node sorts the received signal strengths based on shadowing 
characteristics like Fig. 2 and estimates the average received signal strength used by 
received signal which is less effecting shadow. And then the sensor node calculates 
average distances( 41 ~ dd  in Fig.1) from each reference node to the sensor node 

through average received signal strength.   

1d 4d

2d 3d

1R 4R

3R2R

X

 

Fig. 1. Referenced Network Topology. Ri : Reference node i, X: Sensor node. 

Average received 
signal strength  

Discarded DiscardedUsed in Average distance 

Average received 
signal strength  

Discarded DiscardedUsed in Average distance 

: Rss from Ri to X: Rss from Ri to X

 

Fig. 2. Distribution of received signal strength 



1172 Y.K. Lee, E.H. Kwon, and J.S. Lim 

2.2   Residual Weighting Algorithm Using ROA  

The residual weighting algorithm[1] was developed to protect location estimate from 
NLOS error corruption using TOA in the CDMA system. In this paper we use the 
algorithm to decrease ranging error when a sensor node does a self-location estima-
tion using ROA in shadowing fading channels. 

After range measurements using ROA the sensor node of X in Fig. 1 determines the 
location using LS(Least Square) estimator. That is  

∈

−−=
N

Si
ii dRXX 2)|(|minargˆ                                       (1) 

where 
|| iRX −  : distance between vectors x and Ri 

X  : [x,y]T, sensor node position in the Cartesian coordinate 
Ri   : [XRi, YRi ]

T, reference node position in the Cartesian coordinate  
di    : the range measurement from the sensor node to the i-th reference node, si ∈  
N  : the number of reference nodes 
S  : the reference node index set  

In (1) )|(| idiRX −−  is called the i-th residual for the sensor node X. And the range 

measurement of di is not accurate due to the blocking of the direct path in shadow 
fading channel.  

Equation (1) implies that the LS location estimator, X̂ , is an estimate which  
minimizes the sum of the residual squares over the data set, so )|(| idiRX −− can 

define the residual of the i-th estimated location given by 

     
∈

−−=
Si

iies dRXSXR 2)|ˆ(|);ˆ( .                                      (2) 

Thus, (1) could be rewritten as 

     );(minargˆ SXRX es=                                                 (3) 

The LS location estimator, X̂ , is an estimate which minimizes );( SXesR . So that is  

);(min);ˆ( SXesR
X

SXesR = .                                           (4) 

Equation (4) states that a good estimate is the one with minimum residual. When the 
sensor node does range measurement using ROA, ranging error is always occurred 

due to shadowing fading channel. So residual );ˆ( SXesR  would not be zero. In the 

paper we can use a residual );ˆ( SXesR as the quality indicator of its estimate, X̂ . 

To determine two dimensional location of the sensor node the minimum number of 
measurements based on ROA is required no less than three. The reference node index 
set(S) means the group doing range measurement in various ways subject to the con-
straint with equation (5). For example if the number of reference nodes is M = 4 
(R1~R4) there are 5 eligible range measurement combinations.  
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1. Select 4 out of 4 :  
4

4
= 1 combination 

2.  Select 3 out of 4 : 
3

4
= 4 combinations 

 
                                                                       (5)                

 

Therefore there are 5 different range measurement combinations. Applying LS esti-
mator on these combinations using equation (1), we can obtain 5 sensor node esti-

mates, X̂ , which are denoted  as intermediate location estimates. 

To use );ˆ( SXRes  as the quality indicator of its estimates, X̂ , it needs to match the 

numbers of  range measurements in the groups. So the normalized );ˆ( SXRes  is de-

fined as );ˆ(
~

SXRes  given in (6) to remove the dependence on the size of the group. 

       
m

SXR
SXR es

es
);ˆ(

);ˆ(
~ =                                                (6) 

where m is the size of S. If X̂ is obtained by using four reference node in equation (1) 
the value of m is four and by using three reference node in equation (1) the value of 
m is three. 

Finally, the location of sensor node of X is obtained through equation (7) as the 

weighted linear combination of the intermediate estimates, NX ..1
ˆ  with its 

);ˆ(
~

..1 SXR Nes . The weight is inversely proportional to );ˆ(
~

SXRes  of the estimate. It 

means that we can decrease ranging error generated by shadow fading as we could 
rely more on the estimates derived from those groups which estimates used by signal 
strengths impacted less effecting shadow. 

=
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3   Simulation Environments  

To generate RSS samples as a function of distance the path loss model with the log-
normal shadowing effects is used[7]: 

S
X

d

d
dPL σ++= )(log2130)(

0
10                                     (8) 

=

=
M

i
i

M
N

3
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where )(dPL is the path loss for the distance between reference nodes and the sensor 

node. To consider indoor environment in the simulation we assumed that the value of 
d0 is 1m, the path loss exponent (η ) is 2.1 and path loss for a reference distance is 30. 

And the transmit power (PT) of reference nodes is fixed as 10dBm. The random varia-
tion of RSS in dB is expressed as a Gaussian random variable of zero mean and vari-

ance of 2σ . In order to generate shadowing effects the value of standard deviation is 
used 7dB in LOS condition and 9.7dB in NLOS condition.  

To generate NLOS measurements NLOS errors are inserted to range measurements 
in addition to the measurement errors. In this simulation the exponential distribution 
with mean 1.5dB ~2dB as NLOS error model is used. All powers are expressed in 
dBm and all distances in meters.  

The system model for simulation is Fig. 1. We evaluated the performance of the re-
sidual weighting algorithm using ROA in wireless sensor networks when received 
signals impacted less shadow effects are used. Four reference nodes are broadcasting 
their location information repeatedly. And a sensor node classifies received signal 
strengths based on shadowing characteristics and calculates the distances from each 
reference node to the sensor node using average received signal strength which is 
obtained by received signal strengths impacted less shadow effects. And the number 
of samples which a reference node is broadcasting are 20 ~ 100.  

The performance of residual weighting algorithm(Rwgh) using ROA was com-
pared with that of LS estimator(LSE) which is obtained the location of sensor node by 
only equation (1) using the distances through ROA from each  reference node to sen-
sor node. Table 1 is the simulation parameters and ranges for the performance evalua-
tion and ranges.  

We used the MATLAB as simulator and the performance criteria of the algorithms 
as the root mean square error(RMSE) given by  

1

... 2
2

2
1

2

−
++=

n

eee
RMSE

n
                                            (9) 

where n is the number of trials estimating the location of the sensor node and 
n

e ...1
 is 

the location error as Euclidean distances between the location estimate and the actual 
location of the unknown sensor node.  

Table 1. Typical values and ranges of simulation parameters 

Parameters Typical Value Typical Range 

PT 10dBm NA 
PL(d0) 30dB NA 

η  2.1 NA 

Sσ (LOS) 7dB  (indoor) 2-14 [7] 

Sσ (NLOS) 9.7dB(indoor) 2-14 [7] 

Dimension 25m *25m {50,40,30,20} 
Node 

placement 
Random NA 
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4   Simulation Results  

Fig. 3 shows the RMSE according to different dimensions where transmit power is 
10dBm, the number of samples which reference nodes is broadcasting is 100, the 
values of  standard deviation are 7dB in LOS condition and 9.7dB in NLOS condition 
for shadowing effects, and the value of mean of NLOS error model is 2dB. The ratio 
of averaged received signal strength samples the sensor node uses to estimate average 
signal strength is 0.6. 

The results show that the value of RMSE is strongly affected by the increase of di-
mensions due to using ROA to calculate range measurement. In 25m*25m the value 
of RMSE can be maintained below 2m in Rwgh algorithm regardless of LOS and 
NLOS conditions. It should note that the accurate location estimation can be obtained 
by ROA in wireless sensor networks. 

And in 40m*40m it shows that LOS_Rwgh algorithm is more stable than 
LOS_LSE because the value of RMSE doesn't exceed 2.5m in LOS_Rwgh algorithm 
although received signal strength is week against dimension. 

 

Fig. 3. RMSE according to increase of dimensions 

Fig. 4 shows the RMSE for shadowing effects with the different values of standard 
deviations {2, 4, 6, 8, 10, 12, 14} where transmit power of reference node is 10dBm, 
the dimension is 25m*25m, the number of samples which reference nodes is broad-
casting is 100, the ratio of averaged received signal strength samples the sensor node 
uses to estimate average signal strength is 0.6 and the value of mean of NLOS error 
model is 1.5dB.  

The results show that the value of RMSE doesn't exceed about 2m with changes of 
the value of standard deviation in Rwgh. So it means that we can get accurate location 
estimation in LOS condition and NLOS condition using ROA.  
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Fig. 4. RMSE according to changes of standard deviations 

 

Fig. 5. RMSE for different number of samples  

Fig. 5 shows the RMSE for different number of samples. Each RSS sample is gen-
erated every packet. In the simulation the dimension is 25*25 and the ratio of aver-
aged received signal strength samples the sensor node uses to estimate average signal 
strength is 0.8. 

The results show that LOS_Rwgh is more stable than LOS_LSE because the slope 
of graph in LOS_Rwgh changes slowly. When the number of samples which refer-
ence nodes is broadcasting are less than 60 the values of RMSE in NLOS_Rwgh 
increase almost 4m. 
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5   Conclusions 

In this paper we proposed a self location estimation scheme using ROA for wireless 
sensor networks. We can observe through the simulation results that the accurate 
location estimation can be obtained in LOS/NLOS condition in wireless sensor net-
works (not exceeding 2.5m at dimension of 25m*25m). And it is possible to get accu-
rate location estimation only using location estimation scheme without any special 
device for location awareness. But lots of RSS samples are required and the reference 
nodes should broadcast repeatedly to get more accurate location estimation.  

As the future work we are developing a mean value estimation of RSS to obtain 
high accurate location estimation and an MAC protocol suitable for transmitting loca-
tion information efficiently. 
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Abstract. In this paper, we propose an energy-efficient target localization 
scheme (TLS) based on a prediction model that can reveal the most likely zone 
the target will be in, and also a corresponding two-step communication protocol 
between base station (BS) and sensors. BS uses a query mechanism to determine 
which sensors should be used for detailed information according to a limited 
amount of data received from the sensors. This scheme reduces both energy 
consumption and communication bandwidth requirement, prolongs the lifetime 
of the wireless sensor networks. Simulation results indicate that it can achieve a 
high accuracy while saving a large amount of energy. 

Keywords: wireless sensor networks, energy-efficient, prediction model, TLS. 

1   Introduction 

Many sensor networks need to handle physical entities that move in the environment 
(e.g. habitat monitoring [1] and intruder tracking [2]). Only sensors close to the target 
should participate in the aggregation of data associated with that target, since activating 
distant sensor nodes wastes precious energy without improving sensing fidelity. In 
recent research, a reliable mobicast method has been proposed to solve this kind of 
problem in literature [3] and achieved comparatively good results. Since energy 
management in the localization event is crucial for battery-driven sensor nodes where 
are severely energy constrained, here we focus on reducing energy consumption in 
wireless sensor networks for target localization.  

In general, a sensor network has an almost constant rate of energy consumption if no 
target activities are detected in the sensor field. The minimization of energy consumption 
for an active sensor network with target activities is more complicated since target 
detection involves collaborative sensing and communication with different sensors. 
                                                           
∗ This paper is supported by the National Natural Science Foundation of China under Grant No. 

60241004, the National Grand Fundamental Research 973 Program of China under Grant No. 
2003CB314801  and the State Key Laboratory of Networking and Switching Technology. 
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Though many literatures [4] [7] [8] [9] [11] have already introduced different methods to 
save energy during tracking procedure, without prediction knowledge of the target, most 
of energy consumed in the localization event still has been wasted in keeping too many 
sensors in the sensing state while actually only a few sensors will be enough. 

To continuously monitor a mobile entity, a sensor network must maintain an active 
group that moves at the same velocity as the entity. This energy-efficient operation 
requires a prediction model to make conjectures about future target positions. Here in 
this paper, an energy-efficient target localization scheme (TLS) based on a prediction 
model has been posted. Since estimating the accurate future positions is almost 
impossible, the prediction model uses previous target position information to reveal the 
most likely zone (We call this zone as an awaken zone (AZ)) target will be in at the next 
moment, and then BS sends commands to wake up enough sensors inside AZ to track 
the target. We will show how to calculate AZ at time i and prove that there will always 
be some sensors in AZ that can detect the target under some assumptions. To the 
maximum of my knowledge, no previous work has been done on the exact prediction 
model of saving energy. 

Two distinct improving results have been obtained:        

This scheme reduces averagely 80% energy consumption during the track 
procedure as the simulation shows.
Analysis on TLS indicates that the requirement of communication bandwidth can 
also be reduced since the packets generated in the communication protocol are all 
kept very small. 

In the past few years, a number of detecting and tracking methods have been 
proposed [4] [5] [6] [7] [8] [9] [10] [11] [12]. Those literatures focus either on how to 
reduce energy consumption or on how to localize a target more accurately. 

Yi Zou and Krishnendu Chakrabarty have proposed an energy-aware target 
detection and localization strategy for cluster-based wireless networks in [4]. This 
strategy is based on a posteriori algorithm with a two-step communication protocol 
between cluster head and the sensor within the cluster. It uses a detection probability 
table which contains entries for all possible detection reports from those sensors that 
can detect a target at grid points to find out the target’s max-probability position. In [7], 
T.Clouqueur and his copartners have discussed sensor deployment for collaborative 
target detection where path exposure is used as a measure of the effectiveness of the 
sensor deployment. Richard R. Brooks and his copartner have proposed a formulation 
which is anchored on location-aware data routing to conserve system resources, such as 
energy and bandwidth [9]. Literature [12] models the problem of a sensor network 
tracking a moving target as a Markov model of mobility, that is, the position of the 
target at time i depends only on its position at time i-1.  

Range-based protocols use absolute point-to-point distance or angle information to 
calculate location between neighboring sensors. Common techniques for 
distance/angle estimation include Time of Arrival (TOA) [14], Time Difference of 
Arrival (TDOA) [13], Angle of Arrival (AOA) [15], and Received Signal Strength 
(RSS) [13]. Those protocols all can work well in our scheme. 
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Considering that sensor density inside some AZ may be too high, we only need to 
wake up enough sensors in AZ instead of all sensors. Here we use the ASCENT method 
proposed in [16].  

The reminder of the paper is organized as follows. Section 2 introduces system 
model and a few consumptions. Section 3 describes details about TLS. Section 4 shows 
energy consumption analysis. In section 5, we present simulation results and our 
practical considerations. Section 6 concludes the paper and outlines directions for 
future work. 

2   System Model and Assumptions 

In this section, we will introduce several assumptions in part A. In part B, a prediction 
model is described, and an exact definition of AZ is given with the existence of sensors 
inside that will detect the target in the future moment proven.  

A. Assumptions 
For a simple analysis, we make the following assumptions in this paper: 

All sensors remain stationary after deployment phase.  
Sensors are able to communicate with BS, while BS has the exact deployment 
information. 

•  BS is much more powerful in computation capability than sensors. BS is 
responsible for all calculation, while sensors are functioning mainly as data 
collecting devices.    

•  Considering a wireless sensor network with N sensors deployed averagely in dual 
space, we regard it reasonable to assume that there are k sensors 

per 2

srπ ( 1, )k k Z +≥ ∈ ( sr  represents the detection range of sensors). 

B. Prediction Model 
In this part, we introduce the prediction model for target localization. A key 
contribution of this model is that it supplies BS with the information of an area where 
the target will be at the next moment. If the speed of a target moving in a wireless 
sensor network is lower than a threshold (We will show that the threshold in actual 
applications can be set high enough in Section 6), we can prove that there is at least one 
sensor inside that area which can detect the target. 

To predict the target’s position at time i, we should use the previous position 
information for target trace is always continuous in an actual environment.  

Definition 1. I
v

, I
v

 is the target trace. 
0 0 0

( ( , ), ....., ( , ).....)
i i i

I I x y I x y=
v

,  

( , ) i 0i i iI x y ≥  represents the target’s position at time i.     

Given the target trace from time 0 to time i-1: 
0 0 0 1 1 1

( ( , ), ....., ( , ))
i i i

I I x y I x y− − −=
v

, we 

model target’s position at time ( 1)i i ≥  following a two-dimensional Gaussian 

distribution, which is centered at the prediction point ( , )pre i pre ix y− − . Namely, the 
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mean of the Gaussian distribution μ  equals ( , )pre i pre ix y− − , and the probability 

distribution function (PDF) for the target’s position at time i is the following: 
2 2

2

( ) ( )

2
2

1
( , )

2

x x y ypre i pre i

f x y e σ

πσ

− + −− −

=                    (1)

(Hereσ is the standard deviation). Without loss of generality, we assume that the 

standard deviation for all PDF is identical.  
The prediction point ( , )pre i pre ix y− −  represents the most possible position of the 

target at time i. It depends on the prior information of the target trace. Here we apply 
two different methods according to different situations in the practical applications.     

. Suppose the target walks along the line: 
1 1

( ) tan
i i

y y x x θ− −= + − , then we can 

define the prediction point as: ( tΔ is the time interval between time i-1 and i) 

          
1 1

1 2
1 1

1 2

cos

 
sin       ( i 2  arctan( )  )

pre i i i

i i
pre i i i

i i

x x V t

y y
y y V t

x x

θ

θ θ

− − −

− −
− − −

− −

= + Δ

−
= + Δ ≥ =

−

    (2) 

      1iV −  represents target’s instantaneous speed at time i-1: 

1 2
1

| |
  i 2i i

i

I I
V

t

− −
−

−
= ≥

Δ
         (3) 

. If we do not have much useful prior information of the target, which is common 
in actual environment, then the target position at time i-1 would be used as the 
prediction point  

1

1
   i 1

i

i

pre i

pre i

x x

y y

−

−

−

−

=

= ≥
             (4) 

Since it is difficult to estimate future target position accurately, here instead of 
predicting the target position at time i, we will predict an area large enough in which the 
target will be by using (1).  

According to (1), if the target trace 0 0 0 1 1 1( ( , ),....., ( , ))i i iI I x y I x y− − −=
v

is known, 

the probability that target will be in the round centered at prediction 

point ( , )pre i pre ix y− − with radius R that we can calculate using Theorem1 (introduced 

below) is greater than a given threshold (0 1)H H≤ ≤ . It means that we can calculate 

an area in which the target will be at time i with a probability greater than H .  

Theorem 1. Given a threshold (0 1)H H≤ ≤ , 1| | 2 ln
1

R
H

σ∃ ≥ − , the 

probability that target will be in the round centered at prediction 

point ( , )pre i pre ix y− − with radius R at time i is larger than H. 
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Proof: See Appendix A.  

We have mentioned before that BS would wake up enough sensors in an awaken 
zone (AZ) for future position detection, and an exact definition of AZ is given below:   

Definition 2. (Awaken Zone-i) Awaken Zone-i is a round centered at 

point ( , )pre i pre ix y− − with radius R= 12 ln
1 H

σ −
. BS sends command to wake up 

enough sensors inside AS-i to keep sensing target. (We will use AZ instead of AZ-i in 
the following context) 

Although the threshold H cannot be preset in the paper, we still suggest that in 
practical applications H should be larger than 90% to make sure enough sensors in AZ 
can detect the target.                                                  In the following part, we will approve 
the existence of at least one sensor in AZ we defined could detect the target at time i. 

Definition 3. 
H

V . 
H

V  is the maximum speed a target can have if it can be detected by 

sensors in AZ. max
H

l
V

t
= Δ

, where maxl  is the result of equations following: ( sr  

represents the detection range of sensors): 

2 2 2 2

1 1 1 2 2 2

2

s

2 2 2 2 2 2

-1

1 2

m ax m ax

m ax m ax

sin cos sin cos

1R = 2 ln   
1

S*k =1  
r

            ( )   =cos ( )  
2 2

s s

s s

s

S r r R R

H

r l R R l r

r l R l

θ θ θ θ θ θ

σ

π

θ θ

= − + −

−

+ − + −- 1=cos

 

Theorem 2. According to our pervious assumption: there are k sensors per 
2

srπ averagely. ( 1, )k k Z +≥ ∈ , if i HV V≤ , there will be at least one sensor inside 

Awakening Zone-i that can detect the target at time i.  

Proof: See Appendix A  

In this section, we have introduced our sensor nodes mode, prediction model and an 
exact definition of AZ has been given including how to calculate an AZ-i. We have also 
proven that the existence of at least one sensor inside the AZ-i can detect the target at 
time i under some assumptions which will be discussed in Section 6. 

3   Target Localization Scheme (TLS) 

First we will discuss the common flow about TLS in this section, and then we will show 
detailed information about data types used in the communication protocol in part A. 
Since we apply distributed algorithms in TLS, two different types of timer shown in 
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part B are needed in the protocol. To save precious energy, after gathering draw date 
from sensors that have detected the target at current time, TLS uses a query mechanism 
to determine which sensors should be queried for further information which will be 
described in part C.  

A. Data Types  
There are four different data types in our communication protocol.  

AWK: when a sensor node in idle state receives an AWK packet, it wakes up, sets up 
a KEEPALIVE timer and keeps sensing for a constant time tΔ . If it is already in 
sensing state, then the KEEPALIVE timer would be reset. An AWK packet is very 
small; actually, one bit will be enough. 

RPT: when a sensor node detects an object, it generates a RPT packet indicating rest 
energy it has and the distance between them then sends it to BS. 

QUY: BS sends a QUY packet to a sensor node, and waits for a DAT packet. A 
query message can also be encoded into a few bits. 

DAT: When a sensor node receives a QUY packet, it sends a DAT packet to BS. A 
DAT packet includes detailed information about the target. 

Since all the packets generated in our communication protocol are very small, in fact 
all the information can be encoded into only a few bits, TLS could reduce bandwidth 
requirement and the latency as well.  

B. KEEPALIVE Timer and WAIT Timer 
When a sensor in the idle state receives an AWK packet, it wakes up and set a 
KEEPALIVE timer. While the KEEPALIVE timer does not expire, it keeps sensing. 
But if a senor already in the sensing state receives an AWK packet, it would reset the 
timer and keep sensing. 

After BS receives a RPT message for time i, it sets a WAIT timer which indicates 
how long BS should wait for all RPT messages. When WAIT timer expires, BS 
executes Query Mechanism to query sensors for detailed information.  We can set 

3
4

tΔ as its value. 

C. BS Query Mechanism  

To save energy, we only need to query ( )qk i  sensors for detailed information at time i. 

When BS receives a REQ packet, if it is the first time to receive a detection report for 
time i, BS sets a WAIT timer. After the WAIT timer expires, BS considers that all 
sensor nodes that detect the target at time slot tΔ  between time i-1 and time i have been 
reported. Then it uses Query Mechanism to select sensors to query. 

Suppose there are ( ) ( ( ) ( ))qk i k i k i≥  sensors which have sent 

RPT , rd E< > packets to BS at time i (d represents the distance between the senor 

and the target
r

E represents rest energy of the sensor, 
s

r represents the sensing range). 

We build the following equation: 
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                 (1 )       0 1r

s

E d
F

E r
α α α= + − ≤ ≤               (5) 

BS must query sensor nodes that have larger F for further detailed information. 
Obviously, to save precious energy, we must query the sensor nodes which have the 
most rest energy. But if we want to achieve a higher accuracy, we should query the 
sensor nodes which have a nearer distance to the target. So we build this equation 
considering both the energy and accuracy to decide which sensors to query. 

In this section, we have described detailed information about our scheme, and in 
Section 5, we will discuss the advantages of TLS in energy consumption. 

4   Energy Consumption Analysis 

In this section, to show TLS`s impact on energy consumption, we will compare energy 
consumption between two different tracking schemes: Tracking an object in WSN 
without TLS and with TLS. A simplified sensor energy consumption model is used 
here as a metric for evaluating energy consumption. Suppose a sensor has three basic 
energy consumption types sensing, active, idle and these power values are 

s
ϕ ,

a
ϕ ,

i
ϕ .  

Definition 4. rT if some sensor node detects the target it needs to send a RPT packet 

, rd E< >  to BS, rT  represents the time needed to transfer this peculiar packet. Since 

usually the length of this packet is constant, we assume that rT  is a constant value  

Definition 5. sT if some sensor node has received a QUY packet from BS, it needs to 

send BS a DAT packet. We define sT  as the time the sensor used to receive this QUY 

packet plus the time it needs to transfer a DAT packet to BS. It is also reasonable to 

assume sT  as a constant value. 

A. Energy Consumption Analysis for Tracking an Object in WSN Without TLS 
Without available prediction information, we must keep all sensor nodes in sensing 
state to make sure the target can be detected. Assume there are ( )k i sensors that can 

detect the target at time i, but only ( )( ( ) ( ))q qk i k i k i≤  sensors would be queried by BS 

for detailed information. 
In time slot tΔ  between time i-1 and i: 

  Number of sensors in sensing state  N 

  Number of sensors that need to generate RPT packets ( )k i  

  Number of sensors that need to generate DAT packets: ( )qk i  

 We evaluate the energy consumption as following  



 Energy-Efficient Target Localization Based on a Prediction Model 1185 

     ( ) ( )                   
i s q a s a r

E N t k i T k i Tϕ ϕ ϕ= Δ + +              (6) 

0

endt

i
i

E E
=

=                              (7) 

B. Energy Consumption Analysis for Tracking an Object in WSN with TLS 
In time slot tΔ  between time i-1 and i, considering that there are 

`( ) ( `( ) ( ))k i k i k i≤ sensors that can detect the target, but only ( )( ( ) ( ))q qk i k i k i≤  

sensors would be queried by BS for detailed information.  

  Number of sensors in the sensing state: 2 1
( ) ln

1s

k
r H

σ
−

 

  Number of sensors that detect the target: `( )     ( `( ) ( ))k i k i k i≤  

  Number of sensors that need to generate DAT packets: ( )qk i  

  Number of sensors in the idle state: 2 1
( ) ln

1s

N k
r H

σ
−

−
 

Energy consumption using TLS can be expressed as 
2 21 1

` ( ) ln ( ) `( ) ( ( ) ln )
1 1

i s q a s a r i

s s

E k t k i T k i T N k t
r H r H

σ σ
ϕ ϕ ϕ ϕ= Δ + + + − Δ

− −
  

0

 ̀           
endt

i
i

E E
=

=                   (8) 

Therefore, the difference consumption `i i iE E EΔ = −  can be expressed as:  

2 2

2

1 1
( ( ) ln ) ( ( ) `( )) ( ( ) ln )

1 1

1
      ( ( ) ln )( ) ( ( ) `( ))

1

i s a r i

s s

s i a r

s

E N k t k i k i T N k t
r H r H

N k t k i k i T
r H

σ σ
ϕ ϕ ϕ

σ ϕ ϕ ϕ

Δ = − Δ + − − − Δ
− −

= − − Δ + −
−

0

endt

i
i

E E
=

Δ = Δ              (9) 

Since & ( ) `( )s i k i k iϕ ϕ ≥p (Because AZ is a part of the sensor field), we can 

see that the energy consumption is greatly reduced with the passage of time.  
The comparison between tracking flows with TLS and without TLS has been shown 

in this section. We can see that the energy consumption is greatly reduced through 
equation (9) if using TLS. In the next section, we will show simulation results and 
practical consideration. 

5   Simulation and Practical Consideration 

We present results for a case study carried out using MatLab6.1 and C++ in this section. 
The simulation is done on a 100m by 100m field grid with 20 sensors randomly placed 
in the sensor field.  
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The parameters of the prediction models are 10, 0.3 , 90%t s Hσ = Δ = = , 

15
s

mr = . We choose the energy consumption model parameters as 

400 / , 100 /   1000 / ,
a i s

nj s nj s and nj sϕ ϕ ϕ= = =  we have no physical data available 

for 
r

T and
s

T ; however, their values do not affect the target localization procedure, 

therefore we only need to set them manually to satisfy the relationship r sT Tp . In this 

case, rT =10ms, sT =100ms.  

The layout of the sensor field is given in Fig 2, with a target trace randomly 
generated in the sensor field. The target travels from the position (0, 0). We assume the 
target locations are updated at discrete time instants in unit of seconds, and the 
granularity of the time is long enough for sampling by two neighboring locations in the 

target trace with negligible errors. For simplicity, we have evaluated TLS for ( ) 1qk i = . 

Fig 3 presents the instantaneous energy saving in percentage, and Fig 4 presents the 
energy consumption for the case study as the target moves along its trace in the sensor 
field. From Fig 3 and Fig 4, we note that a large amount of energy is saved during target 
localization. Averagely 80% energy could be saved if TLS has been used. 
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Fig. 1. Sensor Field with Target Trace        Fig. 2. Instantaneous Energy Saving in percentage 
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Fig. 3. Energy Consumption Comparison             Fig. 4. Prediction Model Analysis 

Fig 5 shows how our prediction model works: there are four sensors needed to be 
woken up inside the dashed round that presents the AZ-19, while actually three of them 
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which are in the smaller round can detect the target at time 19. In our simulations, the 
prediction model has worked efficiently. (Here we use (4) to generate prediction points).  

Practical consideration: In actual environment, according to our definition 3, we 

know that HV  follows: 

      H

sR rR
V

t t

+
< <

Δ Δ
         (10) 

Let us use some reasonable, common data to check 
H

V `s lower limit and upper limit, 

e.g H 0.9 

    

10 21 , 0.3 , 40

          70 / 200 /

          252 / 720 /

s

H

H

R m t s r m

m s V m s

km h V km h

σ = = Δ = =

< <

< <

  

We can see that 
H

V  is large enough for the target we track in the actual applications.   

The standard deviation σ in (1) can be gained using transcendental information 
about the target in actual applications, and we believe thatσ is proportion to

H
V .  

The simulation results shown in this section indicate that TLS runs smoothly in the 
tracking procedure while reducing energy consumption by 80%.  

6���Conclusion and Future Work 

In this paper we bring forward an energy-efficient target localization scheme named 
TLS based on a prediction model for wireless sensor networks. The TLS make use of 
previous target position information and PDF knowledge of the target’s trace to reveal 
which area the target will be in at the next moment, then a limited amount of sleeping 
sensors inside that area will be woke up to keep alert. We also propose a corresponding 
two-step communication protocol between sensors and BS. The analysis shows that 
TLS can effectively reduce energy consumption as the simulation results indicate. 
Since packets transferred in the procedure are kept very small, TLS decreases the 
latency for target localization as well.  

In our future work, we will focus on improving the accuracy of the TLS. If the track 
knowledge mode we use cannot accurately model the actual track, there will be extra 
errors in the localization. We will study the properties of this kind of errors in our future 
work and try to propose an error-smooth method.  
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Appendix 

A. Proof of Theorem 1 and 2 

Theorem 1. Given a threshold (0 1)H H≤ ≤ , 1| | 2 ln
1

R
H

σ∃ ≥ − , the probability 

that target will be in the round centered at prediction point ( , )pre i pre ix y− − with radius R 

at time i is greater than H. 
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Proof: Assume that ( , )P x y is the probability that the target will be in the round 

centered at prediction point ( , )pre i pre ix y− − with radius R at time i, according to (1): 

( , ) ( , )P x y f x y dxdy
≤

=
2 2 2

pr e- i pr e- ix- x y- y ) R

. Given a threshold (0 1)H H≤ ≤ , if 

( , )P x y H≥ , which means that: ( , )   f x y dxdy H
≤

≥
2 2 2

pr e- i pr e- ix- x y- y ) R

, let 
σ
pr e- ix- x
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Theorem 2. According to our pervious assumption: there are k sensors per 
2

s
rπ averagely. ( 1, )k k Z +≥ ∈ , if 

i H
V V≤ , there will be at least one sensor inside 

Awakening Zone-i that can detect target at time i. 

Proof: According to Figure 2, if there is a sensor that can detect the target, it is inside 
the shadow S:          
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Fig. 1. An Example of AZ and the Target 

Since there are k sensors per 2

s
rπ  averagely, it is easy to know: 

2
* 1

s

S k
rπ

≥ . 

According to Definition 3, 
H

V  is the result of equation (6) when
2

* 1
s

S k
rπ

= . So if 

   i HV V≤ ,
2

* 1
s

S k
rπ

≥ which means that at least one sensor can detects the target.  
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B. Explanations of Variables in Paper 

Table 1. Explanations of variables appeared in the paper 

( , )
i i i

I x y  Target’s 
position we 
detect at time i. 

sr  Detection range of 
sensors 

k Density of 
WSN aϕ  Power value of a 

sensor in active state 

sϕ  Power value of 
a sensor in 
sensing state 

iϕ  Power value of a 
sensor in idle state 

( , )pre i pre ix y− −  Prediction 
position of the 
target at time i 

1iV −  target’s instantaneous 
speed at time i-1: 

σ  The standard 
deviation  

(0 1)H H≤ ≤  threshold 

1| | 2 ln
1

R
H

σ=
−

 
The radius of 
AZ maxl  

maxl = *HV tΔ  

HV  The maximum 
speed t 

d Distance between the 
sensor and the target 

rE  Rest energy  α  The percentage 
variable 

F decides 
whether the 
sensor would 
be queried by 
BS 

( )qk i  Number of sensors 
queried by BS at time 
i 

( ) k i  Number of 
sensors can 
detect the 
target at time i 
without TLS 

`( )k i  Number of sensors 
can detect the target at 
time i with TLS 

tΔ  Time interval 
between time 
i-1 and i 

iE  Energy consumption 
between time i-1 and i 
without TLS 

`iE  Energy 
consumption 
between time 
i-1 and i with 
TLS 

iEΔ  Difference between 

iE  and `iE  
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Abstract. This paper presents a framework for a congestion reduction mecha-
nism in multiple objects tracking applications. The multiple objects tracking 
application has a real-time characteristic, through which all packets should be 
delivered in as timely fashion as possible. The proposed framework consists of 
sink nodes, backbone nodes, mobile nodes and agent nodes. The location in-
formation of the mobile node is delivered to the sink node using both localiza-
tion and routing techniques, which consider the network congestion. The pro-
posed congestion reduction technique avoids network congestion by decreasing 
the number of transmitting packets based on the idea that network congestion 
occurs when the total data in transit is greater than the total channel capacity. 
The decrement is achieved by both merging and attachment operations, which 
consolidate several small packets into one large packet in intermediate back-
bone nodes.  The mechanism also considers a time-constrained delivery to as-
sure the user’s service request. The simulation is conducted using a TOSSIM 
simulator, and the result shows that the proposed mechanism improves per-
formance in terms of the successful delivery ratio and the delay time.  

1   Introduction 

Wireless sensor network applications are largely classified into non-real-time applica-
tions and real-time applications. The non-real-time application transmits information 
gathered by sensor nodes in the sensor field to sink nodes without timing constraints 
by using multi-hop routing technologies. In this application, information is often over-
lapped, thus the amount of information is considered more important than the accu-
racy of information  Habitat monitoring is a representative application for a non-real-
time application. The real-time application has a timing constraint: that is, the accu-
racy as well as the delivery time of information is important. Tracking mobile objects 
and monitoring the facility for disaster avoidance are good examples of real-time 
applications. Especially, tracking applications are considered the one of the major 
applications in sensor networks. In tracking applications, sensor nodes in the sensor 
fields track mobile objects, and transmit their location information to sink nodes. 
However, many of current approaches to track moving objects assume one or a few 
moving objects in the sensor field. As the sensor network becomes widely deployed, 
tracking applications should consider multiple objects for the practical reason. The 
application that tracks multiple mobile objects is called a Multi-Party Tracking appli-
cation (MPT) in this paper. 
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Fig. 1. Proposed framework for MPT applications 

In MPT, as the number of moving object increases, the amount of information also 
increases, and this results in network congestion. A hop-by-hop flow control mechanism 
such as CODA (Congestion Detection and Avoidance) [1] and fairness control mecha-
nism [2] reduces the congestion occurrence by reducing the transmission rate locally 
[3]. However, the mechanism also induces transmission terminations or delay. A rate 
limiting mechanism such as ESRT (Event-to-Sink Reliable Transport) [4] adjusts the 
reporting rate in order to reduce network congestion based on the idea that network 
congestion occurs when the total data in transit is greater than the total channel capacity 
[5]. However, the mechanism assumes the overlap of information, and does not consider 
time-constrained delivery. Fusion [3] combines the hop-by-hop flow control mechanism 
and the rate limiting mechanism, and Kang et al [6] proposed the mechanism that dis-
tributes packets to neighbor nodes in order to reduce network congestion. This research 
for managing network congestion has focused on reducing congestion occurrence. 
However, they overlooked both the user’s service requirement and the time-constrained 
packet delivery. Moreover, this research is not suitable for MPT applications due to 
their dynamic adjustment of the event generation rate, because the MPT application 
expects to receive information with a fixed rate within a certain threshold.  

This paper proposes a framework and a congestion reduction mechanism, called 
M&A (Merge and Attach), for the MPT application. The mechanism adjusts the 
packet generation rate, and reduces the number of network packets by consolidating 
several small packets into one large packet at intermediate backbone nodes. It also 
considers a time constrained delivery, thus merging and attachment operations occur 
selectively based on real-time constraints. The paper is organized as follows. Section 
2 describes the proposed framework and the congestion reduction technique. Section 
3 discusses the experiment’s results, and Section 4 concludes the paper. 

 2   Congestion Reduction Mechanism for Multi-party-tracking 

The MPT application monitors the current location of various numbers of mobile 
nodes in sensor networks and transmits them to the sink node. Figure 1 shows the 
proposed framework of the MPT system. Since the MPT application is a real-time 
application, every information for location must arrive at the sink node within a cer-
tain deadline. In other words, location information must be transmitted immediately 
and the delay time occurring in the relaying process should be minimized. Other char-
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acteristics of MPT are a fixed reporting rate and single datum per single event, which 
means no redundant location information. 

The proposed system consists of four types of sensor nodes. Mobile nodes, which 
calculate their location periodically using a localization algorithm, are attached to 
moving objects. Backbone nodes are aware of their global positions and are statically 
placed. When they receive beacon messages from mobile nodes, they calculate the 
distance between backbone nodes and mobile nodes, and relay the location informa-
tion of mobile nodes to the sink node. Agent nodes, which are chosen by mobile ob-
jects, are backbone nodes, and relay the location information of mobile nodes to the 
sink node. Finally, the sink node is connected to the main system, and has an unlim-
ited power source. The distance between the mobile node and the backbone node is 
calculated by the method used in the Cricket System [7], and the agent node is se-
lected by the method used in SPEED [8]. The working scenario of MPT is followed. 
When multiple mobile nodes move, they broadcast beacon messages via RF and ultra 
sound periodically. Then, backbone nodes deployed in the sensor field receive the 
beacon message and calculate the distance between the backbone node and the mobile 
node. The calculated distance is transmitted to the mobile node, and then the mobile 
node selects three backbone nodes among them and calculates its location using the 
distance between the mobile node and the selected three backbone nodes. The loca-
tion information is transmitted to the sink node through the agent node that is chosen 
from among three backbone nodes previously selected using multi-hop routing tech-
niques. During the data transmission, the congestion reduction mechanism is con-
ducted in order to reduce network traffic. The proposed system operates in two 
phases: the localization phase and the transport phase. 

2.1   Localization Phase 

Sampling rate Rs, which indicates the amount of transmitted data between a mobile 
node and a backbone node per unit time, is controlled by the mobile node according 
to the velocity change. Rs is equal to or less than the reporting rate Rr, which is the 
amount of received data from a user per unit time, and decided by the user. The user 
receives the location information of the mobile node regardless of whether the data 
has actually arrived at the sink node or not. At the beginning of the tracking process, 
the mobile node calculates its own location with the initial sampling rate Rinit. The 
velocity is a vector value consisting of speed v and direction d; therefore the velocity 
change is determined by both the speed change v and the direction change d. Fig-
ure 2 shows the reconfigure process of Rs depending on the velocity change of the 
mobile node.  

When v is larger than the speed threshold v (Case 1), Rs is set to Rinit. When d 
is larger than the direction threshold d (Case 2), Rs is set to Rinit. In other cases 
(Case 3), Rs is set to the default minimum value Rm. When the mobile node calcu-
lates its location, it decides whether the location information should be transmitted to 
the sink node or not, because the sink node can predict its location when the speed of 
the mobile node is moderate. Equation 1 and Equation 2 show the condition of the 
decision.  
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Fig. 2. Reconfiguration of the sampling rate 
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When the mobile node decides to send the location information to the sink node, it 
selects one agent node, which has the biggest value of speed based on the SPEED [8] 
algorithm, from the backbone nodes (Equation 3). In Equation 3, Hop Delay indicates 
the elapsed time during the location information transmitted from the mobile node to 
the backbone node, and distance_mobile is the distance between the sink node and the 
mobile node. The distance between the sink node and the backbone node is denoted as 
distance_backbone. When the mobile node selects the agent node, it considers the 
distance as well as the communication ability of backbone nodes. 

Hop Delay

ece_backbontan disce_mobile tandis
speed

−=  (3) 

2.2   Transport Phase 

When the agent node receives the location information of the mobile node, the second 
phase begins. Since MPT requires only 7 bytes for transmitting the location informa-
tion of mobile nodes to the sink node in this phase, it is possible to consolidate several 
packets into one packet in order to reduce the network traffic because MICA2, operat-
ing on TinyOS, can transmit a packet with a size of 36bytes at the maximum [9]. Fig-
ure 3 shows the structure of the backbone node, which handles the merging and at-
tachment operation (M&A), and relays packets to the sink node. The merging opera-
tion consolidates several packets that are generated at a similar time, and the attach-
ment operation suspends and attaches packets considering their delay time. The merg-
ing and attachment operation are applied separately based on two values: the elapsed 
time t, which means the duration between the current time and the packet creation 
time, and the threshold . If the elapsed time is smaller than the threshold, which means 
the data is valuable in terms of the real-time concept, the merging operation is applied. 
Otherwise, the attachment operation is applied in order to give more precise location 
information for mobile nodes to the user; however, the data is out-of-date. 
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Fig. 3. Structure of the backbone node 

The Packet Extractor compares t and , and determines which operation should 
be applied. If the merging operation is selected, the elapsed time of packets, which are 
stored at the send queue, are compared with one another. If the difference between 
them is within the range , the Packet Extractor examines the size of the packets and 
merges them if it is possible. When the difference exceeds , the merging operation is 
not applied. If the attachment operation is selected, the packet currently received does 
not have to be transmitted as soon as possible, because it cannot be delivered to the 
sink node on time; therefore it is stored at the suspend queue. These suspended pack-
ets are attached only if they can be attached to the packet that is going to transmit to 
the next node. Although attached packets cannot be delivered within a time constraint, 
they can give the user a hint about the moving track of the mobile node in the past.  

3   Evaluation 

Simulations were conducted with a TOSSIM [10] simulator of TinyOS, which is 
designed for MICA hardware. It simulates CC1000 [11] used at MICA2 selectively, 
and all simulations in the paper were conducted using CC1000 for a radio module. 
Currently, TOSSIM based on B-MAC [12] cannot use ACK messages. Kang et al. 
[13] showed that an ACK-based retransmission policy is required to fill a transmis-
sion buffer. Therefore, we modified the simulator to use ACK messages selectively. 
Table 1 shows simulation parameters and values used in the simulation. 

With this setup, each backbone node has 4 direct-communicable neighbor nodes at 
its top, bottom, left, and right directions, because CC1000 has about a 15m radio 
range. To emulate mobile nodes, some backbone nodes produce traffic. We adopted a 
simple routing policy, which selects the closest neighbor node to the sink node ran-
domly. Based on the preliminary experiment, the maximum allowed time , which is 
used to examine whether the real-time constraints of incoming packet at the sink node 
is satisfied, is set to 1000ms, which is the same as the reporting period. Because , 
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which is larger than the reporting period, decreases the delivery success ratio due to 
the increase of packet losses caused by send queue overflows. The merging boundary 
time , which is used to examine whether a new packet should be merged with other 
packets in the send queue or not, is set to 300ms, because small  decreases the deliv-
ery success ratio. 

Table 1. Simulation parameters and values 

Parameter Value 
Distance between backbone nodes 12 (Meter) 
Field size 108×108 (m2) 
Number of backbone nodes 10×10 
Number of simulations in each 5 
Simulation time 5 (Minutes) 
Sink location Center / Corner 
Number of mobile nodes  30 
Arrangement of mobile nodes Random / Dense deployed 
Size of send queue 8×36 (Bytes) 
Size of suspend queue 32×7 (Bytes) 

 

Fig. 4. Delivery success ratio in various settings 

Figure 4 represents the delivery success ratio with 4 different cases according to 
the combination of two policies: ACK-based retransmission policy and M&A policy. 
When the retransmission policy is not applied, the delivery success ratio is about 
42.5%, regardless of whether it is applying the M&A policy or not. Since the M&A 
policy utilizes packets in the transmission buffer, the retransmission policy should be 
applied to adopt the M&A policy successfully. When the retransmission policy is 
applied without the M&A policy, the delivery success ratio is about 1.5%, which is 
the worst case of all. The worst delivery success ratio is due to the heavy traffic 
caused by retransmissions, which causes the transmission buffer to overflow. When 
the size of the transmission buffer is increased from 8×36bytes to 2000×36bytes, the 
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delivery success ratio is about 100%, and it is the best case of all. Although the large 
buffer improves the delivery success ratio, the elapsed time of almost every packet in 
this case is more than 35,000ms. Therefore, it is not applicable to MPT applications, 
which have a real-time characteristic. When the retransmission and M&A policy are 
applied together, it achieves about a 62.0% delivery success ratio. Consequently, 
adopting both the ACK-based retransmission policy and M&A policy achieve the best 
performance with the consideration of the real-time constraint.  

(a) M&A with retransmission policy 
 

(b) Retransmission policy only 

Fig. 5. Delay time distribution 

Figure 5 shows the delay times of the first 1000 packets. Figure 5(a) represents the 
delay time when both the retransmission and M&A policy are applied. In this case, 
about 60% of packets arrived at the sink node within the maximum allowed time , 1 
second. When the retransmission policy is applied without the M&A policy, the de-
livery success ratio of this case is very low, and the delay time of arrived packets is 
higher than the other cases, as shown in Figure 5(b). When neither the retransmission 
nor the M&A policy is applied, all packets successfully delivered to the sink node 
arrived within the allowed time. However, in this case, the delivery success ratio is 
about 40% lower than Figure 5(a). Therefore, applying both the M&A policy and the 
retransmission policy achieve the best performance when considering both the delay 
time and the delivery success ratio. 

 Figure 6 shows the number of merging and attachment operations in the backbone 
nodes, when both the retransmission and M&A policy are applied. The Z-axis shows 
the ratio of both merging and attachment operations. The position of each bar in Fig-
ure 6 is the same as the position of each node in the simulation. When nodes are lo-
cated near to the event source, the merging operation occurs more frequently. In addi-
tion, the number of merging operations decreases, as nodes are located near to the 
sink node. On the contrary, the attachment operation occurs more frequently when 
nodes are located near to the sink node or if they are located far from the event source 
as Figure 6(b) shows. This is because the packet that has a long elapsed time has a 
high probability to attach. The high attachment operation ratio near the sink node 
reduces the traffic and the number of packets in the send queue. Therefore, the ratio of 
merging operating in this case decreases, because the attachment operation ratio is 
higher than the merging operation ratio near the sink node. 
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Fig. 6. Merging and attachment operation ratio 

sinksink
 

(a) Retransmission ratio with M&A policy 

sinksink
 

(b) Retransmission ratio without M&A policy 

Fig. 7. Retransmission ratio whether applying M&A policy 

Figure 7 shows the retransmission ratio whether applying M&A policy or not. The 
Z-axis in Figure 7 shows the retransmission ratio for one transmission at a node. In 
addition, the bar of the sink node represents the transmission success ratio. When the 
M&A policy is not applied, as shown in Figure 7(b), the retransmission ratio increases 
when nodes are located near to the event source; it decreases as nodes are located 
nearer to the sink node. This is because the packet loss caused by the congestion re-
duces the network traffic, as nodes are located near to the sink node. When the M&A 
policy is applied, as shown in Figure 7(a), the retransmission ratio decreases continu-
ously, as nodes are located near to the sink node. It proves that the merging and at-
tachment operations reduce network congestion occurrences.  

Figure 8 shows the total number of transmitted packets and the amount of transmit-
ted data. The total number of transmitted packets decreases as packets are transmitted 
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toward the sink node. On the other hand, the total amount of transmitted data in-
creases as packets are transmitted toward the sink node. When the M&A policy is 
applied, the transmitted packets are reduced by 26% of the total amount of data. It 
proves that the merging and attachment operation reduces the total number of packets 
even though the amount of data is increased. 

As a result, the proposed M&A policy shows the improvement of the delivery suc-
cess ratio, when it is applied with the retransmission policy. Although performance in 
terms of the delay time may be worse than when it is applied without the retransmis-
sion policy, the degradation is trivial. Moreover, from the maximum allowed time of 
view, it achieves a good performance. 

 
 (a) Forwarding packets (b) Forwarding data 

Fig. 8. Number of forwarding packets and amount of forwarding data 

5   Conclusions 

There are a number of approaches to solving the congestion problem in sensor net-
works; however, they cannot be applied to MPT application because of its real-time 
constraints. M&A uses a merging or attachment operation in order to decrease the 
number of packets in networks. Because the M&A mechanism does not suppress the 
data generation rate and does not postpone the forward of packets, it is suitable for 
real-time applications. The simulation result shows that using the M&A mechanism 
improves the delivery success ratio more than any other cases. The delay time is also 
examined in order to evaluate real-time constraints. When using the M&A mechanism 
with the retransmission mechanism the delay time is a little longer than without using 
the retransmission mechanism. However, it does not mean that the M&A mechanism 
with the retransmission mechanism performs badly in terms of real-time constraints, 
since packets that arrived at the sink node within  are considered as packets that 
satisfy real-time constraints in MPT applications. From this point of view, we can 
conclude that the case with M&A and the retransmission mechanism showed similar 
performance to the case without the retransmission mechanism. 
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We are implementing the proposed framework and M&A mechanism to real hard-
ware based on MSP430 MPU. Our final goal is to implement the MPT application on 
real hardware, including the congestion mechanism and localization algorithms for 
tracking itself. 
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Abstract. Wireless sensor networks, which are composed of advanced MEMS 
(Micro-Electro-Mechanical-Systems) called sensor nodes, has been broadly re-
searched as ad-hoc networks recently. Since sensor nodes are powered by lim-
ited-life batteries and are usually deployed in severe environments, they need to 
be able to conserve their power consumption as well as guarantee broad cover-
age and connectivity. In active sensor networks, such as RFID sensing systems, 
shorter sensing and communication ranges will result in a higher measuring 
precision and more efficient energy dissipation. In this paper, we propose a 
novel self-controlling method for sensor nodes to decide the most appropriate 
sensing radius, communication radius, and an active/sleep schedule simultane-
ously. The energy-saving effect is proved in our simulation section. 

1   Introduction 

A wireless sensor network is an ad-hoc network disposed to observe a certain envi-
ronment, sense useful information such as temperature, humidity, pressure, light, 
voice, and send data efficiently to the sensor network’s gateway called the BS (Base 
Station). The BS is connected to an IP network, such as a LAN or the internet. Users 
can post requirements to the sensor network base station and obtain the desired infor-
mation from it. 

A sensor node, which is typically composed of sensor, A/D converter, processor, 
memory, RF, and battery modules, is the element unit of sensor network employed to 
measure the surroundings. Sensor nodes usually operate in severe conditions, mean-
ing that repair and battery exchange are difficult to do. For these special features as a 
network, an energy-efficient, self-scheduling method is strongly required to conserve 
energy by reducing energy redundancy. 

There are two major types of sensors. Active sensor systems interact with the envi-
ronment and observe how their actions affect the environment. Examples of active 
systems include RF transmitters such as RFID tag reader/writers, IR transmitters, 
structured lighting, and most sonar and radars. Passive sensor systems sense ambient 
radiation or signals. Passive systems include GPS, ambient audio, and passive motion 
detectors [1]. 
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This study focuses on a ubiquitous RFID reader/writers networking, a typical 
model of active sensor networks. Countless objects with RFID tags attached are scat-
tered across an enormous domain, and in order to identify these tags by RFID tech-
nology, large quantities of RFID reader/writers are introduced to construct a large-
scale sensor network. In an RFID reader/writers network, RFID reader/writers act as 
sensor nodes to collect tags’ information using an RFID sensing system energy 
model, and communicate with other reader/writers or base stations to propagate data 
with an RF communication energy model. We will investigate the characteristic of 
active sensor networks to find out the dominant energy consumption fraction, and try 
to propose an optimal energy-aware scheduling method for active sensor networks, by 
varying sensing and communication radii. 

The remainder of the paper is organized as follows. In the next section, we will re-
view related work on the coverage and energy-efficiency problem briefly. Then, on 
the energy model, sensor nodes will be divided into several essential modules and 
reasonable analytic models will be abstracted in Section 3. Based on energy dissipa-
tion models, we will introduce VRPM and explain its elemental steps in Section 4. In 
Section 5 we use simulations to comprehensively evaluate the system’s parameters 
and energy needs, which proves the efficiency of our proposal. Section 6 presents our 
conclusions and future work. 

2   Related Work 

Di Tian and colleagues proposed a solution that requires every node to know all its 
neighbors’ positions before its schedule is determined [6]. This feature guarantees a 
100% sensing coverage, but incurs a heavy communication overhead led by a priori 
knowledge about all neighbors. Also, this rule underestimates the area that the 
neighbor nodes can cover, which leads to excess energy consumption. 

Fan Ye and colleagues proposed a simple localized protocol named PEAS for dy-
namically adjusting the schedule with a probing mechanism [5]. In this solution, after 
sleeping for time Ts, node wakes up and broadcasts a probing message within a cer-
tain probing range Rp and waits for a reply. If no reply is received before a certain 
interval elapses, the node will transfer its status to active and remain active until the 
end of its battery lifetime. Although PEAS is a probabilistic method, which means full 
area coverage cannot be ensured, we have testified that the coverage of a monitored 
area is close to 1 if the threshold probing distance is less than the sensing radius. 

Most recent studies on the coverage problem of sensor networks, like PEAS, as-
sume that the sensing radius of each node is of one size. However, Fig. 1 shows the 
situation of covering a small domain, which implies that fixed sensing and communi-
cation radii will result in a severe redundancy problem. The redundancy we men-
tioned here may comprise of the following three points: 

(1) It is redundant to sense the same point with multiple sensor nodes simultane-
ously. 

(2) It is redundant to send the same sensed data multiple times due to (1). 
(3) It is redundant for one node to transmit its sensed data to its neighbors within at 

least 2Rs, which may be unnecessary. 
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Variable-radii algorithms have been proposed recently to resolve redundancy prob-
lem caused by radius fixation. In fact, it is often assumed that a wireless device can 
change its transmission range to save energy [10], [11]. 

Jie Wu and Shuhui Yang [8] introduced a method based on one of three models. In 
model I, the sensing radius is fixed as maximum radius R. Model II adopts two sens-
ing radii. Ideally, the count proportion of large disks to small disks is 1:2 (Fig. 2(a)). 
In model III, three sensing radii can be chosen by each sensor node and the count 
proportion here is 1:6:2 (Fig. 2(b)). Models II and III can be regarded as adopting a 
half-variable-radii method, which involves several discrete radii from 0 to R. How-
ever, due to the inequality of radius distribution (Fig. 8(a)), sensor nodes with large 
radii will exhaust their power much faster than those with small radii. Moreover, if 
there are a large proportion of small-radius sensor nodes, the involvement of too 
many sensor nodes will also result in energy redundancy. 

Zongheng Zhou and colleagues [9] developed a series of algorithms to settle the 
variable-radii connected sensor coverage (VRCSC) problem. Since their goal is to 
select a subset of sensors with a specified sensing radius so that each point in the 
query region can be sensed by at least one of the selected sensors, each sensor node 
should know its neighbors’ coordinates precisely, and a complicated calculation proc-
ess has to be followed a distributed manner. 

 
                                                                           (a) Model II                (b) Model III 

Fig. 1. Case of covering a small domain  Fig. 2. Discrete variable-radii model 

3   Energy Model for Active Sensor Networks 

To discuss energy efficiency, we first need to consider the energy dissipation model. 
In an active sensor network system, the dominant energy consumption units should be 
the sensing module, MCU (Micro Controlling Unit) and the wireless communication 
module. 

As for communication module, here we consider a simple transceiver model [2]. 
Suppose Eelec represents the energy of bits dissipated from the sensor in order to acti-
vate the transceiver circuitry that is present in both the receive and transmit modes, 
and amp represents the energy of bits dissipated from the transmit amplifier. 

In this simple radio-frequency model, to transmit k bits to a distance d meters as-
suming only path loss, the energy consumption could be: 

.),( βε dkkEdkE ampelecTx ∗∗+∗=     (1) 

To receive k bits, the model of energy consumption could be: 



1204 Q. Zhou, T. Asaka, and T. Takahashi 

.)( kEkE elecRx ∗=       (2) 

In a typical wireless communication model,  can be set to 2. 
Klaus Finkenzeller [3] and Zheng Zhu [4] introduced the model of electromagnetic 

radiation waves energy used in RFID reader/writers systems. As we know, some of 
the power will be absorbed by the targets (RFID tags), while other fractions will be 
scattered into different directions with different amplitude. Finally, a very small part 
of the power will be reflected back to the RFID reader/writers. For simplicity, we are 
investigating an ideal model assuming that RFID reader/writers send RF signals with-
out any specific direction and that RF energy is scattered evenly in gradual concentric 
circles. We also assume that the RF energy reflected simultaneously by all tags lying 
in the RF reader’s sensing domain, and that energy is reflected completely without 
any loss or absorption. Thus, for minimum energy considerations, if one RFID 

reader/writer scatters βε kdamp  energy, the return energy from the farthest tag it can 

reach is supposed to be )/1( 2ββε dkdamp , which indicates that the reader/writer’s 

receive power is inversely proportional to the power of four (if =2) of the distance 
between the tag and the reader/writer. In other words, if we double the distance, the 
received power at the reader/writer would be decreased to 1/16 of the previous power. 

Based on the discussion above, Eq. (1) can be modified to adapt the RFID 
reader/writer model as: 

.),( 2βε dkkEdkE ampelecTx ∗∗+∗=     (3) 

4   Variable-Radii Method Based on Probing Mechanism (VRPM) 

Our purpose is to propose a simple method that can be applied to distributed sensor 
nodes easily, without knowledge of neighbors’ precise positions, while maintaining 
the radii distribution balance simultaneously. Although we do not try to ensure that 
each point of the monitored region can be covered, we will show in Section 5 that a 
high probabilistic coverage (very close to 1) can be provided. 

In order to conserve energy, sensor nodes are self-configured to one of three 
statuses: Sleep, Active, and Probing. We propose a method for each sensor node to 
decide its sensing and communication radii, and Active/Sleep schedule as well. Once 
sensing/communication radii are decided, they will remain the same throughout the 
node’s lifetime unless it is necessary to decide radii and schedule once more. Here are 
the essential steps for our VRPM method, supposing the current sensor node is named 
X. We also define R and 2R as maximum sensing radius and maximum communica-
tion radius respectively. 

Step 1: Initially, all the sensor nodes begin with the status of sleep. 
Step 2: After an exponentially distributed random time Ts, node X wakes up and 
broadcasts a probing message within the maximum probing range (maximum com-
munication range) 2R and waits for a reply to determine active nodes. 

(a)  If no reply is received within a certain interval, it will transfer its status 
to active. Sensing radius Rs is determined randomly in the range of ],0[ R , 
while the communication radius is fixed as 2R. 
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(b)  If a reply is received from a certain node A, node X will calculate the dis-
tance between A and itself (denoted as Dis(A,X)). If X is covered by A, that 
is )(),( ARXADis s≤ , X will go back to sleep. If not, that 

is )(),( ARXADis s> , X will switch to active with a sensing radius of 

))(),((
1

1
is

n

i
i ARXADis

n
−×

=

α ,                         (4) 

and with a communication radius of 
)),(( XADisMax i ,                                                                                         (5) 

where n represents the count of sensor nodes on duty within X’s probing 
range, and α is an overlap coefficient. )),(( XADisMax i  represents the 

maximum of all values of ),( XADis i . 

Step 3: Once node X transfers its status from sleep to active, it will remain active 
until the end of its battery lifetime. When X is exhausted, it just dies silently and 
the lack of coverage will be compensated for by other sensor nodes when their next 
Ts comes. 
Step 4: If node X finds it comes to cover another active node when it tries to trans-
fer from sleep to active status, it should instruct the covered one to sleep. 

Steps 1-3 explain a basic method for each sensor node to decide when to transfer 
its status from sleep to active, and what the appropriate sensing and communication 
radii are that it should follow after its status transfer. In sensing the radius decision, 

)(),( ARXADis s−  implies the minimum necessary radius to every single active 

neighbor. After the mean value is calculated, the sensing radius may still not be large 
enough to achieve the wide coverage desired, so overlap coefficientα is introduced to 
provide an adaptive modification. A performance evaluation forα will be discussed in 
the simulation section (Section 5). 

Also, Step 4 resolves a serious problem that occurs because of the radius variation. 
Fig. 3 illustrates a situation supposing a radius determination sequence is nodes A, B, 
C, and D. A different consequence will arise if the determination sequence is nodes A, 
B, D, and C. It is believed that the latter one can reduce coverage redundancy, and it 
fits our original design better. 
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To ensure the connectivity of the sensor nodes, we suppose that every sensor node 
should have the ability to communicate with all its reachable neighbors, without consid-
ering any routing protocols. Under this rule, )),(( XADisMax i  is introduced to deter-

mine communication radius, which may not be the smallest efficient value. A more 
precise communication radius control algorithm will be studied as our future work. 

5   Performance Evaluation and Simulation 

We have programmed a simulator to prove our proposal efficient by comparing it 
with the conventional PEAS method. All the sensor nodes are deployed randomly to a 
domain measuring mm 100100 × . Every sensor node judges whether it is necessary 
to be on duty, and determines its appropriate sensing/communication radii with the 
VRPM method. We adopt a simple model that every sensor node sense k bit ambient 
data every 1 second but only sends them to one of its neighbors every 100 seconds. 
That is to say, 101 seconds can be regarded as one cycle, in which every sensor node 
accomplishes 100 times sensing and once data propagation. 

When probing, kp bit is assumed to be sent. As the kp is so small that communica-
tion energy dissipation can be ignored in probing status. Moreover, as the probing 
interval Ts is an exponentially distributed random time while sensor operates every 
one second, all the energy dissipation in probing status can be ignored if we observe 
for a long time enough. 

                       Table 1. Simulation parameters                             Table 2. Parameter  settings 

Parameter Sensing Unit Communication Unit 
Maximum Radius 10 m 20 m 
 4 2 

Eelec 50 nJ/bit 50 nJ/bit 

amp 100 pJ/bit/m4 100 pJ/bit/m2 

Table 3. Energy consumption (unit: mW) 

Status MCU[7] Sensing Unit Communication Unit 
Sleep 0 0 0 
Probing 16.5 0 (0.05+10-4Rc2)kp 
Active (Sensing) 16.5 (0.05+10-4 Rs4)k 0 
Active (Communication ) 16.5 0 (0.05+10-4Rc2)100k+0.05*100k 

5.1   Overlap Coefficientα  

Figure 4 shows the variations of Coverage ratio (CoverageVRPM/CoveragePEAS), Aver-
age quartic sensing radius ratio (Rs4/R4), Average square communication radius ratio 
(Rc2/(2R)2), and Active sensor node count at an overlap coefficientα  range of (1.2, 
2.6). As we can confirm from the chart, α essentially implies the criterion of Rs4/R4, 
and VRPM provides a high coverage even ifα is much less than 1. Also, Rc2/(2R)2 is 
a stable value because the maximum distance is adopted as the communication radius 

 s c 
(a) 2 2 
(b) 2 4 
(c) 4 2 
(d) 4 4 
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in our method. However, the point we should concentrate on is the trade-off between 
the active sensor node count and the average sensing radius. 

5.2   Energy Dissipation 

Table 1 shows the reasonable parameters used in our simulation for the energy dissi-
pation model, and the energetic consumption volume can be formulated according to 
Table 3, where Rc and Rs represent the communication radius and sensing radius, 
respectively. 

As we have mentioned in Section 3, 4=sβ and 2=cβ are regarded as a typical pa-

rameter set in an active sensor network, according to Table 3, one cycle’s total power 
Ptotal in the entire sensor network can be calculated with the following equation: 

     Ptotal 

      =(Psensing+Pcommunication)*NActive 

    ={{[16.5+(0.05+10-4Rs
4)k]*100}+{[16.5+(0.05+10-4Rc

2)100k] 
       +(16.5+0.05*100k)}}*NActive,                                     (6) 

where Psensing and Pcommunication denote power consumption by sensing and communica-
tion modules respectively, and NActive represents the active sensor node count. The 
energy dissipation due to probing mechanism can be ignored approximately because 
the probing traffic volumes kp is much less than the sensing traffic volumes k. In 
PEAS, Rs=10, Rc=20, NAcitve=67.2 and  

Ptotal=(1683+119k)*67.2.     (7) 

In the same way, we calculated all formulas by the variation of  and produced the 
graphs in Fig. 5(c). 

The results indicate that VRPM performs well in almost all traffic volumes k. In 
particular, as the traffic grows, VRPM even manages to reduce the energy consump-
tion by about 40% in comparison to PEAS. As another consequence, we confirmed 
that a too small overlap coefficient does not bring us high performance because too 
many sensor nodes are involved in the sensing service. On the other hand, a large 
overlap coefficient implies a large average sensing radius, which results in a perform-
ance close to PEAS.  

For universality of the sensing and communication energy model, we varied the es-
sential parameter  of energy dissipation model as in Table 2, where we define s and 

c as the exponent for sensing and communication respectively, and the energy dissi-
pation results are listed in Fig. 5 (a) to (d), where the vertical axis is in the unit of the 
power ratio dividing VRPM by PEAS.  

Since the communication radius is much larger than the sensing radius (approxi-
mately double), the dominating partition of energy consumption ascribes to the com-
munication module in cases (a), (b) and (d) of Fig. 5, where cs ββ ≤ . As we have 

concluded from Section 5.2, a variable communication radius does not cause any total 
power fluctuation as the overlap coefficientα varies, which results the parallel curves 
in Fig. 5(a), (b) and (d). On the other hand, VRPM reduces the total energy dissipa-
tion on most occasions, even managing to boost performance by almost 20% as  
increases. 
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(a) Case of s =2 and c =2.    (b) Case of s =2 and c =4. 
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(c) Case of s =4 and c =2.   (d) Case of s =4 and c =4. 

Fig. 5 . Energy dissipation evaluations by the variation of parameter  

In case (c), the sensing module comes to dominate the energy dissipation of the en-
tire sensor network because cs ββ > so that the overlap coefficient α becomes the 

protagonist. Although VRPM with a small α value cannot exceed PEAS at a low 
sensing traffic volume, it decreases the energy outstandingly as long as the sensing 
traffic becomes large enough. This implies that local sensing with a small sensing 
radius will be the optimal way in instances of high sensing traffic volumes. 

5.3   Sensing/Communication Frequency 

A simple sensing/communication frequency model mentioned at the beginning of 
Section  5  was applied in the above discussion. However, the sensing/communication  
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frequency will not be a constant in practice. Therefore, we define Fs and Fc as the 
sensing frequency (the number of sensing events per unit time) and the communica-
tion frequency (the number of communication events per unit time), respectively, so 
that Fs/Fc denotes the frequency proportion between sensing and communication. 
Energy dissipation is evaluated when Fs/Fc varies as 100:1, 10:1 and 1:1 (Fig. 6). 

Evident fluctuations cannot be elicited from the above charts as Fs/Fc varies, 
which means that the time of sending sensed data does not affect the energy dissipa-
tion performance. 

5.4   Density of Sensor Nodes 

Until now, all discussions have been based on a high-density sensor network. We 
deployed 1,200 sensor nodes to the mm 100100 ×  monitored region, giving a nodes 
density of 12 nodes/100m2. In this section, a low-density sensor network (3 
nodes/100m2) and a medium-density sensor network (6 nodes/100m2) are evaluated to 
judge if VRPM is density independent. 

Fig. 7 explains the comparison of three different density statuses. Whatever value 
the overlap coefficientα has, VRPM provides a similar performance when the sensor 
node density varies from low to high, thus we can  concluded that VRPM is not influ-
enced by density. 
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(a) case of =1.2.    (b) Case of =2.0. 

Fig. 7. Sensor node density evaluations 

6   Conclusion and Future Work 

The dominating energy consumption of active sensor networks lies in sensing mod-
ules and communication modules. VRPM is an efficient variable-radius energy con-
servation method that reduces energy redundancy in active sensor networks. The 
efficiency of energy conservation by VRPM was evaluated in several kinds of sensing 
and communication models to prove its broad applicability. Inside VRPM, an overlap 
coefficientα is designed for sensor nodes to decide their appropriate radii according 
to their ambient situation. A self-adaptable algorithm based on our discussions on the 
overlap coefficientα can be easily designed and embedded into every sensor node. 
We then proved that the energy consumption is independent of the sens-
ing/communication frequency and density of sensor nodes through a series of simula-
tions. Finally, we showed that VRPM can also maintain a geographical balance of 
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energy dissipation distribution, thereby extending the lifetime extension of the entire 
sensor network. 

In future work, we plan to realize and evaluate VRPM on a real Mote  system. 
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Abstract. Recently, the verification method of schedulability of real-
time operating systems using timed automata have been developed. On
the other hand, as soft real-time systems such as distributed systems
and multimedia systems have been increasing, it is important to de-
sign soft real-time systems. Especially, performance analysis methods
are important for soft real-time systems. In this paper, we develop the
automata-theoretic performance analysis method of soft real-time sys-
tems by extending the verification method of schedulability of hard real-
time systems using utility functions.

1 Introduction

Real-time systems are of vital economic importance and are literally becoming
ubiquitous. They have already become an integral component of safety criti-
cal systems involving aviation, telecommunications, and process control applica-
tions. It is important to formally specify and verify real-time systems. Real-time
systems are characterized as those where the correctness of applications depends
not only on the correctness of the logical computation being performed, but also
on the time at which the results are produced [1]. Real-time systems are classified
into hard real-time systems and soft real-time systems [2]. Hard real-time sys-
tems do not tolerate any missed deadlines. This requires that the task scheduling
is based on worst-case task execution time estimates. This leads to inefficient uti-
lization of resources, particularly when tasks normally require much less time to
complete execution than the worst case estimates, and the worst case behavior
is very rare. On the other hand, in soft real-time systems, where some missed
deadlines can be tolerated, it is not necessary to use worst case execution time
estimates. The probability that all tasks in the system complete by a specified
deadline can be increased by allowing a small amount of slack times. The slack
time is to tolerate the failure of some tasks completing within their assigned
execution times. Thus trade-off between the guarantee that all tasks meet their
deadlines and the cost of such guarantees can be made.

In hard real-time systems, it is important to verify whether worst-case task
execution time is less than deadline or not. This verification is called schedu-
lability [1]. On the other hand, in soft real-time systems, the performance of a

T. Enokido et al. (Eds.): EUC Workshops 2005, LNCS 3823, pp. 1211–1224, 2005.
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scheduling algorithm can be measured by accumulating the values of the task
utility functions computed at their complete time [3]. Today, timed automaton
[4] is the standard tool for specifying and verifying real-time systems by model-
checking methods [5, 6]. Moreover, recently, the schedulability checking problem
can be solved using extended timed automata by Wang Yi [7, 8]. Before Wang
Yi’s study [8], the preemptive schedulability checking problem has been able to
be solved using only stopwatch automata [9, 10, 11, 12, 13].

On the other hand, in soft real-time systems, the performance of a scheduling
algorithm has been measured by accumulating the values of the task utility
functions computed at their complete time or determining lower bounds on the
frequency of missed deadlines as follows. (1)In 1985, E.D. Jensen has used value
functions to describe the performance of existing process scheduling algorithms
[14]. (2)In 1995, B.Kao has studied the performance of distributed soft real-time
systems that use standard components with various scheduling algorithms and
have suggested ways to improve them [15]. (3)In 1994, K.M. Kavi has studied a
simple model that combines the failure to meet deadlines with hardware/software
failures in computing the reachability of a real-time systems. They have defined
the performability as the probability of meeting deadlines by real-time tasks in
the presence of hardware and software failures. (4)In 1999, M.K. Gardner and
J.W.S. Liu have studied an analysis technique by which a lower bound on the
percentage of deadlines that a periodic task meets is determined and compare
the lower bound with simulation results for an example system [17].

On the other hand, some researchers have extended existing languages with
probabilities such as probabilistic process algebra [18], probabilistic timed au-
tomaton with continuous probabilities [19, 21], probabilistic timed automaton
with discrete probabilities [20]. But they have not studied performance analysis.

In this paper, we propose an automata-theoretic performance analysis method
that combines timed automata with utility functions. More practically speaking,
we extend Wang Yi’s timed automata [8] with utility functions. While existing
studies have been based on simulation methods, our proposed method is based
on mathematical model. Using our proposed method, we can formally evaluate
schedulers of soft real-time systems such as multimedia systems and distributed
systems. Our proposed method is different from Wang Yi’s method [8] in the
following two important points:

1. In Wang Yi’s method, task is characterized as the execution time and the
deadline. On the other hand, in our proposed method, task is characterized
as the execution time, the deadline and the utility function.

2. In Wang Yi’s method, the schedulability problem can be transformed to a
reachability problem for timed automata. On the other hand, in our proposed
method, the performance analysis can be transformed to a brute force search
for timed computation tree of timed automata and a calculation of the value
of every state.

The paper is organized as follows: In section 2, we propose extended timed
automata for performance analysis of soft real-time systems. In section 3, we
propose our automata-theoretic performance analysis method. In section 4, we
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propose algorithms of our automata-theoretic performance analysis. Finally, in
section 5, we present conclusions.

2 Timed Automata of Performance Analysis

In this paper, we propose extended timed automata for performance analysis of
soft real-time systems.

2.1 Soft Real-Time Systems

Firstwe define soft real-time systems. In soft real-time systems, where some missed
deadlines can be tolerated, it is not necessary to use worst case execution time esti-
mates. The probability that all tasks in the system complete by a specified deadline
can be increased by allowing a small amount of slack times. According to the prob-
ability, the value of a task decreases. The task importance can be better described
by an utility function. Figure 1 illustrates some utility functions that can be asso-
ciated with tasks in order to describe their importance. A hard task contributes to
a value only if it completes within its deadline D, and since a deadline miss would
jeopardize the behavior of the whole system, the value v(t) after its deadline D
can be considered minus infinity in many situations. A task with a soft deadline,
instead, can still give a value v(t) to the system if executed after its deadline D,
although this value may decrease with time.

Fig. 1. Utility function that can be associated to a task to describe its importance

2.2 Syntax of Extended Timed Automata

First, we define task as follows.

Definition 1 (Task)
Let P ranged over by P and Q, R etc, denote a finite set of task types. A task
type may have different instances that are copies of the same program with dif-
ferent inputs. Each task P is characterized as a pair of natural numbers denoted
P (DP , CP , vP (tP )) with CP ≤ DP , where CP is the execution time(or computa-
tion time) of P , DP is the deadline for P , vP (tP ) is the utility function.
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Next, we introduce a preliminary.

Definition 2 (Preliminary)
We introduce a preliminary.

1. Act is a finite alphabet for actions. Let be Act = {a, b, c, . . .}.
2. C is a finite set of real-valued variables. Let be C = {x1, x2, x3, . . .}.
3. We use B(C) ranged over by g to denote the set of conjunctive formulas of

atomic constraints in the form: xi ∼ di or xi − xj ∼ dij , where xi, xj ∈ C,
∼∈ {≤, <,≥, >}, di, dij are natural numbers.

Next, we define extended timed automaton.

Definition 3 (Syntax of extended timed automaton)
An extended timed automaton A is a tuple (N, l0, E, I, M), where

1. N is a finite set of locations ranged over by l, m, n
2. l0 ∈ N is the initial location
3. E ⊆ N × B(C) × Act × 2C × N is the set of edges
4. I : N ↪→ B(C) is a function assigning each location with a clock constraint
5. M : N ↪→ P is a partial function assigning locations with tasks

Next we show some simple example of a task model.

Example 1 (A simple example of a task model)
Tasks are classified into periodic tasks, aperiodic tasks, sporadic tasks [22]. In
the periodic task model, each computation or data transmission that is executed
repeatly at regular or semiregular time intervals in order to provide a function
of the system on a continuing basis is modeled as a periodic task. On the other
hand, a task is aperiodic if the jobs in the task have either soft deadlines or no
deadlines. Moreover, a task is sporadic if the jobs in the task are sporadically
released. We show examples of periodic tasks, aperiodic tasks, sporadic tasks,
and specify them using extended timed automata in Figure 2.

2.3 Semantics of Extended Timed Automata

Next, we define semantics of extended timed automata.
Extended timed automata perform two types of transitions. Delay transitions

correspond to the execution of running tasks with high priority and idling for
the other tasks waiting to run. Discrete transitions correspond to the arrival of
new task instances.

First, we define semantic states as follows:

Definition 4 (Semantic states of timed automaton)
We represent the values of clocks as functions from C to the non-negative reals
R. V denotes the set of assignments of C. A semantic state of an extended timed
automaton is a triple (l, u, q), where l ∈ N is the current node, u ∈ V denotes
the current values of clocks, and q is the current task queue. We assume that the
task queue takes the form:
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Fig. 2. Examples of periodic tasks, aperiodic tasks, sporadic tasks

[P1(cP1 , dP1 , vP1(tP1)), . . . . . . , Pn(cPn , dPn , vPn(tPn))],

where Pi(cPi , dPi , vPi(tPi)) denotes a released instance of task type Pi with re-
maining computing time cPi , relative deadline dPi and value vPi(tPi). Here tPi

denotes the elapsed time since the release of Pi.

A scheduling strategy Sch such as FPS (Fixed Priority Scheduling) and
EDF(Earliest Deadline First) is a sorting function which changes the ordering
of the task queue elements according to the task parameters. A delay transition
with t time units is to execute the task in the first position of the queue with
t time units. Thus the delay transition will decrease the computing time of the
first task by t and increase the elapsed time tP by t, and compute vP (tP ). If the
computation time becomes 0, the task should be removed from the queue. We
define the followings:

1. Sch is a sorting function which changes the ordering of the task queue ele-
ments.
For example, EDF([P (3.1, 10, vp(tp)), Q(4, 5.3, vq(tq))]) = [Q(4, 5.3, vq(tq)),
P (3.1, 10, vp(tp))].

2. Run is a function which given a real number t and a task q returns the
resulted task queue after t time units of execution according to available
computing resources.
For example, let q = [Q(4, 5, vq(tq)), P (3, 10, vp(tp))]. Then Run(q, 6) =
[P (1, 4, vp(tp + 6))] and, the value of Q is vq(tq + 4).

Next we define u |= g,u + t,u[r %→ 0], x := x − c in order to define the
operational semantics of timed automaton.

1. We use u |= g to denote that the clock assignment u satisfies the constraint g.
2. We use u+ t to denote the clock assignment which maps each x to the value

u(x) + t.
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3. We use u[r %→ 0] for r ⊆ C to denote the clock assignment which each clock
in r to 0 and agrees with u for the other clocks.

4. We use x := x − c to denote the subtraction of c from x.

We define the operational semantics of extended time automata as follows:

Definition 5 (Operational semantics)
Given a scheduling strategy Sch, the semantics of an extended timed automaton
A = (N, l0, E, I, M) with an initial state (l0, u0, q0) is a transition system defined
by the following rules:

1. discrete transition:
(l, u, q)

g,a,r−→Sch (m, u[r %→ 0],Sch(M(m) :: q)) if l
g,a,r−→ m and u |= g

2. delay transition:
(l, u, q) t−→Sch (l, u + t,Run(q, t)) if (u + t) |= I(l),
where t is assigned to the maximum delay as we execute maximum numbers
of tasks.

Here M(m) :: q denotes the queue q with M(m) inserted into it.

We show an example as follows:

Example 2 (Example of behavior of tasks)
First we show an example of a task model. P1 and P2 are periodic tasks, and Q1
and Q2 are triggered by events. First, a task Q1 is triggered in node m1, The
automaton models a system starting in node m1, which moves to node n1 by
event a1 at 10 time, which triggers the task P1. Moreover, the system periodically
triggers the task P1 at 20 time in node n1. After that, the system moves to node
m2 by event b2 at any time, which triggers the Q2.

Fig. 3. Example of an extended timed automaton

Assume that preemptive earliest deadline(EDF) is used to schedule the task
queue. Then the automaton with initial state may demonstrate the following
sequence of typical transitions:
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(m1, [x = 0], [Q1(1, 2, vQ1(0)])
1−→Sch (m1, [x = 1], [Q1(0, 1, vQ1(1)]) = (m1, [x = 1], [])
9−→Sch (m1, [x = 10], [])
a1−→Sch (n1, [x = 0], [P1(4, 20, vP1(0)])
4−→Sch (n1, [x = 4], [P1(0, 16, vP1(4)]) = (n1, [x = 4], [])

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

3 Automata-Theoretic Performance Analysis Method

In this section, we propose an automata-theoretic performance analysis method
of soft real-time systems. In 2002, Wang Yi and his colleagues have shown that
schedulability checking problem based on timed automata is decidable [7, 8]. In
this paper, we propose an automata-theoretic performance analysis method of
soft real-time systems by extending Wang Yi’s method. In Wang Yi’s method,
the schedulability problem can be transformed to a reachability problem for
timed automata. On the other hand, in our proposed method, the performance
analysis can be transformed to a brute force search for timed computation tree
of timed automata and a calculation of the value of every state. In general, as
real-time systems is nondeterministic, we must search for timed computation
tree [5].

We realize an automata-theoretic performance analysis method by the
followings:

For a given timed automaton, we construct a timed computation tree with
root state (l0, u0, q0) and other states such as (lk, uk, qk)(k ≥ 1). At the same
time, we compute the value of (lk, uk, qk). Finally, we sum up the values per each
deterministic behavior.

First, we define the notion of timed sequence of extended timed automaton.

Definition 6 (Timed sequence)
We define the notion of timed sequence of extended timed automaton as follows:

For an automaton with initial state (l0, u0, q0), timed sequence is as follows:
ω=(l0, u0, q0)

t0−→ . . .
gi−1,ai−1,ri−1−→ (l, u, q) ti−→ . . .

In general, one extended timed automaton has a number of timed sequences.

Next, we define the notion of reachability as for extended timed automaton.

Definition 7 (Reachability)
We define the notion of reachability as for extended timed automaton as follows:

For an automaton with initial state (l0, u0, q0), (l, u, q) is reachable
iff

ω=(l0, u0, q0)
t0−→ . . .

gi−1,ai−1,ri−1−→ (l, u, q)
or

ω=(l0, u0, q0)
t0−→ . . .

ti−1−→ (l, u, q).
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Next we define an automata-theoretic performance analysis method of soft
real-time systems.

Definition 8 (An Automata-Theoretic Performance Analysis Method)
For a given timed automaton, we construct a timed computation tree with root
state (l0, u0, q0) and other states such as (lk, uk, qk)(k ≥ 1). At the same time,
we compute the value of (lk, uk, qk) (k = 0, 1, 2, . . .) as follows:

where
qk = [P1

k(cP1
k, dP1

k, vP1(tP1
k)), . . . , Pn

k(cPn
k, dPn

k, vPn(tPn
k))].

1. For each deterministic behavior, from each initial state, we construct the
timed sequence consisting of the set of semantic states, and compute values
as follows:
(a) Case of tPi

k > TPi :
System error occurs,

where tPi
k is the elapsed time since release of Pi, and TPi is the period

or the constraint of Pi.
(b) Case of tPi

k ≤ TPi :
We compute the sum of values as follows:

For ∀i, we compute the value using vPi(tPi
k) at ci

k = 0:

n∑
i=1

vPi(tPi

k)

2. We repeat the above procedure 1., and compute the set of sums. For ex-
ample, the sum is

∑n
i=1 vPi(tPi

k). Finally, the number of sums, which we
have computed, is equal to the number of nondeterministic behaviors. Each
deterministic behavior has each sum.

Finally, we mention that an automata-theoretic performance analysis method
is decidable.

Theorem 1 (Decidability of an automata-theoretic performance analysis)
The problem of computing an automata-theoretic performance analysis for ex-
tended timed automaton is decidable.

Proof 1. Our extended timed automaton is the class of bounded timed automa-
ton with subtraction [8]. Thus the problem of computing performance analysis
for extended timed automaton is decidable.

4 Implementation

In this section, we show the implementation of an automata-theoretic perfor-
mance analysis method.

We compute the performance in Definition 8 according to semantic tran-
sitions in Definition 5. In this performance analysis method, it is important
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to compare elapsed time with remaining computing time, and compute values
if remaining computing time becomes zero. We use DBMs(Difference Bounds
Matrices) [23, 24] in order to compute remaining computing time.

First, we define DBMs as follows.

Definition 9 (DBMs)
Suppose the extended timed automaton has n clocks, x1, . . . , xn. Then a clock
zone is represented by a (n + 1) × (n + 1) matrix D. For each i, the entry Di0
gives an upper bound on the clock xi, and the entry D0i gives a lower bound
on the clock xi. For every pair i, j, the entry Dij gives an upper bound on the
difference of the clocks xi and xj. To distinguish between a strict and a nonstrict
bound (i.e. to distinguish between constraints such as x < 2 and x ≤ 2), and
allow for the possibility of absence of a bound, define the bounds-domain to be
Z × {<,≤} ∪ {∞}. The constant ∞ denotes the absence of a bound, the bound
(c,≤) denotes ≤ c, the bound (c, <) denotes < c.

Next we define Operations of DBMs.

Definition 10 (Operations of DBMs)
In this paper, we use the following operations:

1. Intersection:
The intersection of two DBMs D and D′ can easily be computed from two
DBMs. The intersection DBMs D′′′ = D∩D′ is the canonical form of DBMs
D′′, which is computed by the followings:

Dij ′′ = min{Dij, Dij ′}

2. Time successor:
D ↗ is obtained from D by removing all inequalities that place upper bounds
on the absolute values of the clocks, i.e. inequalities of the form xi−x0 ≤ di0
or xi − x0 < di0.

3. Reset:
D[r := 0] is obtained from D by first ignoring all constraints on variables in
r, and then taking the subset for which all variables in r equal to zero.

Next we define the method of computing task queue.

Definition 11 (Computing task queue by DBMs)
For state (lk, uk, qk)(k = 0, 1, 2, . . .), we define the method of computing such task
queue as

qk = [P1
k(cP1

k, dP1
k, vP1(tP1

k)), . . . , Pn
k(cPn

k, dPn

k, vPn(tPn
k))].

We compute the task queue by dividing transitions into delay and discrete
transition.

Delay transition:

First we compute the elapsed time in the state (lk, uk, qk). Assume that DBMs
is D in the entrance of the state, where all the clocks are zero in an initial state.
Here we introduce the elapsed timer tlk . D becomes D′ by the fact that tlk is
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added to D. As the minimum clock is assigned to tlk , the following entries are
added to D.

tlk − x0 ≤ 0, tlk − x1 ≤ 0, . . ., tlk − xn ≤ 0, x0 − tlk ≤ 0

We compute the elapsed time in state (lk, uk, qk) based on D′.
(((D′ ∩ DI(lk)) ↗) ∩ DI(lk)) ∩ Dg,

where DI(lk) is DBMs obtained from clock constraint in node lk, Dg is DBMs
obtained from g.

Now we compute (lk, uk + tlk ,Run(qk, tlk)) using tlk .
In the followings, we compute Run(qk, tlk) by dividing tlk into various cases.

tlk is divided into tlk ≤ dlk , tlk = dlk , tlk < dlk , tlk > dlk , tlk ≥ dlk . Moreover,
according to relations between dlk and cP1

k, cP1
k is divided into cP1

k ≤ dlk ,
cP1

k = dlk , cP1
k < dlk , cP1

k > dlk , cP1
k ≥ dlk .

We show these cases by the Figure 4.

Fig. 4. Cases of tlk

In the followings, we compute Run(qk, tlk) according to the above cases.
Here task Pi has an error, if tlk is greater than TPi .

1. tlk ≤ dlk :
Then we consider three cases such as cPi

k < dlk , cPi
k = dlk , cPi

k > dlk .
(a) cP1

k < dlk

In this case, task queue is as follows:
Run(qk, tlk) = [

P1
k(0, dP1

k − cP1
k, vP1(tP1

k + cP1
k)),

. . . . . . . . .,
Pi

k(0, dPi

k − (cP1
k + . . .+ cPi−1

k), vPi(tPi
k +(cP1

k + . . .+ cPi−1
k))),
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Pi+1
k(cPi+1

k−(dlk −(cP1
k+. . .+cPi

k)), dPi

k−dlk , vPi(tPi+1
k+dlk)),

. . . . . . . . .,
Pn

k(cPn
k, dPn

k − dlk , vPn(tPn
k + dlk))], where tlk = dlk .

Therefore we compute the value as follows:
vP1(tP1

k + cP1
k)) + vP2(tP2

k + cP1
k + cP2

k)) + . . .
(b) cP1

k = dlk :
In this case, task queue is as follows:
Run(qk, tlk) = [

P1
k(0, dP1

k − cP1
k, vP1(tP1

k + cP1
k)),

P2
k(cP2

k, dP2
k − cP1

k, vP2(tP2
k + dlk)),

. . . . . . . . .,
Pn

k(cPn
k, dPn

k, vPn(tPn
k + dlk))], where tlk = dlk .

Therefore we compute the value as follows:
vP1(tP1

k + cP1
k))

(c) cP1
k > dlk :

In this case, task queue is as follows:
As Run(qk, tlk) = [

P1
k(cP1

k − dlk , dP1
k − dlk , vP1(tP1

k + dlk),
P2

k(cP2
k, dP2

k, vP2(tP2
k + dlk

k)),
. . . . . . . . .,
Pn

k(cPn
k, dPn

k, vPn(tPn
k + dlk))].

we can not compute the value, where tlk = dlk .
2. tlk < dlk :

In this case, we consider two cases such as cPi
k < dlk , cPi

k ≥ dlk .
(a) cP1

k < dlk :
In this case, task queue is as follows:
Run(qk, tlk) = [

P1
k(0, dP1

k − cP1
k, vP1(tP1

k + cP1
k)),

. . . . . . . . .,
Pi

k(0, dPi

k − (cP1
k + . . .+ cPi−1

k), vPi(tPi
k +(cP1

k + . . .+ cPi−1
k))),

Pi+1
k(cPi+1

k − (dlk
−− (cP1

k + . . .+ cPi
k)), dPi

k − dlk
−, vPi(tPi+1

k +
dlk

−)),
. . . . . . . . .,
Pn

k(cPn
k, dPn

k−dlk
−, vPn(tPn

k+dlk
−))], where dlk

− is almost equal
to dlk and less than dlk .
Here tlk = dlk

−.
Therefore we compute the value as follows:

vP1(tP1
k + cP1

k)) + vP2(tP2
k + cP1

k + cP2
k)) + . . .

(b) cP1
k ≥ dlk

In this case, task queue is as follows:
As Run(qk, tlk) = [

P1
k(cP1

k − dlk
−, dP1

k − dlk
−, vP1(tP1

k + dlk
−),

P2
k(cP2

k, dP2
k − dlk

−, vP2(tP2
k + dlk

−)),
. . . . . . . . .,
Pn

k(cPn
k, dPn

k − dlk
−, vPn(tPn

k + dlk
−))], we can not compute the

value.
Here tlk = dlk

−.
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3. tlk = dlk :
In this case, we consider three cases such as cPi

k < dlk , cPi
k = dlk , cPi

k >
dlk .

(a) cP1
k < dlk :

In this case, task queue is as follows:
Run(qk, tlk) = [

P1
k(0, dP1

k − cP1
k, vP1(tP1

k + cP1
k)),

. . . . . . . . .,
Pi

k(0, dPi

k − (cP1
k + . . .+ cPi−1

k), vPi(tPi
k +(cP1

k + . . .+ cPi−1
k))),

Pi+1
k(cPi+1

k−(dlk −(cP1
k+. . .+cPi

k)), dPi

k−dlk , vPi(tPi+1
k+dlk)),

. . . . . . . . .,
Pn

k(cPn
k, dPn

k − dlk , vPn(tPn
k + dlk))].

Here tlk = dlk .
Therefore we compute the value as follows:

vP1(tP1
k + cP1

k)) + vP2(tP2
k + cP1

k + cP2
k)) + . . .

(b) cP1
k = dlk

In this case, task queue is as follows:
Run(qk, tlk) = [

P1
k(0, dP1

k − cP1
k, vP1(tP1

k + cP1
k)),

P2
k(cP2

k, dP2
k − cP1

k, vP2(tP2
k + dlk)),

. . . . . . . . .,
Pn

k(cPn
k, dPn

k, vPn(tPn
k + dlk))].

Here tlk = dlk .
Therefore we compute the value as follows:

vP1(tP1
k + cP1

k))
(c) cP1

k > dlk :
In this case, task queue is as follows:
As Run(qk, tlk) = [

P1
k(cP1

k − dlk , dP1
k − dlk , vP1(tP1

k + dlk),
P2

k(cP2
k, dP2

k − dlk , vP2(tP2
k + dlk)),

. . . . . . . . .,
Pn

k(cPn
k, dPn

k − dlk , vPn(tPn
k + dlk))],

we can not compute the value.
Here tlk = dlk .

4. tlk ≥ dlk :
In this case, although cPi

k is less or greater than dlk , task queue is as follows:
Run(qk, tlk) = [

P1
k(0, dP1

k − cP1
k, vP1(tP1

k + cP1
k)),

P2
k(0, dP2

k − (cP1
k + cP2

k), vP2(tP2
k + cP1

k + cP2
k)),

. . . . . . . . .,
Pn

k(0, dPn

k,−(cP1
k + . . . + cPn

k), vPn(tPn
k + cP1

k + . . . + cPn
k))].

Here tlk = cP1
k + . . . + cPn

k.
Therefore we compute the value as follows:

vP1(tP1
k + cP1

k)) + . . . + vPn(tPn
k + cP1

k + . . . + cPn
k))
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5. tlk > dlk :
In this case, although cPi

k is less or greater than dlk , task queue is as follows:
Run(qk, tlk) = [

P1
k(0, dP1

k − cP1
k, vP1(tP1

k + cP1
k)),

P2
k(0, dP2

k − (cP1
k + cP2

k), vP2(tP2
k + cP1

k + cP2
k)),

. . . . . . . . .,
Pn

k(0, dPn

k,−(cP1
k + . . . + cPn

k), vPn(tPn
k + cP1

k + . . . + cPn
k))].

Here tlk = cP1
k + . . . + cPn

k.
Therefore we compute the value as follows:

vP1(tP1
k + cP1

k)) + . . . + vP2(tP2
k + cP1

k + . . . + cPn
k))

Discrete transition:

After delay transition, as l
g,a,r−→ m and u |= g hold true, the following transi-

tion occurs:
(l, u, q)

g,a,r−→Sch (m, u[r %→ 0],Sch(M(m) :: q)),
where Sch(M(m) :: q) can be obtained by adding the task in node m.

For each deterministic behavior, by repeating 1. and 2. from an initial node,
we can compute

∑n
i=1 vPi(tPi

k).
Therefore, we can get the sum of values for each deterministic behavior.

5 Conclusion

In this paper, we develop an automata-theoretic performance analysis method
of soft real-time systems by extending the verification method of schedulability
of hard real-time systems using utility functions. In our proposed method, task
is characterized as the execution time, the deadline and the utility function.
Moreover, performance analysis can be transformed to a brute force search for
timed computation tree of timed automata and a calculation of the value of every
state. We have implemented an automata-theoretic performance analyzer on
Sun Blade2000. Now, we are going to apply our proposed method into practical
problems.
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Abstract. The increasing pervasiveness of wide-area distributed computing re-
sources, like computational Grids, has given rise to applications that have in-
herent problems of complexity, adaptability, dynamism and heterogeneity etc. 
The emerging concept of autonomic computing holds the key to the self-
management of such a multifarious undertaking and provides a way to further 
build upon this complexity without incurring additional drawbacks. Further-
more, access to Grid services at present is generally limited to devices having 
substantial computing, network and memory resources whereas most of mobile 
devices do not have the sufficient capabilities to be either direct clients or ser-
vices in the Grid environment. The existing middleware platforms like Globus 
do not fully address mobility, yet extending the potential of the Grid to a wider 
audience promises increase in its flexibility and productivity. In this paper1, we 
present a component-based autonomic middleware that can handle the complex-
ity of extending the potential of the Grid to a wider mobile audience, by incor-
porating the features of context-awareness and self-management. We also ad-
dress the middleware issues of job delegation to a Grid service, support for dis-
connected operation/offline processing and secure communication. 

1   Introduction 

Grid [1] computing permits participating entities connected via networks to dynami-
cally share their resources. Its increasing usage and popularity in the scientific com-
munity and the prospect of seamless integration and interaction with heterogeneous 
devices and services makes it possible to develop further complex and dynamic appli-
cations for the Grid. However, most of the conventional distributed applications are 
developed with the assumption that the end-systems possess sufficient resources for 
the task at hand and the communication infrastructure is relatively reliable. For the 
same reason, the middleware technologies for such distributed systems encourage the 
developers to focus on the functionality rather than the distribution. But we know that 
                                                           
1  This research work has been supported in part by the ITRC program of Korean Ministry of 

Information and Communication (MIC), in collaboration with Sunmoon University, Republic 
of Korea. 
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in case of mobile computing, these assumptions are not essentially true. Firstly, there 
is a wide variety of mobile devices available; laptops offering substantial computing 
power and memory etc. to cell phones with scarce resources. Secondly, in mobile 
systems, network connections generally have limited bandwidth, high error rates and 
frequent disconnections. Lastly, mobile clients usually have the ability to interact with 
various networks, services, and security matters as they move from one place to an-
other. So extending this potential of the Grid to a wider audience promises increases 
in flexibility and productivity, particularly for the users of mobile devices who are the 
prospective consumers and beneficiaries of this technology. 

This goal was the main motivation behind the MAGI middleware [25], whose ar-
chitecture provided the foundation support and infrastructure for building applications 
and services that provide mobile clients access to Grid. However, the efficient man-
agement of such a large platform is a considerably complicated issue and it is a con-
stantly increasing complexity because of increasing numbers of heterogeneous de-
vices and components being added to it. In fact, the current level of software com-
plexity has reached such a level of complexity that it threatens the future growth and 
benefits of the general IT infrastructure [2]. Also, as the environment of a mobile 
device changes, the application/service behaviour needs to be adjusted to adapt itself 
to the new environment. Hence dynamic reconfiguration is an important building 
block of such an adaptive system. Furthermore, the interaction approach between the 
mobile client and the host dictates the effectiveness and efficiency of a mobile sys-
tem. A promising approach to handle this complexity is the emerging field of auto-
nomic computing [3]. It calls for the design of a system in such a way that it is aware 
of its constituting components and their details, it can reconfigure itself dynamically 
according to the change in its environment, optimize its working to achieve its goals 
and predict or recognize faults and problems in its work flow and rectify them. The 
inspiration of such self-managing approach has been taken from the autonomous 
nervous system and many efforts are underway for further development in this field 
[4], [5], [6]. The effect of such an autonomous system will be the reduction in the 
complexity and ease in management of a large system, and what better exemplar case 
for its application than the Grid and its middlewares. Various ways have been pro-
posed to achieve the fulfillment of this vision, from agent-based [7] to policy-based 
self-management [8], from autonomic elements and closed control loops [9] to adap-
tive systems, self-stabilizing systems and many more, but the motivation and ultimate 
goal of all is the same. Hence, given the highly variable computing environment of 
mobile systems, it is mandatory that modern middleware systems are designed in such 
a way that they can support the requirements of modern mobile systems such as dy-
namic reconfiguration and asynchronous communication. The motivation behind the 
AutoMAGI middleware is to develop an autonomic middleware that provides mobile 
devices access to Grid infrastructure and also enables autonomous applications to use 
its platform. It will be beneficial to all kinds of Grid users, form the physicist who 
wants to run a set of simulations from his PDA to a doctor who wants a Grid medical 
service to analyze the MRI or CT scans of a patient from his smart phone, so that 
finally we can promise increase in seamless flexibility and productivity. In what fol-
lows, we first discuss the basic structure of autonomic components in our autonomic 
MAGI middleware and then present its architecture, which enables heterogeneous 
mobile devices to access Grid services and also enables autonomous applications to 
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use it as a platform for this purpose. This middleware provides support and manage-
ment infrastructure for delegation of jobs to the Grid, a light-weight security model, 
offline processing, adaptation to network connectivity issues (disconnected operation) 
and presentation of results to client devices in keeping with their limited resources.  

2   Autonomic Components in AutoMAGI 

The AutoMAGI middleware is composed of autonomic components which are re-
sponsible for managing their own behavior in keeping with the relevant policies, and 
also for cooperating with other autonomic components to achieve their objectives. 
The structure of a typical component is shown in Figure 1. 

 

Fig. 1. Structure of an Autonomic Component in AutoMAGI 

A resource can be anything, from a CPU, memory etc. to an application or service. 
The event signifies a change in the state of a resource. Decision rules are used for 
deducing a problem based on the information received from various events. The prob-
lems can be deduced using a single event or inferring from a group of events, based 
on a single occurrence or based on a history of occurrences. The component then 
makes plans to rectify this problem or optimize some functional/behavioral aspects, 
basing upon the policies and internal and external knowledge of the component. Ac-
tion rules are then used to execute tasks to bring about these changes in line with the 
desired goal of the component. 

This manner of structure facilitates in building up a control loop by employing the 
monitor, analyze, plan and execute cycle, which is of key significance for autonomic 
behavior [24]. 

3   AutoMAGI Architecture 

The AutoMAGI middleware is exposed as a web service to the client application.  
The components of the middleware (as shown in Figure 2) are discussed briefly as 
follows. 
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3.1   Discovery Service  

The discovery of the middleware by mobile devices is undertaken by employing a 
UDDI registry [11], [12]. The composition of the current web services may not give 
sufficient facilities to depict an autonomic behavior or to integrate them seamlessly 
with other autonomic components but with the advent of semantic web service tech-
nologies like OWL-S [13], it becomes possible to provide a fundamental framework 
for representing and relating devices and services with their policies and describing 
and reasoning about their functionalities and capabilities. Another hurdle is that the 
current organization and management of Web services and Grid services are static 
and must be defined a priori. However, by using Web Services Distributed Manage-
ment (WSDM) [26], we get a mechanism of managing resource-oriented and dynamic 
web services and their discovery. 

 

Fig. 2. AutoMAGI – Architecture and Deployment diagram 

Once the middleware service is deployed and registered, other applications/devices 
would be able to discover and invoke it using the API in the UDDI specification [12] 
which is defined in XML, wrapped in a SOAP envelope and sent over HTTP. 

3.2   Client Communication Interface 

The service advertised to the client is the communication interface between the mo-
bile device and the middleware. This layer enables the middleware to operate as a 
semantic web service [14] and communicate via the SOAP framework [15]. The re-
pository in the middleware also contains the device and user related ontologies and 
service policies for the devices, users and applications. Due to this service-oriented 
approach, it is not expected of the client to remain connected to the middleware at all 
times while the request is being processed.  
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3.3   Adaptive Communication Component 

We focus on providing support for offline processing in the Adaptive Communication 
component, which allows the system to automatically redeploy essential components 
to maintain service availability, even in adverse circumstances. The adaptation 
scheme used is application aware, i.e., the framework of the Adaptive Communication 
component allows the developer to determine the application policies, which describe 
how the component will react in different situations. This enables the component to 
reconfigure itself while adapting to the prevailing conditions. With an autonomic 
policy manager to direct these reconfigurations, the services can maintain their avail-
ability even in disconnected mode. Two kinds of disconnections are considered for 
providing offline processing; voluntary and involuntary disconnection. The former 
refers to a user-initiated event that enables the system to prepare for disconnection, 
and the latter to an unplanned disconnection (e.g., due to network failure). The differ-
ence between the two cases is that in involuntary disconnection the system needs to 
be able to detect disconnection and reconnection, and it needs to be pessimistically 
prepared for disconnection at any moment, hence requiring to proactively reserve and 
obtain redundant resources (if any) at the client. The Adaptive Communication com-
ponent utilizes a connection monitor for this purpose but the job for facilitating in 
making such decisions that whether the disconnection was intentional or not is done 
with the help of decision rules of the component. The action rules of the component 
take the contributing factors and parameters into account and based on the particular 
policy, proceed with the course of actions to be undertaken.  

The flow of events dealing with the disconnected operation can be seen in the 
state-transition diagram in Figure 3. During execution, checkpoints are maintained at 
the client and the middleware, taking into account the policies of the device, user and 
application, in order to optimize reintegration after disconnection and incorporate 
fault tolerance. 

 

Fig. 3. State-transition diagram from disconnection/reconnection management 

3.4   Grid Communication Interface 

The Grid Communication interface provides access to the Grid services by creating 
wrappers for the API advertised by the Grid. These wrappers include standard Grid 
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protocols such as GRAM [16], MDS [17], GSI [18] etc. which are obligatory for any 
application trying to communicate with the Grid services using Globus. This enables 
the middleware to communicate with the Grid, in order to accomplish the job as-
signed by the client. Its working is in close collaboration with the Grid Information 
component, which is discussed later in the section. 

3.5   Grid Information Component 

The Grid Information component interacts with the wrapper of the GLOBUS toolkit’s 
API for information services (MDS [17]). It assists the client application by managing 
the process of determining which services and resources are available in the Grid (the 
description of the services as well as resource monitoring such as CPU load, free 
memory etc.). Detailed information about Grid nodes (which is made available by 
MDS) is also shared on explicit request by the client. 

3.6   Job Broker Component 

The autonomic Job Broker component deals with initiating the job request and steer-
ing it on behalf of the client application. After going through the related policy and 
determining the availability of the Grid service and authorization of the client, it 
downloads the code (from the mobile device or from a location specified by the client 
e.g. an FTP/web server). Once the code is available, the Job Broker component sub-
mits a “createService” request on the GRAM’s Master Managed Job Factory Service 
(via the wrapper) which is received by the Redirector [16]. The application code (con-
trolled by the application policy) then interacts with the newly created instance of the 
service to accomplish the task. The rest of the process including creating a Virtual 
Host Environment (VHE) process and submitting the job to a scheduling system is 
done by GRAM. Subsequent requests by the client code to the Job Broker component 
are redirected through the GRAM’s Redirector.  

The monitoring service of the Job Broker component interacts with GRAM’s 
wrapper to submit FindServiceData requests in order to determine the status of the 
job. It may then communicate with the Knowledge Management component to store 
the results, depending on the type of application and all the related policies, as the 
mobile client may reconnect and ask for the results (intermediate/final) of its job from 
the Job Broker component. 

3.7   Knowledge Management Component 

The knowledge used by different autonomic components is handled by using semantic 
web technologies in the middleware which provide the mechanisms to present the 
information as machine-processable semantics and is useful in building intelligent 
decision-making mechanisms and perform knowledge level transformations on that 
information. These decisions and transformed information is then passed on to other 
components within the system or directly to the client or the Grid, which utilize it 
according to their specific needs. 

The autonomic components that constitute the AutoMAGI middleware constantly 
monitor and gather the data they need to react to or act upon, according to their man-
agement tasks and targets. This wide-scoped data is elaborated and organized through 
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the notion of events. Events in turn are typically meaningful in a certain context when 
related with other events. This correlation information can then be used for Data fil-
tering, measuring thresholds and sequencing of actions etc. But for such an autonomic 
model to work properly, a shared knowledge must be present which includes features 
context information, system logs, performance metrics and relevant policies. We 
manage this knowledge base with the help of a Policy Manager in the KM compo-
nent. Due to the autonomic character of the Knowledge Management component, the 
middleware is able to respond to a problem that happened in the defined problem 
space (scope of defined problems) and use predictive methods to discover probable 
problems in advance and so succeed in achieving better results and eliminating prob-
lems. But as each autonomic element has its own knowledge model, the problem of 
data/knowledge integration might result, which is again handled by the Knowledge 
Management module. Furthermore, some conflict-scenarios may arise due to the 
conflicting goals pursued by different autonomic components. The optimal solution of 
such conflicts is also the job of this component. 

3.8   Security Component 

The Grid Security Infrastructure is based on public key scheme mainly deployed 
using the RSA algorithm [19]. However key sizes in the RSA scheme are large and 
thus computationally heavy on handheld devices such as PDA’s, mobile phone’s, 
smart phones etc. We propose the use of Elliptic Curve Cryptography (ECC) based 
public key scheme, which can be used in conjunction with Advanced Encryption 
Standard (AES) for mobile access to Grid. This provides the same level of security as 
RSA and yet the key sizes are a lot smaller [20] which means faster computation, low 
memory and bandwidth and power consumption with high level of security. 

Furthermore, as no autonomic element should provide its resources or services to 
any other component without the permission of its manager, we make use of security 
policies that govern and constrain their behavioral aspects at a higher level. The secu-
rity policies include different characteristics like the level of protection needed to be 
applied to the various information resources that the component contains or controls, 
rules that determine how much trust the element places in other elements with which it 
communicates, cryptographic protocols the element should use in various situations 
and the circumstances in which the element should apply or accept security-related 
patches or other updates to its own software, and so on. Each autonomic component 
also holds various security related tasks and state representations to describe the cur-
rent status and activities, like level of trust on other communicating entities, notifica-
tion form other components or human administrators of suspicious circumstances, 
agreements with other components regarding provision of security-related information, 
such as log-file analyses or secure time stamping, and a list of trustworthy resource 
suppliers (used to quickly verify the digital signatures on the resources they provide). 

4   Communication Between the Middleware Gateways 

In case multiple instances of the MAGI middleware gateways are introduced for im-
proving scalability, some problem scenarios might arise. Consider a mobile device that 
accesses the Grid network via gateway M1, but disconnects after submitting the job. If 
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the mobile device later reconnects at gateway M2 and inquires about its job status, the 
system would be unable to respond if the middleware is not capable of sharing informa-
tion with other instances. To manage resources, clients and requests etc. between them-
selves, the distributed instances of AutoMAGI middleware use an Arbiter component. 
So in accordance with high-level guidance from the application/client’s policies for the 
functional environment and the load-balancing policies from the middleware, we attain 
a guideline for optimal sharing of knowledge between different middleware instances. 

The Arbitrator facilitates in communication between any two middleware in-
stances. It maintains the ordered pairs (ID, URI) which are used for the identification 
of the middleware instance. So for instance, after reintegration of the mobile client at 
M2, C sends the ID of the middleware instance, where the job was submitted (i.e. M1), 
to the Arbitrator. The Arbitrator determines that the ID is not that of M2.  It then 
checks the Middleware Directory Listing to find the URI corresponding to the Mid-
dleware instance M1. The Arbitrator then requests (from the client application) the 
job-ID of the job submitted by C. Upon a successful response the Arbitrator of M2 (A-
M2) communicates with the Arbitrator of M1 (A-M1) using the URI retrieved. After 
mutual authentication, A-M2 sends the job-ID along with the clients request for fetch-
ing the (intermediate/final) results to A-M1. If the job is complete, the compiled results 
are forwarded to client application. In case the job isn’t complete yet, the client appli-
cation continues to interact with A-M1 (where the job was submitted). Note that A-M2 
acts as a broker for communication between C and M1. Also, if the C decides to dis-
connect and later reconnect at a third middleware instance M3, then A-M3 will act as a 
broker and communicate with M1 on behalf of C. As all the processing of information 
is done at the middleware where the job was submitted, the other instances would 
only act as message forwarding agents. 

5   Related Work 

Signal [21] proposes a mobile proxy-based architecture that can execute jobs submit-
ted to mobile devices, so in-effect making a grid of mobile devices. After the proxy 
server determines resource availability, the adaptation middleware layer component in 
the server sends the job request to remote locations. The efforts are inclined towards 
QoS issues such as management of allocated resources, support for QoS guarantees at 
application, middleware and network layer and support of resource and service dis-
coveries based on QoS properties. 

In [22] a mobile agent paradigm is used to develop a middleware to allow mobile 
users’ access to the Grid and it focuses on providing this access transparently and 
keeping the mobile host connected to the service. Though improvement is needed in 
the system’s security, fault-tolerance and QoS, the architecture is sufficiently scalable. 
GridBlocks [23] builds a Grid application framework with standardized interfaces 
facilitating the creation of end user services. For security, they are inclined towards the 
MIDP specification version 2 which includes security features on Transport layer. 
They advocate the use of propriety communication protocols based on the statement 
that performance of SOAP on mobile devices is 2-3 times slower as compared to a 
proprietary protocol. But in our view, proprietary interfaces limit interoperability and 
extensibility, especially to new platforms such as personal mobile devices and certainly 
an autonomic computing system will only be possible if open standards are ensured. 
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6   Conclusions and Future Work 

In this paper we identified the potential of enabling mobile devices access to the Grid 
and how we use the emerging autonomic computing paradigm to solve the manage-
ment complexity. The component-based architecture of an autonomic middleware 
named AutoMAGI is presented which facilitates implicit interaction of mobile de-
vices with Grid infrastructure. It ensures secure communication between the client 
and the middleware service, provides support for offline processing, manages the 
presentation of results to heterogeneous devices considering the device specifications 
and deals with the delegation of job requests from the client to the Grid.  

In future we intend to focus on issues of autonomic security (self-protection) and 
streamline the Knowledge Management component for self-optimization. Along with 
a prototype implementation, we intend to continue validating our approach by ex-
perimental results and benchmarks. 
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Abstract. Autonomic Systems are essentially about creating self-managing 
systems based on the biological metaphor of the non-conscious acting 
autonomic nervous system.  The Autonomic initiative has been motivated by 
ever increasing complexity and total cost of ownership of today’s system of 
systems.  Autonomicity also offers inroads in terms of fault-tolerant computing 
and assisting in creating survivable systems.  This paper examines the relevant 
technologies including Agents for engineering autonomicity and survivability in 
a secure location biometric system. 

1   Introduction 

The case has been well presented in the literature for the need to create self-managing 
systems due to the complexity problem, the total cost of ownership, or to provide the 
way forward to enable future pervasive and ubiquitous computation and 
communications [1][2][3][4].  Another aspect for self-management is to facilitate 
survivable systems. To enable self-management (autonomicity) a system requires 
many self properties (self-* or selfware), such as self-awareness.  This paper first 
looks at autonomic management, it then describes a deployed critical security system 
that requires built in survivability and autonomicity. The paper then briefly examines 
related work, namely agents and clusters before going on to present an agent based 
approach to deal with providing self-management redundancy in the system and avoid 
the traditional updating issues with failover servers.  

2   Autonomic Management 

Computing systems are expected to be effective.  This means that they serve a useful 
purpose when they are first introduced and continue to be useful as conditions change.  
Responses taken automatically by a system without real-time human intervention are 
autonomic responses [5]. The autonomic concept is inspired by the human body's 
autonomic nervous system. By analogy, humans have good mechanisms for adapting 
to changing environments and repairing minor physical damage. The autonomic 
nervous system monitors heartbeat, checks blood sugar levels and keeps the body 
temperature normal without any conscious effort from the human.  This biological 
autonomicity is influencing a new paradigm for computing to create similar self-
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management within systems (Autonomic Computing, Autonomic Communications 
and Autonomic Systems).  There is an important distinction between autonomic 
activity in the human body and autonomic responses in computer systems. Many of 
the decisions made by autonomic elements in the body are involuntary, whereas 
autonomic elements in computer systems make decisions based on tasks chosen to 
delegate to the technology [6]. 

Many branches of computer science research and development will contribute to 
progress in autonomic computing. In particular, it brings together work in software 
engineering and artificial intelligence. Research on dependable systems should be 
especially influential, as dependability covers many relevant system properties such 
as reliability, availability, safety, security, survivability and maintainability [7],[8]. 

In the late 1990s DARPA/ISO’s Autonomic Information Assurance (AIA) 
programme studied defence mechanisms for information systems against malicious 
adversaries.  The AIA programme resulted in two hypotheses; (1) fast responses are 
necessary to counter advance cyber-adversaries and (2) coordinated responses are 
more effective than local reactive responses [5].  These hypotheses may provide 
general guidance for creating autonomic survivable systems. 

‘Autonomic’ became mainstream within Computing in 2001 when IBM launched 
their perspective on the state of information technology [1].  IBM defined four key 
self properties: self-configuring, self-healing, self-optimizing and self-protecting [6].   
In the few years since, the self-x list has grown as research expands, bringing about 
the general term selfware or self-*, yet these four initial self-managing properties 
along with the four enabling properties; self-aware (of internal capabilities and state 
of the managed component), self-situated (environment and context awareness), self-
monitor and self-adjust (through sensors, effectors and control loops), cover the 
general goal of self management [8]. 

The influence of the autonomic nervous system (ANS) may imply that the 
Autonomic Computing initiative is concerned only with low level self-managing 
capabilities such as reflex reactions.  This fits with AIA perspective, other layered 
architectures such as; reaction—routine—reflection [9]; data—management/control—
knowledge planes [10]; hardware—cyber—mission planes [5]; autonomic—
selfware—autonomous [11]. Yet within the autonomic research community the vision 
behind the initiative is an overarching goal of system-wide policy-based self-
management where a human manager will state a business-critical success factor and 
the ICT systems will take care of it, self-configuring and self-optimising to meet the 
policies, and self-protecting and self-healing to ensure the policies are maintained in 
light of changing circumstances.  It may be reasoned that due to our ANS we are freed 
(non-conscious activity) from the low-level complexity of managing our bodies to 
perform high-level complex tasks.  Similarly, for Computing to develop further and 
provide equivalent high-level system-wide tasks, necessitates a corresponding low-
level ‘non-conscious’ architecture.  As such, increasing this initiative will converge 
and cross-influence the fields of ubiquitous and pervasive computing. 

3   The Core Survivable Security System 

Highly secure locations, such as research labs and law enforcement correction centers, 
are seeking to utilize the latest technology in biometrics such as iris and finger print 
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technologies to allow and restrict access and movement around their locations [12].  
Architectural requirements for such systems dictate that the architecture should be 
secure, fault-tolerant, and non-exploitable [5]; that the system must meet the security 
policies of the organization and it must accommodate different security 
infrastructures; the system must remain robust and secure when faults occur, both 
random faults caused by the failure of system elements and to malicious faults caused 
by a deliberate attack on the system; that communication must be reliable so that 
defensive components remain fully functional even in the face of an attack on the 
infrastructure; and that it must not be possible for an attacker to exploit defensive 
components to effect an undesirable action, for example, an attacker or random fault 
must not be able to trigger a response that causes the system to unnecessarily deny 
legitimate users access and movement nor the opposite allow non-legitimate users 
access and movement around the location [5]. 

 

Fig. 1. Core Security System - High Level Architecture 

Figure 1 depicts a high level architecture for access control to a correction center 
secure location incorporating such identification technologies as biometrics [12].  The 
implication of these multiple components is that the system becomes more complex, a 
theme the Autonomic initiatives aim to address.  In this situation the self-healing and 
self-protections aspects are more critical to the system.  The continuous monitoring of 
the system health through control loops matches the architecture needs.  Research 
within the Autonomic field such as self-healing and micro rebooting can assist in 
creating a survivable environment [8]-[14]. 

Figure 2 illustrates the Survivable Secure System (SSS) architecture.  It provides 
for an inmate tracking solution that delivers the information needed to manage the 
correction center. The system supports cell assignments and tracking of inmates' 
movements, various activities and events. The SSS is a modular system that will 
integrate with existing systems with the general concept being to monitor people 
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within a defined space and manage their movements, access to goods, services and 
privileges.  A predefined set of rules can be applied at any level to limit movement, 
interaction between individuals or access to resources. 

A history will build up of activity for each individual defined to the system. 
Biometric technology is used to uniquely identify prisoners. This makes it possible to 
provide inmates with personal information and enable them to request services 
through the system. 

3.1   Survivability 

Survivability is achieved within the system through the use of Watchdog, heartbeats, 
micro-reboots, automated failover and a dual redundant ring architecture.   

 

Fig. 2. Core Security System - Component Architecture 

3.1.1   Watchdog 
Watchdog is essentially status monitoring software, providing a service that monitors 
the status of a specific list of devices/programs across the network. This status 
information is sent to registered consoles where it is displayed in a graphical format 
representing the system. From the graphic layout users are shown the current system 
status and alerted to any problems. This enables the user to initiate pre-programmed 
remedial action.  It is also possible to have the Watchdog perform automatic 
responses to specific problems. 
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The Watchdog communicates with hardware devices either using standard pings or 
by using SNMP (Simple Network Management Protocol) messages. By using a 
standard ping the Watchdog can only ascertain if the device is replying or not. By 
using SNMP the Watchdog can collect more detailed information about the device, in 
the case of SNMP enabled switches (e.g. Netgear) individual links can be monitored. 
For software applications, the Watchdog sends heartbeat (Are you alive?) messages to 
which the application replies giving its status. The heartbeat messages also contain the 
status of other applications which have a functional relation to the application being 
polled. This additional information can be used by the application to make decisions 
on how to operate if a required function of the system is not working correctly.  

If a problem is detected in an application the Watchdog can kill the faulty 
application and restart it.  If a problem is detected in hardware the Watchdog can 
restart the device via software controlled power management.   

3.1.2   Heart-Beats 
Essentially, one view of the goal of autonomic computing is to create robust 
dependable self-managing systems [8]. To facilitate this aim, fault-tolerant 
mechanisms such as a heart-beat monitor (‘I am alive’ signals) and pulse monitor 
(urgency/reflex signals) may be included within the autonomic element [9][2].  The 
notion behind the pulse monitor (PBM) is to provide an early warning of a condition 
so that preparations can be made to handle the processing load of diagnosis and 
planning a response, including diversion of load.  Together with other forms of 
communications it creates dynamics of autonomic responses [15] – the introduction of 
multiple loops of control, some slow and precise, others fast and possibly imprecise, 
fitting with the biological metaphor of reflex and healing [9]. 

3.1.3   Micro-rebooting 
One promising avenue of research for self-healing (in particular in software) is 
microrebooting [13].  In this approach components at varying granularity levels are 
designed to be crash only, that is if they are not functioning correctly, self-healing is 
simply a reboot. 

Since rebooting can be expensive causing non trivial service disruption or 
downtime (even when failover and clusters are employed) the key is to separate 
process recovery from data recovery and to achieve fine grained rebooting; i.e. 
components as opposed to applications or even systems [13]. 

3.1.4    Redundant Ring Architecture 
Survivability is achieved within the network communications through a dual redundant 
fibre ring architecture. This is achieved by using Netgear layer 2 managed switches. 
For an Ethernet network to function properly, only one active path can exist between 
two stations. Multiple active paths between stations cause loops in the network. If a 
loop exists in the network topology, the potential exists for duplication of messages. To 
provide path redundancy on Ethernet networks the Spanning-Tree Protocol can be 
used. Spanning-Tree Protocol forces certain redundant data paths into a standby 
(blocked) state. If one network segment in the Spanning-Tree Protocol becomes 
unreachable, the spanning-tree algorithm reconfigures the spanning-tree topology and 
re-establishes the link by activating the standby path. This reconfiguration mechanism 
is transparent to the machines on the network.  The blocked standby paths are 
illustrated as lighter grey connection in Figure 3. 
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Fig. 3. Dual Redundant Ring Architecture 

3.1.5   Failover/Load Balancing 
The major server applications, illustrated in Figure 2 exist as multiple instances 
running on different machines. The load is balanced between these instances so that in 
the event of a machine failure there is minimal impact on the system. Local fail safe 
has been built into the access control system so that under extreme fault conditions 
the access control system will still function in a limited capacity. 

4   Related Work 

Autonomic Computing is dependent on many disciplines for its success; not least of 
these is research in agent technologies.  At this stage, there are no assumptions that 
agents have to be used in an autonomic architecture, yet the desired self-* properties 
can benefit from the nature of agents, namely; autonomy, reactivity, sociality and pro-
activity.  Also, as in complex systems there are arguments for designing the system 
with agents [ 16], as well as providing inbuilt redundancy and greater robustness [17], 
through to retrofitting legacy systems with autonomic capabilities that may benefit 
from an agent approach   [18]. 

Emerging research ranges from autonomic architecture containing autonomic 
managers as agents themselves, a self-managing cell  [19], containing functionality for 
measurement and event correlation and support for policy-based control, to alternative 
rational models, such as state-feeling-action [20],  that may better suit autonomic 
systems than traditional DBI models.  Autonomics is also finding its way into agent 
research, for instance semantic web agents [21]. 

Cluster computing, whereby a large number of simple processors or nodes are 
combined together to apparently function as a single powerful computer, has emerged 
as a research area in its own right.  Traditionally, Massively Parallel Processing 
(MPP) computer systems have been used to meet high performance computing 
requirements.  MPP computers may contain hundreds or thousands of processors 
within a single computer system.  Typically, upgrading such systems requires a 
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complete rebuild of the system.  They are, however, relatively simple to manage, and 
they certainly perform very well. A recent trend in high performance computing 
research has been to find new approaches to overcome the cost and scalability issues 
associated with MPP systems, such as clusters and grids.   

The Cluster approach offers a relatively inexpensive means of providing a fault-
tolerant environment and achieving significant computational capabilities for high-
performance computing applications.  However, the task of manually managing and 
configuring a cluster quickly becomes daunting as the cluster grows in size.   
Autonomic computing is also being researched to provide self-managing cluster 
systems, for instance the Autonomic Cluster Management System (ACMS) [22] that 
exploits autonomic properties and agents in automating cluster management. 

5   Autonomic Management with Agents 

A major issue with providing redundancy and automated failover is the expense in 
keeping the back-up servers up-to-date.  When you also consider the SSS environment 
where there are many types of servers this becomes particularly critical.  If one utilizes 
autonomic agents to design the self-management system, then such properties as agent 
cloning may be utilized to provide up-to-date back-up redundant servers. 

This section considers the autonomic self-managing survivable system as a mobile 
agent system, much the same as the ACMS [22].  The system is composed of a 
number of agent processes, representing both the required servers (control panel 
server, door server, audio server and so on) and the necessary autonomic management 
agents, communicating across a network of nodes. The system consists of four types 
of agents, each with functionality implementing autonomic system properties, namely 
the General Server Agents (GA), Health Agents (HA), Optimization Agents (OA), and 
Configuration Agents (CA). 

One configuration to provide the survivable autonomicity is that the system is 
comprised of two Configuration Agents, two Health Agents, and one Optimization 
Agent per implementation, as well as two General Agents per node (primary and 
redundant secondary).  Each general agent is designed to be specific-purpose, and to 
perform a particular task (the servers in the SSS).  The community of agents 
collaborates to achieve a common goal, specifically providing autonomic 
management of the system, while simultaneously maximizing performance by 
implementing load-balancing techniques on the system.  Figure 4 illustrates the 
architecture of the proposed system. 

The agents function includes a heartbeat (sending of a periodic ‘I am alive’ signal) 
[9], to facilitate fault tolerance and the provision of localized fail-over on the node; 
i.e., instead of the traditional approach of the CA noticing an agent has failed (through 
polling) on a remote host and instructing the switch over to the secondary agent on 
that remote host, this can occur locally via the secondary agent monitoring the 
heartbeat from the primary agent and thus providing a tighter and situated reflex 
reaction upon failure. 

The primary and secondary CAs will also utilize the same mechanism with 
heartbeats between them (typically on separate hosts to increase fault tolerance). Self-
healing is provided for explicitly through a health agent.  Its function, in collaboration 
with the CAs and OAs, will be to monitor vital signs on the hosts in an attempt to 
predict if a host is having difficulties and a failure is imminent. 
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Fig. 4. Autonomic Agents Survivable Self-Management System 

The health agent will be facilitated by pulse monitoring – the extension of heartbeat 
monitoring from ‘I am alive’ signals to include health information within the signal, 
akin to measuring the pulse [9].  In this scenario the local agents may failover with a 
new secondary agent being created, yet if this starts to occur frequently this may 
indicate the host itself is unstable.  The health agent can  monitor developing scenarios 
and work with the configuration agent to avoid allocating work to unstable hosts [22]. 

6   Conclusion 

This paper has highlighted that Autonomic Systems are not just motivated by 
concerns over complexity and total cost of ownership, but also extending fault-
tolerance to create survivable systems by utilizing self-* properties. 

We have described a deployed Biometric Identification and Tracking System 
incorporating survivability and autonomicity, used in law enforcement and correction 
centers with the aim to monitor people within the establishment in terms of 
movements, interactions and access to resources. 

In these environments it is simply not acceptable for failure at the system level and 
as such the architecture must have multiple mechanisms to ensure survivability.  In 
the development of the architecture it has been endeavored to incorporate into its 
design the AIA hypotheses of fast and coordinated responses.  The paper also 
considered a proposed mobile agent solution to increase the flexibility and 
survivability within the system.  



 Autonomic Agents for Survivable Security Systems 1243 

Future extensions of this work will include adding layers above the survivable 
autonomic system such as Knowledge-based alerting to incidents occurring with the 
correction center. 
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Abstract. Autonomic Computing (AC), self-management based on high level
guidance from humans, is increasingly gaining momentum as the way forward in
designing reliable systems to hide complexity and conquer IT management costs.
Effectively, AC may be viewed as Policy-Based Self-Management. In this paper
we look at the motivation for utilizing NASA requirements-based programming
technologies for mechanically transforming policies (expressed in restricted natu-
ral language, or appropriate graphical notations) into a provably equivalent formal
model that can be used as the basis for code generation and other transformations,
with the goal of self-generation of provable autonomic policies.

1 Introduction and Motivation

As a rapidly growing field1, Autonomic Systems (Autonomic Computing and Auto-
nomic Communications) is a promising new approach for developing large-scale com-
plex distributed computer-based systems. In introducing the concept of Autonomic
Computing, IBM’s Paul Horn likened the needs of large scale systems management
to that of the human Autonomic Nervous System (ANS). The ANS, through the self-
regulation, is able to effectively monitor, control and regulate the human body without
the need for conscious thought [12]. This self-regulation and separation of concerns
provides human beings with the ability to concentrate on high level objectives without
having to micro-manage the specific details involved.

1 Consider, e.g., the IEEE Task Force on Autonomous and Autonomic Systems (TFAAS) as of
June 2005. See http://www.computer.org/tab.

T. Enokido et al. (Eds.): EUC Workshops 2005, LNCS 3823, pp. 1245–1254, 2005.
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1246 R. Sterritt et al.

The vision and metaphor of Autonomic Computing is to apply the same principles
of self-regulation and complexity-hiding to the design of computer-based systems, in
the hope that eventually computer systems can achieve the same level of self-regulation
as the human ANS [12][21]. In his talk, Horn highlighted that the Autonomic Com-
puting system must “find and generate rules for how best to interact with neighboring
systems” [12]. The majority of current efforts are on the ‘how’ of autonomic systems,
such as defining autonomic managers that together with the component that is to be
managed make up an autonomic element to exist in a collaborative autonomic environ-
ment to provide self-management of the system. Much less is being done on generating
the rules and policies that will drive autonomic systems.

The initial long term strategic vision highlighted an overarching self-managing vi-
sion where the system would have such a level of ‘self’ capability that a senior (human)
manager in an organization could specify business policies, such as profit margin on
a specific product range or system quality of service for a band of customers, and the
computing systems would do the rest. It has been argued that for this vision to become
a reality would require AI completeness, Software Engineering completeness and so on
[2]. What is clear in this vision is the importance of policies to empower the system at
all levels to self-manage.

2 Policy Based Management

Policies have been described as a set of considerations designed to guide decisions of
courses of action [17] and policy-based management may be viewed as an administra-
tive approach to systems management that establishes rules in advance to deal with sit-
uations that are likely to occur. From this perspective policy-based management works
by controlling access to and setting priorities for the use of information and commu-
nications technology (ICT) resources2, for instance, where a (human) manager may
simply specify the business objectives and the system will make it so in terms of the
needed ICT [16] for example [13]:

1. “The customer database must be backed up nightly between 1 a.m. and 4 a.m.”,
2. “Platinum customers are to receive no worse than 1-second average response time

on all purchase transactions”,
3. “Only management and the HR senior staff can access personnel records”, and
4. “The number of connections requested by the Web application server cannot exceed

the number of connections supported by the associated database.”

These examples highlight the wide range and multiple levels of policies available, the
first concerned with system protection through backup, the second with system opti-
mization to achieve and maintain a level of quality of service for key customers; while
the third and forth are concerned with system configuration and protection. With one
definition of Autonomic Computing being Self-Management based on high level guid-
ance from humans [15] and considering IBM’s high-level set of self-properties (self-
CHOP, configuration, healing, optimisation and protection) against the types of typical

2 See, e.g., Whatis.com, Online computer and internet dictionary and encyclopedia.
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policies mentioned previously (optimization, configuration and protection), the impor-
tance and relevance of polices for achieving autonomicity becomes clear.

Policy-based management (PBM) has been the subject of extensive research in its
own right. The Internet Engineering Task Force (IETF) has investigated policy-based
networking as a means for managing IP-based multi-service networks with quality of
service guarantees. More recently, PBM has become extremely popular within the tele-
com industry, for next generation networking, with many vendors announcing plans
and introducing products. This is driven by the fact that policy has been recognized as
a solution to manage complexity, and to guide the behaviour of a network or distributed
system through high-level user-oriented abstractions [18]. A policy-based management
tool may also reduce the complexity of product and system management by providing
uniform cross-product policy definition and management infrastructure [5].

3 Formal Requirements Based Programming

The need for ultra-high dependability systems increases continually, along with a cor-
respondingly increasing need to ensure correctness in system development. By “cor-
rectness”, we mean that the implemented system is equivalent to the requirements, and
that this equivalence can be proved mathematically. Today there is no automated means
of producing a system or a procedure that is a provably correct implementation of the
customer’s requirements. Further, requirements engineering as a discipline has yet to
produce an automated, mathematics-based process for requirements validation.

Development of a system that will have a high level of reliability requires the devel-
oper to represent the system as a formal model that can be proven to be correct. Through
the use of currently-available tools, the model can then be automatically transformed
into code with minimal or no human intervention. This serves to reduce the risk of in-
advertent insertion of errors by developers. Automatically producing the formal model
from customer requirements would further reduce the chance of insertion of errors by
developers.

Requirements-Based Programming refers to the development of complex software
(and other) systems, where each stage of the development is fully traceable back to
the requirements given at the outset. Model-Based Development holds that emphasis
should be placed on building a model of the system with such high quality that auto-
matic code generation is viable. While this has worked well, and made automatic code
generation feasible, there is still the large analysis-specification gap that remains unad-
dressed. Requirements-Based Programming addresses that issue and ensures that there
is a direct mapping from requirements to design, and that this design (model) may then
be used as the basis for automatic code generation. In essence, Requirements-Based
Programming takes Model-Based Development and adds a front end [9][20].

There have been calls for the community to address Requirements-Based Program-
ming, as it offers perhaps the most promising approach to achieving correct systems
[16]3. Although the use of Requirements-Based Programming does not specifically pre-

3 D. Harel. Comments made during presentation at “Formal Approaches to Complex Software
Systems” panel session. ISoLA-04 First International Conference on Leveraging Applications
of Formal Methods, Paphos, Cyprus. 31 October 2004.
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suppose the existence of an underlying formalism, the realization that proof of correct-
ness is not possible without formalism [3] certainly implies that Requirements-Based
Programming should be formal. In fact, Formal Requirements-Based Programming,
coupled with a graphical representation for system requirements (e.g., UML use cases)
possesses the features and advantages of a visual formalism described by Harel [6].

The remainder of this paper describes a method for mechanically transforming sys-
tem requirements into a provably equivalent formal model that can be used as the basis
for code generation and other transformations. The method is applicable to development
of policy-based management systems, which, as stated above, is an important part of
autonomic systems. In addition, due to the complexity of many policies, development of
this part of an autonomic system is crucial to the correct operation of the system and can
be very labor intensive. Developing and verifying the policies in an autonomic system
in a cost effective manner will be critical for the correct operation of these systems.

4 R2D2C

Our experience at NASA Goddard Space Flight Center (GSFC) has been that while
engineers are happy to write descriptions as natural language scenarios, or even using
semi-formal notations such as UML use cases, they are loath to undertake formal spec-
ification. Absent a formal specification of the system under consideration, there is no
possibility of determining any level of confidence in the correctness of an implementa-
tion. More importantly, we must ensure that this formal specification fully, completely,
and consistently captures the requirements set forth at the outset. Clearly, we cannot
expect requirements to be perfect, complete, and consistent from the outset, which is
why it is even more important to have a formal specification, which can highlight errors,
omissions, and conflicts. The formal specification must also reflect changes and updates
from system maintenance as well as changes and compromises in requirements, so that
it remains an accurate representation of the system.

R2D2C, or Requirements-to-Design-to-Code [8][19], is a NASA patent-pending ap-
proach to Requirements- Based Programming that provides a mathematically tractable
round-trip engineering approach to system development. In R2D2C, engineers (or oth-
ers) may write specifications as scenarios in constrained (domain-specific) natural lan-
guage, or in a range of other notations (including UML use cases). These will be used to
derive a formal model (Figure 1) that is guaranteed to be equivalent to the requirements
stated at the outset, and which will subsequently be used as a basis for code genera-
tion. The formal model can be expressed using a variety of formal methods. Currently
we are using CSP, Hoare’s language of Communicating Sequential Processes [10][11],
which is suitable for various types of analysis and investigation, and as the basis for
fully formal implementations as well as for use in automated test case generation, etc.

R2D2C is unique in that it allows for full formal development from the outset, and
maintains mathematical soundness through all phases of the development process, from
requirements through to automatic code generation. The approach may also be used for
reverse engineering, that is, in retrieving models and formal specifications from existing
code, as shown in Figure 1. The approach can also be used to “paraphrase” (in natural
language, etc.) formal descriptions of existing systems.
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Requirements
Documentation

Fig. 1. The R2D2C approach, generating a formal model from requirements and producing code
from the formal model, with automatic reverse engineering

Fig. 2. The entire process with D1 thru D5 illustrating the development approach

This approach is not limited to generating high-level code. It may also be used to
generate business processes and procedures, and we have been experimenting with us-
ing it to generate instructions for robotic devices that were to be used on the Hubble
Robotic Servicing Mission (HRSM), which,at the time of writing, has not received a
final go-ahead. We are also experimenting with using it as a basis for an expert system
Verification tool, and as a means of capturing domain knowledge for expert systems,
and most recently for generating policies from requirements.

4.1 R2D2C Technical Approach

The R2D2C approach involves a number of phases, which are reflected in the system
architecture described in Figure 2. The following describes each of these phases.

D1 Scenarios Capture: Engineers, end users, and others write scenarios describing
intended policies. The input scenarios may be represented in a constrained natural
language using a syntax-directed editor, or may be represented in other textual or
graphical forms. Scenarios effectively describe policies that must be adhered to.
They describe who various situations and events are to be handled. At the lower
(micro) level, these may describe policies of an individual autonomic element. At
the overall (macro) level, they may describe policies for a complete system. Policies
may be viewed as being analogous to requirements, but are likely to be expressed
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at differing levels, and to express a mixture of both functional and non-functional
requirements that must be implemented in order to satisfy the policies.

D2 Traces Generation: Traces and sequences of atomic events are derived from the
scenarios defined in phase D1.

D3 Model Inference: A formal model, or formal specification, expressed in CSP is
inferred by an automatic theorem prover, in this case, ACL2 [14], using the traces
derived in phase D2. A deep4 embedding of the laws of concurrency [7] in the
theorem prover gives it sufficient knowledge of concurrency and of CSP to perform
the inference. The embedding will be the topic of a future paper.

D4 Analysis: Based on the formal model, various analyses can be performed, using
currently available commercial or public domain tools, and specialized tools that
are planned for development. Because of the nature of CSP, the model may be an-
alyzed at different levels of abstraction using a variety of possible implementation
environments. This will be the subject of a future paper.

D5 Code Generation: The techniques of automatic code generation from a suitable
model are reasonably well understood. The present modeling approach is suitable
for the application of existing code generation techniques, whether using a tool
specifically developed for the purpose, or existing tools such as FDR [1], or con-
verting to other notations suitable for code generation (e.g., converting CSP to B
[4]) and then using the code generating capabilities of the B Toolkit.

4.2 A Simple Example

The Lights-Out Ground Operating System (LOGOS) is a proof-of-concept NASA sys-
tem for automatic control of ground stations when satellites pass overhead and under
their control. The system exhibits both autonomous and autonomic properties [23] [22],
and operates by having a community of distributed autonomous software modules work
cooperatively based on policies to perform the functions previously undertaken by hu-
man operators using traditional software tools, such as orbit generators and command
sequence planners. We will not consider the entire LOGOS/ANTS related system here.
Although a relatively small system, it is too extensive to illustrate in its entirety in this
paper. We will take an example agent, the Pager agent, and illustrate its mapping from
natural language descriptions through to the CSP model that can be used to generate
code.

Based on defined policies for the operation of the system, the Pager agent sends
pages to engineers and controllers when there is a spacecraft anomaly. For example, the
Pager agent receives requests from the user interface agent that no analyst is logged on,
so it gets paging information from the Database agent and pages an appropriate analyst,
and, when instructed by the user interface agent stops paging the analyst. These policies
can be stated as follows:

– When the Pager agent receives a request from the User Interface agent, the Pager
agent sends a request to the Database agent for an analyst’s pager information and
puts the message in a list of requests to the Database agent

4 “Deep” in the sense that the embedding is semantic rather than merely syntactic.
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– When the Pager agent receives a pager number from the Database agent, then the
Pager agent removes the message from the paging queue and sends a message to
the analyst’s pager and adds the analyst to the list of paged people

– When the Pager agent receives a message from the user interface agent to stop
paging a particular analyst, the Pager agent sends a stop-paging command to the
analyst’s pager and removes the analyst from the paged list

– When the Pager agent receives another kind of message, reply to the sender that the
message was not recognized

The above policies for handling anomalies would then be translated into CSP. The
following is a partial CSP description of the Pager agent:

PAGER BUSdb waiting,paged = pager.Iin?msg →
case

GET USER INFOdb waiting,paged,pagee,text

if msg = (START PAGING, specialist, text)

BEGIN PAGINGdb waiting,paged,in reply to id(msg),pager num

if msg = (RETURN DATA.pager num)

STOP CONTACTdb waiting,paged,pagee

if msg = (STOP PAGING, pagee)

pager.Iout!(head(msg), UNRECOGNIZED)
→ PAGER BUSdb waiting,paged

otherwise

This specification states that the process PAGER BUS receives a message on its
“Iin” channel and stores it in a variable called “msg”. Depending on the contents of
the message, one of four different processes is executed based on the policies. If the
message is of type START PAGING, then the GET USER INFO process is called with
parameters of the specialist to page (pagee) and the text to send. If the message is of
type RETURN DATA with a pagee’s pager number, then the database has returned a
pager number and the BEGIN PAGING process is executed with a parameter contain-
ing the original message id (used as a key to the db waiting set) and the passed pager
number. The third type of message that the Pager agent might receive is one of type
STOP PAGING. This message contains a request to stop paging a particular specialist
(stored in the pagee parameter). When this message is received, the STOP PAGING
process is executed with the parameter of the specialist type. If the Pager agent receives
any other message than the above three messages, an error message is returned to the
sender of the message (which is the first item of the list) stating that the message is
“UNRECOGNIZED”. After this, the PAGER BUS process is again executed.

The formal model derived (in CSP) now embodies the policy for anomaly resolution
that was specified in the scenarios.
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4.3 Advantages of the R2D2C Approach

We have not yet had an opportunity to apply R2D2C to policy generation, although that
is certainly our plan. In addition to applying it to the HRSM procedures [19], we have
applied R2D2C to LOGOS, a NASA prototype Lights-Out Ground Operating System,
that exhibits both autonomous and autonomic properties [22][23]. We illustrate the use
of a prototype tool to apply R2D2C to LOGOS in [20], and describe our success with
the approach.

Here, we summarize some benefits of using R2D2C, and hence of using Formal
Requirements-Based Programming in system development. It is our contention that
R2D2C, and other approaches that similarly provide mathematical soundness through-
out the development lifecycle, will:

– Dramatically increase assurance of system success by ensuring

• completeness and consistency of requirements
• that implementations are true to the requirements
• that automatically coded systems are bug-free; and that
• that implementation behavior is as expected

– Decrease costs and schedule impacts of ultra-high dependability systems through
automated development

– Decrease re-engineering costs and delays

5 Conclusions

Autonomic Computing, Self-Management based on high level guidance from humans,
has been gaining ground as a significant new paradigm to facilitate the creation of self-
managing systems to deal with the ever increasing complexity and costs inherent in
today’s (and tomorrow’s) systems. Policies and policy based management is a key en-
abling technology for achieving autonomicity. This paper described a method that can
produce fully (mathematically) tractable development of policies for autonomic sys-
tems from requirements through to code generation. The use of this method was illus-
trated through an example showing how user formulated policies can be translated into
a formal model which can then be converted to code. The requirements-based program-
ming method described will allow faster, higher quality development and maintenance
of autonomic systems based on user formulation of policies.
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Abstract. DDoS(Distributed Denial of Service) is the most troublesome attack 
nowadays, especially for those people whose operational environment relies on 
network services and/or the Internet. However, attackers often penetrate innocent 
routers and hosts to make them unwittingly participate in such a large scale 
attack as zombies or reflectors. In this paper, we propose an Intrusion Detection 
System (IDS), named CUSUM Intrusion Detection System (CIDS), which 
invokes CUSUM as its detection algorithm and logically divides Internet into 
many autonomous network management units (NMUs), each deploys a CIDS to 
discover attacks and identify what role a client in such an attack acts as.  

1   Introduction  

As Internet grows quickly, its network security has recently attracted researchers’ 
attention. The threats caused by intruders may be losing disclosing secrets or reducing 
market opportunity. Intrusion Detection Systems (IDSs) or firewalls are prosperously 
deployed to protect network systems. Generally, IDS based on detective features can 
be classified into Network-based, host-based and hybrid of them. However, most of 
them are behavior-based and most of traditional Network-based IDSs (NIDSs) detect 
abnormal network behavior by monitoring if network traffic exceeds its threshold or 
not. However, such systems are no longer appropriate and sufficient nowadays due to 
the divergence of Internet activities.  

DoS (Denial of Service) and DDoS (Distributed Denial of Service) are notorious 
attacks owing to easy commencement and tremendous destruction. Some popular web 
sites, such as Yahoo, Amazon, and eBay, had ever been attacked by them in February 
2000. These attacks can be simply issued by attacking tools which with friendly user 
interfaces are available on Internet. Therefore, attackers can easily produce huge and 
legitimate traffic of the same or different protocols to flood victims. Gibson [1] 
foretold that at 2:00 AM, January 11th 2002, grc.com would be blasted off by an 
advanced malicious packet flood. What surprising us was that this attack came from 
more than 200 non-spoofed core routers. This attack, called Distributed Reflective 
Denial of Service (DRDoS), as shown in [1] is an extension of the DDoS by 
deploying some clients as reflectors to launch attack packets. Moreover, SYN_ACK 
flooding packets responded from reflectors through HTTP (web) port 80 or some 
other frequently used ports are hard to distinguish from those of normal connections. 

Also, most DDoS and DRDoS attacks are TCP based since TCP Three-way 
handshake lacks a verification mechanism. In this paper, we proposed a detecting 
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system, named CUSUM Intrusion Detection System (CIDS), which invokes the 
Cumulative SUM (CUSUM) algorithm [2, 3] to discover attacks and the role a node 
acts as within an attack. To develop CIDS, we first analyze TCP-based attacks and the 
drawback of TCP protocol. Next, abnormal network behaviors occurred at victim, 
reflector and attacker (zombie) sites during an attack are addressed. Finally the ways 
to detect DDoS and DRDoS attacks by invoking CUSUM algorithm are designed. 

2   Related Work 

2.1   DDoS Attack 

DoS/DDoS after initiated will continue until it is terminated by hackers or mitigated 
by victims. Situation becomes worse when their control messages are encrypted to 
evade IDS’s detection. Many countermeasures are proposed to defense against DDoS 
attack [4, 5]. Some prevent clients from being zombie agents. Some try to relieve 
victims from attack damage. IP traceback mechanism [6-10] is also one of the major 
security aspects. Most solutions mainly focus on how to identify traffic sources. The 
main concerns of designing a detector are less computation and fast detection. 

2.2   TCP Three-Way Handshake and SYN Flood Attack 

Establishing a TCP session requires the TCP Three-Way Handshake, whereas 
normally disconnecting a TCP connection needs to exchange four packets [11]. After 
accepting a SYN request, server allocates resources for the request and replies 
SYN_ACK. This is so called half-open connection. A traditional SYN Flood delivers 
large amount of SYN packets with randomly spoofed source IPs to consume server’s 
resources or network bandwidth. Unfortunately, only few of the spoofed addresses 
really alive and then send RST to terminate the non-existing connections. Most source 
addresses reply no SYN-ACK packets resulting in server reserving too many 
resources so that it is unable to provide services to other legal users.  

2.3   Distributed Reflective Denial of Service (DRDOS) Attacks 

Paxson [12] had deeply analyzed reflector attacks in early 2001. Any IP host that returns 
a reply as receiving a packet may act as the reflector. Using traceback techniques, we 
can trace the reflectors, but can not locate and identify who issues the attack.  

3   CUSUM Intrusion Detection System (CIDS)  

We first divide Internet into many autonomous Network Management Units (NMUs). 
An enterprise intranet and a campus network are examples. All ingress and egress 
packets of an NMU are detected by CIDS, an IDS integrating HIDS(Host-based IDS) 
and NIDS (Network-based IDS) properties to detect DDoS and DRDoS, as shown in 
Fig. 1, by means of collecting packets flowing through internal router as the observed 
event sequence. Like most detection systems, CIDS compares the observed sequence 
with users’ normal behaviors recorded in profiles to find out the significant 
discrepancy and difference. A procedure, named Change-Point Detection designed to 
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detect the change point of a network behavior, is as follows. First, compare observed 
event sequence with user profiles. If any difference is significant, identify the time 
point the change happens so as to real time discover when the attack starts. Second, 
CUSUM [2, 13] is deployed to sequentially monitor input random variables. A simple 
parametric approach [13, 14] is often too simple to accurately model a network 
session due to the complexity of Internet. CUSUM with the characteristics of 
sequential and nonparametric light computation load can make CIDS work online.  

 

Fig. 1. Framework of a NMU (S1 and S2 are switches) 

3.1   CUSUM  

CUSUM can detect sharp but continuous increase. Some of its assumptions are as 

follows. First, let nX  be the packets collected by CIDS in a sampling time nΔ  and X  

the mean value of random sequence X ,  {  ,   0,1, 2...}nX X n= = . Second, 
let = {  , 0,1, 2...}nZ Z n =  with a, where  -  n nZ X a=  and a  is the peak value of 

normal traffic for a specific network status so that all elements of Z are negative, so 
is Z . When a change, such as flow-based attack, occurs, nZ  will suddenly increase to 

positive, as illustrated in Fig. 2. kZ Z h≥ + , for some k , indicates an attack possibly 

starts where k is the smallest n and h  the threshold of abnormal network traffic. kΔ is 

then considered as the change point of network traffic. 1 0n ny Z− + ≤  shows there is no 
attack. CUSUM accumulates nZ , m k≥ , with formula(1) which is the recursive 
version of the non-parametric CUSUM algorithm[2]. 

-1 0  (   ) ,    0n n ny y Z y+= + =  (1) 

where x x+ =  if 0x >  and 0 otherwise. ,nZ n k> , may now be positive or negative.  

The decision function at pΔ , say ( )p pd y , is as follows:        

1   if  > ;
( )

0   else         .
p

p p

y N
d y =  (2) 

where N is the threshold of an attack. ‘1’ indicates an attack occurs, while ‘0’ shows 
network operates normally. 
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Fig. 2.  An example of CUSUM 

3.2   TCP SYN Flood 

In the following, we traditional and reflective TCP Flood attacks in detail. A client 
inside an NMU may act as a victim, reflector, or an attacker (zombie).   

During an attack, a zombie sends a large amount of SYN packets of random source 
IPs to victim as shown in Fig. 3(a). Due to SYN-ACK packets never replying back, 
| |O SYN−  and | _ |I SYN ACK− at zombie significantly differ where | |X  represents 

the number of X ,O SYN− and _I SYN ACK− stand for outgoing SYN and incoming 

SYN_ACK respectively. However, | |I SYN− and | _ |O SYN ACK−  at victim are 

similar and huge. 
Wang et al. [11] mentioned, before a normal TCP session ended, a SYN packet 

would result in a returned FIN packet, so does SYN-ACK. Generally, a RST packet 
following a TCP packet, e.g., SYN, SYN_ACK, URG or PSH, represents one of the 
three cases: (1) terminating a TCP session; (2) aborting a TCP request; (3) destinating 
a packet to a closed port or an unconnected node. 
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Fig. 3. Attack nodes of TCP Flooding 

(1)   Traditional SYN Flood 
Normally, |SYN|+|SYN/ACK|  almost equals to | RST |+| FIN |  at a node. The ratio of 

active RST packets, generated by the first two cases which are strongly related to 
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SYN, is about 75% of all RST packets, thus taking 3/4 as our experienced cumulated 
normal amount. The remaining 1/4 resulted from the third is treated as background 
noise to improve detection sensitivity and decrease false alarms [11]. CIDS considers 
SYN-FIN, SYN_ACK-FIN, and SYN-RSTactive pairs normal behaviors at victim. 
Those deviated from normal indicate the node is now under a TCP SYN Flood attack. 

(2)   Reflective TCP Flood 
During a reflective attack, zombies send some level of volume of TCP SYN requests 
to each reflector [1]. Two facts are useful in detecting such an attack. First, as 
receiving a spoofed request, a reflector replies a SYN_ACK to victim which, as 
shown in Fig. 3(b), will send a RST back. Second, when any TCP packet other than 
SYN, such as URG, PSH, FIN or a TCP packet without a flag, arrives without any 
previous handshake, reflector replies a RST to victim which answers nothing, as 
illustrated in Fig. 3(c). An abnormal increase of | |O RST− at victim implies the 

existence of reflector which may be in underlying or other NMU.  
Wang et al. [3, 11] proposed the difference between | _  |I SYN ACK− and 

| |O SYN−  is helpful in discovering the existence of attacker in situation of both 

DDoS and DRDoS. From the second facts stated above, we discover that a 
| _  |I SYN ACK− and | |O RST− packets at a victim hugely increase, so 

do| _ |O SYN ACK− and | |I RST− at a reflector. But| |O SYN−  and traffic generated 

by other TCP packets at both nodes do not. The phenomenon is extremely useful in 
detecting reflector and victim. 

3.3   Detecting TCP SYN Flood 

CIDS monitors network behavior in order to collect corresponding nX . 

(1)   Victim 
Let | |SYNS , | |FINS , 

_| |SYN ACKS  and | |RSTS  respectively represent numbers of SYN, FIN, 

SYN_ACK and RST packets observed within a sampling interval nΔ , but ignoring 
packet direction. Let

VnX be the normalized
nX , obtained by formula (3), so that

VnX is 

independent of network size and ordinary traffic since normally the ratio between 
request pairs(SYN-SYN_ACK) and reply pairs(RST-FIN) is relatively stable.  

_(| |  | |) (| |  | |)

(| |  | |)
SYN SYN ACK FIN RST

Vn
FIN RST

S S S S
X

S S

+ − +
=

+
 (3) 

With
VnX , a victim can be discovered. However, [11] mentioned that most TCP 

connections lasted 12-19 seconds. In this paper, 10secnΔ = , therefore, FIN and RST 
packets and their corresponding SYN and SYN_ACK packets always appear in 
different intervals. Let the sampling time correction (delay) of | |FINS and | |RSTS  be β , 

i.e., 
( , ) ( , _ )  FIN RST SYN SYN ACKn n βΔ = Δ + , where 

( , )FIN RSTnΔ  and 
( , _ )SYN SYN ACKnΔ  are the 

sampling time of 
FINS (

RSTS ) and 
SYNS  (

_SYN ACKS ) respectively. According to [11], 

10β = can balance the sensitivity and detection accuracy.  
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Generally, few RST packets are generated under normal operation. The major 
reasons that ( | |SYNS +

_| |SYN ACKS ) and ( | |FINS +| |RSTS ) significantly defer are as follows. 

(1) The long-lived TCP connection may result in incomplete SYN-FIN pairs.  
(2) The retransmission of TCP requests (SYN) may also conduct the difference due 

to connecting to a non-existing or failed node. 
(3) An RST is generated long after its corresponding SYN_ACK.  

Therefore, by monitoring
VnX , when the parameters h , a  and N of the given

nX , 

say 
vh , 

Vna  and 
VN , are defined where

vn vn vnZ X a= − , 2vh =  and 1Vna =  [3], decision 

function can then determine if a node V is a victim of a traditional TCP SYN Flood 
attack or not. Let 

| _ | |  |
' 

| |Vn

I SYN ACK O SYN
X

O SYN

− − −=
−

 (4) 

Similar to
VnX , given 'Vna , 'vh  and 'VN , CIDT can decide a node V  is now a 

victim of a reflective TCP SYN Flood or not. This can be very accurate since intruder 
can not decrease the value of 'VnX  by generating spoofed O-SYN for V . 

For detecting victim in Fig. 3(c), let 

| | | |
"

| |Vn

I RST avg I RST
X

avg I RST

− − −=
−

 (5) 

where avg  represents average. 

(2)   Attacker (Zombie) 
At the attacker side, let 

| | | _ |
 

| _ |Zn

O SYN I SYN ACK
X

I SYN ACK

− − −=
−

 (6) 

Given Znh , 
Zna and 

ZnN , CUSUM can determine if a node is zombie or not for 

both of traditional and reflective TCP SYN Flood attacks. 

(3)   Reflector 
Let 

| | | |

| |Rn

I RST avg I RST
X

avg I RST

− − −=
−

 (7) 

Given
Rh ,

Ra  and 
RN , a reflector of a reflective TCP SYN Flood can be detected. 

However, observing
RnX  may be insufficient since its | |I RST−  may be not huge 

enough, especially when many reflectors are deployed. An abnormal increase of 
both

RnX and 
ZnX , in the same or different NMUs, indicate that reflectors exist. This 

finding can be the basis for CIDS to discover who the reflectors are. However, as 
reflector and zombie are located in different NMUs, they have to communicate with 
each other [15].  
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Besides, to detect reflector with situation in Fig. 3 (c), let 

| | | |
'

| |Rn

O RST avg O RST
X

avg O RST

− − −=
−

 (8) 

Given 'Rnh , 'Rna , and 'RN , reflector can be then detected. Combining 

RnX with 'RnX , CIDS can detect a reflector by monitoring | S |RST . 

Besides, supporting factor to discriminate the reflector of Fig. 3(b) and victim of 
Fig. 3(c) is required. Let 

| | | |

| | | |
RST FIN

D
SYN SYN

S S
X

S S

+=
+

 (9) 

DX  is a stable under normal network operation. During a reflective TCP SYN 

Flood as the one in Fig. 3(b), | |SYNS , 
_| |SYN ACKS and | |RSTS increase, but | |FINS does 

not, and | |I RST−  is almost equal to | _ |O SYN ACK− . Thus 
DX  does not increase. 

But in Fig. 3(c), only | |I RST−  becomes large resulting in abnormal increase of 
DX . 

4   Defending with Autonomous NMU  

CIDS is originally deployed as the detection component of Intrusion Forecast and 
Traceback System (IFTS) [15] which integrates intrusion detection and traceback and 
provides some policies against DDoS attack. An NMU deploys an IFTS as it security 
system of which a hash-based Traceback mechanism[6] is developed so that tracing 
intruders can be performed once one attack packet has been detected. 

Besides, an IFTS has an Intrusion Response Manager (IRM), the communication 
center of an NMU, offering the Certification Authority for exchanging information 
among NMUs. The information consists of tracing messages and a request for 
filtering attack packets. Thus, NMUs can defeat DDosS through collaborative 
cooperation with others, especially by deploying CIDS as its powerful DDoS/ DRDoS 
detector.  

Detecting malicious behavior, CIDS analyzes abnormal immediately. Real attackers 
can be found through the MAC Address rather than spoofed IP addresses since we 
gather packet information before it flows through the first router of an NMU [15]. 

Once a suspected attacker, reflector or a victim is discovered, CIDS asks IRM to 
notify the victim’s NMU, may be local or remote, which, after confirming some 
packets coming from the attacker, in turn asks its traceback mechanism to trace to the 
real zombies and to filter out attack packets in order to mitigate damage. 

5   Experiments 

Our experimental environment is as follows. The observed interval 

( , )  FIN RSTnΔ =
( , )FIN RSTnΔ = β =10 sec. Also, normally the | |O SYN−  at a node is always 

larger than | _ |I SYN ACK−  due to the SYN loss and subsequent retransmission of a 
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TCP SYN request. Although Wang et al. [3, 11] treated them as white noise. But they 
cause negative 'VnX under normal network operation, as shown in Fig. 4. Therefore, 

let ' 'Vn VnZ X= , i.e., a=0. 

 

Fig. 4. 'VnX  with negative 'VnX  (Reflective 

TCP SYN Flood) 

 

Fig. 5. Example of 
VnX (TCP SYN Flood) 

 
Fig. 6. 

Vny under DDoS attack 

 

Fig. 7. Zny under DDoS 

 

Fig. 8.  yAn during an DRDoS 

 

Fig. 9.  yVn’ under DRDoS 

Due to loss of SYN packets, we give the customized 4zh = , 2.5Zna = and 4zN =  
for 

VnX according to our offline observation shown in Fig. 5. The system with the 

properties stated above is involved as our testbed. 
The first experiment is a DDoS attack. Victim and zombie are located in different 

NMUs, say NMUV and NMUz respectively. We can see that yvn shown in Fig. 6 
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increases to huge immediately, but Zny of each node in
VNMU  does not, showing that 

the attack comes from other NMU. This occurrence can identify a victim from local 
nodes. Within

ZNMU , some node’s
Zny  increases to exceed

zN , as illustrated in Fig. 7, 

indicating this node is an attacker. 
The second experiment is a DRDoS attack. Some 'RnX  in

RNMU increases and 
Rny  

soon exceeds
RN , as shown in Fig. 8, indicating it is a reflector. Fig. 9 illustrates that 

'Vny in 
VNMU also exceeds its threshold as an attack happens, stating that victim is 

now under attack. 

6   Conclusion 

With customized CUSUM parameters, all the situations in NMU can be totally 

monitored by CIDS with the decision function nd ( ny ) to quickly detect the role a 

host may act as in real time. The attack can be defeated in the initial stage since the 
zombie can be located by its local CIDS.  

Besides, detecting reflector can help original IFTS traceback mechanism to 
overcome tracing limitation. Attacking sources in a DRDoS attack can be then traced 
after reflectors are identified, whereas logical attacks can be traced directly. 

With the assist of lightweight detecting approach, like CUSUM, and the help of 
traceback and filtering mechanisms, we can mitigate the victim from the progressing 
attack. CIDS can offer us more defending power against the distributed malicious 
behavior so as to carry out a more secure Internet.  
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Abstract. Regarding the design of a multimedia digital content distribution 
system, the important issues are to supply a large amount of multimedia digital 
content to users and to guarantee the security of digital content. In this study we 
proposed designing a security technique for each group in a multilayered 
structure, and on a caching technique, which is based on this security technique, 
and to improve the user's response speed. Using these techniques guarantees the 
security of digital content distribution.  

Keywords: web based system, multimedia digital content distribution, 
multilayered structure. 

1   Introduction 

Web based services have been activated due to the increase in network speed. Also, 
there is no exception in the field of digital content, in which distribution of digital 
content has rapidly increased [1,2]. However, almost all Web services throughout the 
Web have security problems due to their specific media characteristics in the Web 
itself. Due to this security problem, studies on security techniques have been 
increasingly stressed. Studies on the security techniques based on the Web consists of 
implementing a type of basic security technique itself [3,4], and of application 
techniques for the application of Web services [2,5,6].  

Recent studies on the transmission of digital content have been focused on the 
guarantee of safety and effective distribution. However, the improvement of 
transmission delay is also considered with this safety guarantee in the transmission of 
multimedia digital content. Thus, the major issue in the design of a multimedia digital 
content through the Web can be defined as a guarantee of the security of digital content, 
and fast supplement of a large amount of multimedia digital content to the user. 

A content acceleration technique used in the Web is a type of user response time 
(web browser response time) and network traffic saving technique. In order to perform 
this content acceleration, a web caching method is used [7,8,9]. A web caching method 
increases the efficiency of fast response and network use by saving web objects, which 
are required by the user, who is geographically located at a close position to the 
Internet. Studies on the CDN (Content Delivery Network) have been increasingly 
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stressed to effectively distribute digital content in the Web, in which an application of 
the caching technique can increase the system efficiency in a system design process. It 
is necessary to design a system, which reflects the characteristics of multimedia digital 
content, in order to increase the performance of content acceleration using a caching 
technique in the transmission of multimedia digital content.  

In this study we proposed designing a security technique for each group in a 
multilayered structure, and on a caching technique, which is based on this security 
technique, and to improve the user's response speed. Using these techniques 
guarantees the security of digital content distribution.  

2   System Design 

2.1   System Structure 

Fig. 1 presents a conceptual configuration of the system. The DCP (Digital Content 
Provider) is a supplier of DC (Digital Content). The DCUG (Digital Content User 
Group) is a user group, which is supplied by DC. Almost all users of multimedia are 
only interested in a certain passive action. However, a delicate encryption algorithm 
and certification requires a certain complicated process. This process is the cause of 
time delay. Thus, it is necessary to consider the transmission of DC from the view 
points of safety and execution speed.  

Because the user of a DCUG, which is a user group of DC, applied in the proposed 
system can be certified in the DCUG, the user certification becomes fast and easy. In 
addition, an effect of the Internet traffic of DC in the proposed system decreases, and 
the execution speed increases due to the fact that the system will be directly affected 
by the DCUG cache.  

Fig. 2 shows the configuration of a DCUG. A DCUG is managed by grouping it in 
two different groups. The first group is an authorized user group, which has the 
authority to use encrypted DC, and the second group is a user group, which has no 
authority to use encrypted DC. In addition, a DCUG uses a digital content accelerator 
to increase the user response speed.  

Internet

DCP1

…
DCUG1 DCUG2 DCUGn

DCP2 DCPn

Internet

DCP1DCP1

…
DCUG1DCUG1 DCUG2DCUG2 DCUGnDCUGn

DCP2DCP2 DCPnDCPn

Internet

DCP1DCP1

…
DCUG1DCUG1 DCUG2DCUG2 DCUGnDCUGn

DCP2DCP2 DCPnDCPn

Internet

DCP1DCP1

…
DCUG1DCUG1 DCUG2DCUG2 DCUGnDCUGn

DCP2DCP2 DCPnDCPnDCPnDCPn

 

Fig. 1. System Structure 
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Fig. 2. DCUG Structure 

A cache is managed by classifying a caching scope as an authorized user and an 
unauthorized user. Therefore, the structural security can be managed in the level of 
system by separating the DC as an authorized DC and an unauthorized DC. In the 
caching scope of an authorized user, the caching scope can be managed by classifying 
the DC as an encrypted DC and a generalized DC.   

2.2   Certification 

When the authorized user in the DCUG is unable to find the required content in the 
cache list, the DCUG should receive the content from the appropriate DCP server. In 
this case, the DCUG and DCP servers should issue a certificate by connecting the CA 
(Certificate Authority) before transmitting and receiving encrypted data for each 
other. The issuing process of the certificate is as follows.   

 Connecting to the CA server,  Requesting a certificate for the CA server,  
The CA server transmits a certificate requirement to the DCUG and DCP servers,  
The DCP and DCUG servers produce a key pair of themselves,  Writing a 
certificate requirement,  The DCUG and DCP servers transmit their public keys and 
certificate requirements to the CA server,  The CA server issues a certificate 
including a public key by verifying the received certificate requirement,  The CA 
server saves the information of the certificate requirement of the DCUG and DCP 
servers and certificates to DB,  The CA server transmits certificates of the DCUG 
and DCP servers to the DCUG and DCP servers,  The DCUG and DCP servers 
save certificates received from the CA server including their private keys.  

In the case of the use of the same key for all the members of the DCUG, this will 
cause a weakness in the security. Thus, a key agreement between the members of the 
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DCUG is required. The members of the DCUG calculate the key by themselves. 
Table 1 presents a key agreement process between the members of the DCUG.  

Table 1. Key agreement process of the members of in the DCUG 
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Where, the symbols noted in Table 1 are as follows.  

 u  : members of the group communication consisted of the DCUG 

 ik  : pre-shared key through the key agreement process 

 iw  : public information calculated by the input value using a single 

direction function for the pre-key  

 iK  : shared DCUG keys between the members for each DCUG  

 iXKg  : shared keys produced by the calculation process for each member 

and group manager  
 t  : number of members of the DCUG 

In addition, the initial configuration is as follows.  

 p : 1024 bits prime number 

 q : 160 bits of a prime factor of 1−p  

 g : is an element of 
∗

pZ  

The calculation of the modular exponent for the generator of g  is performed in the 

modulo p , in which h  is a hash function, and satisfies { } { }qh 1,01,0: →∗
. In 
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addition, the member of 1, +ii uu  is a key agreement process, and configures a 

certificate and pre-shared key. The member of iu  generates a public key of ip  using 

a private key of iv , and the member of 1+iu  also generates a public key of 1+ip  using 

a private key of 1+iv . Each member calculates yy ′,  using their opponent's public 

keys. This can be used to calculate a pre-shared key of xx
ik ′= α . 

Finally, the confirmation for the pre-shared key can be performed by transmitting 
the value of a single direction function, which is produced by a pre-shared key. Thus, 
the members not only share the pre-shared key safely, but also form reliance between 
members. 

Each member calculates the public information of iw  using the two shared keys of 

1, −ii kk  of the DCUG, in which each member calculates their keys using this public 

information. The calculation process can be noted as follows.   

 The member of ii uu ,1−  generates a pre-shared key using a key agreement 

process. 

 The member of iu  calculates the public information of )()( 1−−= iii khkhw  

using a pre-shared key. 

)( ikh : This applies n  times of single direction functions using the input value of 

a pre-shared key.  

 The member of iu  produces a small group key of K  for the members of a 

small group, which is authorized by applying an inductive method as follows, using 
the public information. 

iu  has the element of , ii kk ,1− , and the small group key of  is configured by the 

equation as follows.  

)()()( 11 khkhkhK kt +++= − L   (where, nl ≤≤1 ) 

Because iu  recognizes the value of )(),( 1 ii khkh − , the public information of 1+iu  

can be calculated using the equation of )()( 11 ++ −= iii khkhw . 

Because iu  recognizes the value of )(),( 1 ii khkh − , the public information of 1−iu  

can be calculated using the equation of )()( 121 −−− −= iii khkhw . 

2.3   Transmission and Execution of DC in the DCUG  

When an authorized user in the DCUG requests DC, the DCUG manager transmits a 
partially encrypted DC in the cache scope to the user. Then, the user decrypts the 
received DC in the user's personal browser, and executes the DC using a player 
installed in the personal browser. Fig. 3 presents the procedure of the transmission of 
content from the DCUG to the DC. 



1270 Y.-J. Na and I.S. Ko 

 

Fig. 3. Transmission and execution of DC in the DCUG 

In order to execute DC in the DCUG, an exclusive browser, which has the function 
of opening the DC of the DCUG server, transmission of the personal information of 
the user, receiving DC, decryption, and play-back of DC, is required. 

3   Analysis 

Test results were compared to a frequently used existing commercial system, such as 
SecuMAX and Digicap, in order to verify the efficiency of the proposed system. The 
item of PEnc5% and PEnc7% present the 5% and 7% of partial encryption of DC, 
respectively. In addition, the item of Enc5%cache25 and PEnc5%cache40 present the 
processing speed tests of the 5% of partial encryption of DC at the cache-hit-ratio of 
25% and 40%, respectively. The item of PEnc7%cache25 and PEnc7%cache40 
present the processing speed tests of the 7% of partial encryption of DC at the cache-
hit-ratio of 25% and 40%, respectively. Almost all commercial systems support a 
personal interface to assist the system security and user conveniences. As noted in 
Table 2, the level of security of DC was slightly reduced to improve the processing 
speed. This is due to the fact that the only application of encryption method and 
personal interface can't increase both the processing time of DC, and the level of 
security. 

If web caching is not reflected in the system, the two existing systems present a 
more beneficial performance than that of the proposed system. However, the proposed 
system showed a high performance in the security of DC, and also presented an 
excellent processing speed from the aspect of considering a web caching. Because the 
numerical value of the test can be changed according to the test environment, it is not 
reasonable to conclude that the results present an absolute guideline to verify the 
system. However, the results revealed that the performance of the proposed system 
was improved compared to that of the existing commercial system. 
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Table 2. Analysis of the proposed system 

Issue Factors Considerations Approach of the proposed 
system 

Transmission 
speed of the 

network 
Network traffics Management for each DCUG 

group/layered structure web caching 
Processing 

Speed 
User execution 

speed 
File size of the 

encryption/decryption 
Layered structure system/partial 

encryption 

Security of the 
transmission 

Safety 
Public key method/management for 

each group 
Security 

Security of the 
execution 

Speed lowering/ 
Reducing the execution 

process 

Security of the DCUG 
/Certification for each DCUG group 

The factors, which affect the processing speed of a digital content distribution 
system, are the delay according to the network traffic, and decryption process in user 
interfaces. The file size of the original sentence of DC increased due to the 
encryption. In addition, the encrypted transmission of a large amount of multimedia 
digital content, such as MP3, significantly increases the network traffic. The proposed 
system improves the processing speed by reducing these delay factors. The encrypted 
content in the DC server using a public key will be transmitted to the DCUG. The 
received DC can be decrypted using a personal key, and stored in a cache by applying 
a partial encryption. Finally, the authorized user of the DCUG will be supplied by 
DC, which is stored in a cache. Therefore, the traffic on the Internet for the user 
decreases, and the user will be affected by DC of the DCUG. In addition, because the 
user interface decrypts a partially encrypted content, the delay time to execute the 
content decreased. 

The proposed system is secure, due to the fact that the DCUG, which has a 
personal key, can only decrypt the received DC. Because the user in the DCUG 
should be certified for each group, safety is guaranteed in the DCUG.  In addition, the 
proposed system is secure enough to safely execute contents. The security of the 
DCUG can be guaranteed by the system itself. The authorized user of the DCUG, 
who is certified through the user certification, can only be allowed to access the cache 
list. It is necessary to make decryption when a user interface executes DC, and a 
certain additional security is guaranteed due to the fact that a single user, who has a 
proper key, can decrypt the DC. 

The test results showed that the processing speed at the cache-hit-ratio of 25% was 
similar to that of the commercial system, and the processing speed was improved by 
10%-18% at the cache-hit-ratio of 40%. Almost all commercial web caches present 
over 40% of the cache-hit-ratio. Thus, the test results revealed that the performance of 
the proposed system improved compared to the existing commercial system. In 
addition, it is possible to guarantee the security of DC without any decrease in the 
processing time. 
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4   Conclusions 

This study designed a digital content distribution system, which can increase the 
execution speed, while guaranteeing the safety of DC. The proposed system 
introduced in this study reduces the delay factor, which is due to the network traffic 
during the execution of DC, using a layered web caching. In addition, this system uses 
a layered encryption/decryption to improve the level of security of DC. The test 
applied in this study compares the execution speed and level of security of the 
proposed system with the existing commercial system. As a result, an improvement in 
the level of security and execution speed of the proposed system was verified. 
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Abstract. We propose an access control scheme for developing autho-
rization rules for XML documents, allowing flexible data granularity and
authorization propagation. To simplify the complex access control poli-
cies in XML, we introduce a new tool: Authorization Policy Sheet (APS).
Complex access control rules can be easily described in an APS. The
administrator of a system can easily manage the access control of the
system. With aid of Data Type Definitions(DTD), the policies given in
an APS can be converted into a standard XML code that can be imple-
mented in a normal XML environment.

1 Introduction

Using eXtensible Markup Language has brought profound changes in the nature
of information and the usability of the Web. XML can conveniently represent
document structure and contents and offers great control over information gran-
ularity via transformation and query languages. As XML becomes a widespread
data encoding format for Web applications, the Web resource protection must
follow to withstand increasing threats from Internet hackers.

One important mechanism to protect Web contents is Access Control. An
access control service is needed when some people want to block or allow access
to an entire XML instance, while others would like to control access at the tag
level. Developing an access control model, and related mechanism, in terms of
XML is an important step. With the rapid development of web environments
XML data access control has been intensively studied (e.g., [2, 8, 4, 5, 3, 1, 7]).
However, these existing research works on XML do not offer more advanced
access control features such as authorization delegation.

The popular mechanism in XML based access control takes advantage of Data
Type Definitions (DTD) (e.g., [1]). With a DTD based approach, the access con-
trol rules are defined in DTD. A DTD based approach is sometimes employed
along with a customized XML access control language where the rules are de-
scribed using the language [6]. The merit of this kind of scheme is that the system
administrator can enter/update access control rules much more conveniently.

T. Enokido et al. (Eds.): EUC Workshops 2005, LNCS 3823, pp. 1273–1282, 2005.
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In practice, access control components come with an order. For example,
an order could be: super user > group member > others, where super user
holds the highest privilege and others hold the least privilege. In objects, an
order can be associated with the depth the objects reside in a tree or a directory.
Access control in such systems implies the propagation of authorization in terms
of the associated order. In this paper, we present a novel framework for fine
grain XML access control that includes delegation, in terms of the partial order
of access control components. With our scheme, the complicated assess control
task in XML documents becomes easy, since we propose a novel access control
“spreadsheet” tool for describing rules. We call it Authorization Policy Sheet
(APS). Using an APS with the associated DTD forms a normal XML code that
is understandable to a normal XML environment.

The rest of the paper is organized as follows. In Section 2, we describe our
access control model and define the major components in our model. In Section
3, we present the authorization policy sheet (APS), which forms the foundation
to our model. In Section 4, we provide the definitions of predicates. The final
section is the conclusion.

2 Basic Definitions

In this section, we define our access control model. We give the definitions of
DTD, APS, and associated system components including subjects, objects, au-
thorization rights, and types.

Subject. A subject is active. It could be a user or a processor. A subject has a
name and other associated information dependent on the application. We require
subjects to be either ordered with a proper order or unordered when the order
of subjects are insignificant.
Subject Set. Subject constant poset (S, >): admin, s1, s2, · · · , sn denote ordered
subjects with the order of admin > s1 > s2 > · · · > sn. We assume that the
administrator possesses the highest privilege.

A subject can be defined according to the need. For example, a subject could
be described by set of attributes such as name, address, rights, etc. As the
simplest example, in DTD, the subject is defined as:

<!DOCTYPE subject[
<!ELEMENT subject (users*)>
<!ELEMENT users (name)>
<!ELEMENT name #PCDATA>
]>

The attribute to the above subject set contains only the usernames.
Here is the example of the subject hierarchy with three subjects (Admin,

Alice, Bob), described in a separate sheet:
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<subject>
<users>

<name> Admin </name>
</users>
<users>

<name> Alice </name>
</users>
<users>

<name> Bob </name>
</users>

</subject>

We have omitted “partial order” of the associated subjects such as Admin >
Bob > Alice as this will be presented later on.

Object. Objects are passive. They could be files, programs, tables, etc. Objects
are represented by a constant poset (O,>): o1, o2, · · · with the order o1 > o2, > ...
The object is described as target + path(V, E), where target is an XML
document or URL address, path is an XPath expression that eventually selects
specific portions (object) of the XML document in the XML tree where V is a
set of nodes and E is a set of edges. The structure of the objects could be defined
in the DTD as follows.

<!DOCTYPE object[
<!ELEMENT object (target,path)>
<!ELEMENT target href #PCDATA>
<!ELEMENT path #PCDATA>
]>

Here is the example of the object hierarchy described in a separate XML
sheet:

<object>
<object>

<target> hospital.xml </target>
<path>//doctor/operation_info</path>

</object>
<object>

<target> hospital.xml </target>
<path>//doctor/personnel_info/alice </path>

</object>
</object>

Access Rights. Ordered rights are defined as constant poset (A, >): a1, a2, · · ·
with the order: a1 > a2 > ... For example, Read > Write > Executable. They
are defined in DTD as follows.
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<!DOCTYPE access_right[
<!ELEMENT access_right (a*) #IMPLIED>
]>

Authorization Type. Authorization type is given by the constant set T =
{n, p, d}, where n is the negation w.r.t. an access right, p specifies grant w.r.t.
an access right, and d specifies “delegable” w.r.t. an access right.

The ordered authorization types are described in DTD:

<!DOCTYPE authorization_type[
<!ELEMENT authorization_type (n|p|d) #REQUIRED>
]>

3 Authorization Policy Sheet

Directly using XML to describe access control often shows little advantage when
the access control system is complicated (e.g., when authorization delegation and
propagation are required). In our model, authorization specifications or rules
are provided in an Authorization Policy Sheet (APS) associated with the docu-
ment/DTD. In APS, the representation of authorizations is described in terms
of orders of the objects and subjects and explicit authorization rules.

The APS is separate from the document and DTD and offers great conve-
nience in the administration of access control for system administrators due to
its simplicity. The system administrator can manage the system access control
by the concise rules given in an APS. The resultant XML sheet can be generated
from the corresponding DTD and APS. APS also shows the great advantage due
to its convenience in the specification of explicit rights and the implicit rights
for XML documents.

3.1 Rules

An APS sheet consists of a finite set of rules. A rule consists of name, head and
attribute. When the head of a rule is an authorization predicate, the rule is called
authorization rule. For a set of rules named r, each rule consists of a predicate
and an attribute:

<rule:r>
<p1, attribute> <- <condition>
<p2, attribute> <- <condition>
<p3, attribute> <- <condition>

<pn, attribute> <- <condition>
</rule:r>

Here, p1, p2,...,pn are a set of predicates and attribute denotes the com-
ponents associated with the predicate. condition denotes the condition with
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respect to the rule of a predicate. Due to the space limit, we will omit the details
in this paper and will present it in the full version of the paper.

The structure of rule in DTD is defined as following:

<!DOCTYPE rule[
<!ELEMENT rule (predicate+,condition*)>
<!ELEMENT predicate (grant, cangrant ) #IMPLIED>
<!ELEMENT condition (gran, cangrant)*>
]>

A rule in XML is defined as following:

<rule:r>
<predicate>

<attribute>
<attr>

</attribute>
...

<attribute>
<attr>

</attribute>
<condition>
...

</condition>
</predicate>

...
</rule:r>

3.2 Partial Order

The partial orders of the access control components, including subjects, object,
types, and rights, are one of the key components in an APS. We will see that they
can be used to simplify our access control system by implicit rules in authoriza-
tion propagations. In an APS, the partial orders are respectively defined in the
form: (s1 > s2 > s2 > ...), (o1 > o2 > o3 > ...),(t1 > t2 > t3 > ...),
(a1 > a2 > a3 > ...).

4 Predicates

Predicates form the essential part of an APS. In our system, there is a set
of predicates: P = {p1, p2, ...., pn}. Every predicate is constructed in the form
< pi, x1, ...., xn >. x1, ..., xn are terms associated with the predicate. We utilize
following predicates in an APS.
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4.1 grant

Definition 1. (grant) grant is a 6-tuple predicate S × O × T × A × S × F :
< grant, s, o, t, a, g, f >, where subject s ∈ S is granted by grantor g ∈ G
the access right a ∈ A on object o ∈ O with the type t ∈ T . It determines
whether a subject is granted an access right over an object. In an APS, this rule
reads:

<grant grantee=" ", target+path=" ", authorization_type=" ",
access_right=" ", grantor=" ", status=" ">

Predicate grant in APS is an authorization rule, where the element grant
has attributes grantee; target + path(V, E), target is an XML or DTD, path
is an XPath expression that eventually selects specific portions (object) of the
XML document in XML tree where V is a set of nodes and E is a set of edges,
authorization type, access rights, grantor, and status. status is a flag
indicating whether or not the rule is effective.

For example,
The merit of grant in ASP is obvious. The grant is also defined in DTD as

follows.

<!DOCTYPE grant[
<!ELEMENT grant (subject,object,authorization_type,

access_right,subject,status)>
<!ELEMENT subject (grantee)>
<!ELEMENT grantee (name)>
<!ELEMENT name #PCDATA>

<!ELEMENT object (target,path)>
<!ELEMENT target href #PCDATA>
<!ELEMENT path #PCDATA>

<!ELEMENT authorization_type (n|p|d) #REQUIRED>
<!ELEMENT access_right (a*) #IMPLIED>
<!ELEMENT a #PCDATA>

<!ELEMENT subject (grantor)>
<!ELEMENT grantor (name)>
<!ELEMENT name #PCDATA>

<!ELEMENT status (true|false) #REQUIRED>
]>

The grant rule defined in ASP and DTD is converted into a standard form
of XML. Here is an example of grant in APS and XML:
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– rule in APS:

<rule:hospital>
<grant, grantee="Alice",

target+path="hospital_info.xml
+ //hospital/operation_info/",

authorization_type="p",
access_right="Read",
grantor="Bob",
status="True">

</rule:hospital>

– rule converted to XML:

<rule:hospital>
<grant>

<subject>
<grantee>

<name> Alice </name>
</grantee>

</subject>
<object>

<target>hospital_info.xml </target>
<path>//hospital/operation_info</path>

</object>
<type> p </type>
<access_right> Read </access_right>
<subject>

<grantor>
<name> Bob </name>

</grantor>
</subject>
<status> True </status>

</grant>
</rule:hospital>

which reads that the grantee Alice is granted by the grantor Bob the access right
read on Xpath specified object

hospital_info.xml + //hospital/operation_info/
with the authorization type p and the status is set to True.

4.2 cangrant

Differing from grant, the predicate cangrant represents the capability of a sub-
ject in granting a right with respect to an object to another subject. Formally,
we define it as follow.
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Definition 2. (cangrant) cangrant is a 4-tuple predicate S × O × A × F : <
cangrant, s, o, a, f > where s ∈ S is the grantor; o ∈ O = target + path(V, E),
target is an XML or DTD, path is an XPath expression that eventually selects
specific portions (object) of the XML document in XML tree, V is a set of nodes
and E is a set of edges; a ∈ A is an access right; and f ∈ F is the status of the
rule. cangrant determines whether a subject can grant an access right over an
object.

The definition above states that Subject s has the right to grant access right
a on object o to other subjects.

In APS, we define the cangrant as

<cangrant subject=" ", target+path=" ", access_right=" ",
status=" ">

In DTD, cangrant is defined as follows:

<!DOCTYPE cangrant[
<!ELEMENT cangrant (subject,object, access_right,

status)>
<!ELEMENT subject (grantee)>
<!ELEMENT grantee (name)>
<!ELEMENT name #PCDATA>

<!ELEMENT object (target,path)>
<!ELEMENT target href #PCDATA>
<!ELEMENT path #PCDATA>

<!ELEMENT access_right (a*) #IMPLIED>

<!ELEMENT status (true|false) #REQUIRED >
]>

The following is an example of cangrant in XML.

– rule in APS:

<rule:hospital>
<cangrant, subject="Alice",

target+path="hospital_info.xml
+ //hospital/operation_info",

access_right="Read",
status="True">

</rule:hospital>

– rule can be converted XML (omitted).

This rule states that Alice can grant the right read with respect to the object
//hospital_info + //hospital/operation_info

to other subjects.
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4.3 Delegation

We define the delegation right d, which allows a subject who holds an access
right to grant the right to another subject. A subject can grant other subjects
an access right a over object o if the subject has an associated cangrant right
and s is the security administrator admin, or s has been granted a over o with
delegable type d. Clearly, the type d is a flag indicating whether or not the access
right can be further granted to another subject by the holder of the access right.

We also assume that if subject s receives a delegable authorization directly
or indirectly from another subject s′ on some object o and access right a, then
s cannot grant s′ authorization on the same o and a later on.

For example, Alice is granted an access right Read|Write of type p|d over
object hospital info.xml + //hospital/operation info/, then we have

– rule in APS:

<rule:hospital>
<grant, grantee="Alice",

target+path="hospital_info.xml
+ //hospital/operation_info/",

authorization_type="p|d",
access_right="Read|Write",
grantor="Bob",
status="True">

</rule:hospital>

This rule implies that Alice can grant the access right with respect to o and a to
another subject. In other words, the list of rules can be updated whenever Alice
takes the action.

With rule:hospital and cangrant right,

<cangrant,subject="Alice",
target+path="hospital_info + *",
access_right="Read",
status="True">

A new rule can be generated by Alice (notice that Write access is forbidden):

<rule:hospital2>
<grant, grantee="Cindy",

target+path="hospital_info.xml
+ //hospital/operation_info/",

authorization_type="p",
access_right="Read",
grantor="Alice",
status="True">

</rule:hospital2>

where we have assumed that d denotes the non-inherited delegation. This means
that the delegatee Bob cannot further delegate the right to other parties.
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5 Conflict Resolution

Our model supports different types of access rights, authorizations can be in
conflict where a user is granted two different types of access rights. Thus a proper
conflict resolution policy is needed. We solve conflicts as follows. First, trace the
delegation relation path explicitly. When a conflict occurs, we will see if the two
grantors fall into a delegation path. If they do, then let the authorization with
the grantor as the predecessor in the path override the other one. In other words,
along the delegation path, the predecessors’ grants have higher priority than the
successors’ grants. This policy can support well-controlled delegation. Second,
if the conflicts can not be solved by the above policy, we will use Negative-
takes-precedence based policy to resolve the conflicts. That is, we will resolve
the conflicts according to their types, and the priority sequence is n > p > d.
This policy favours security.

In Conclusion, we have presented an access control model that supports fine-
grained XML. Our model has the following main merits. simplicity in access
control management. Our access control model makes the complex access control
management much more effective,simple and elegant. Due to lack of space, we
will present the propagation of authorization in the full version of the paper.
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Abstract. Software rejuvenation is a preventive and proactive solution
that is particularly useful for counteracting the phenomenon of software
aging. In this article, we consider a periodic software rejuvenation model
based on the steady-state system availability in discrete operational cir-
cumstance. More precisely, we treat a telecommunication billing applica-
tion as a simple ubiquitous application, and describe its stochastic behav-
ior by applying the discrete renewal reward process. The main objective
is the determination of the optimal frequency to rejuvenate the ubiqui-
tous application, maximizing the steady-state system availability. Also,
we develop a statistically non-parametric algorithm to estimate the op-
timal rejuvenation schedule with the discrete total time on test concept.

1 Introduction

Since ubiquitous systems around us are controled by software in almost all cases,
it is quite important to check their health condition occasionally or periodically.
Software rejuvenation is a preventive and proactive solution that is particularly
useful for counteracting the phenomenon of software aging. The faults involved
in embedded software systems should ideally have been removed during the de-
bugging phase. Even if the embedded software may have been thoroughly tested,
it still may have some design faults that are yet to be revealed. Such design faults
are called bohrbugs and may exist even in mature software such as commercial
operating systems. Also, even mature software can be expected to have what are
known as heisenbugs. These are bugs in the software that are revealed only during
specific collusions of events. For example, a sequence of operations may leave the
software in a state that results in an error on an operation executed next. Simply
retrying a failed operation, or if the application process has crashed, restarting
the process might resolve such a problem. Another type of fault observed in
ubiquitous applications is due to the phenomenon of resource exhaustion. These
faults may exist in not only middleware under ubiquitous computing circum-
stance but also typical operating systems and telecommunication applications.
For instance, operating system resources such as swap space and free memory
available are progressively depleted due to defects in software such as memory
leaks and incomplete cleanup of resources after use.

T. Enokido et al. (Eds.): EUC Workshops 2005, LNCS 3823, pp. 1283–1292, 2005.
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In fact, when a ubiquitous application executes continuously for long periods
of time, some of the faults cause the software to age due to the error conditions
that accrue with time and/or load. Software aging will affect the performance
of the application and eventually cause it to fail [1], [3]. A complementary ap-
proach to handle software aging and its related transient software failures, called
software rejuvenation, are becoming popular [7]. Software rejuvenation is a pre-
ventive and proactive solution that is particularly useful for counteracting the
phenomenon of software aging. It involves stopping the running software occa-
sionally, cleaning its internal state and restarting it. Cleaning the internal state
of a software might involve garbage collection, flushing operating system kernel
tables, reinitializing internal data structures, and hardware reboot. For many
ubiquitous applications, the rejuvenation may correspond to a system reconfig-
uration in the sleep mode during the idle period.

Huang et al. [7] report the software aging phenomenon in a real telecommuni-
cation billing application where over time the application experiences a crash or a
hang failure, and propose to perform the rejuvenation occasionally. More specif-
ically, they consider the degradation as a two step process. From the clean state
the software system jumps into a degraded state from which two actions are possi-
ble: rejuvenation with return to the clean state or transition to the complete fail-
ure state. They model the four-state process as a continuous-time Markov chain,
and derive the steady-state system availability. Avritzer and Weyuker [2] discuss
the aging in a telecommunication switching software where the effect manifests
as gradual performance degradation. Garg et al. [6] introduce the idea of peri-
odic rejuvenation (deterministic interval between successive rejuvenations) into
the Huang et al. model [7] and represent the stochastic behavior by using a Markov
regenerative stochastic Petri net. Recently, Dohi et al. [4], [8] extend both the orig-
inal Huang et al. model [7] and Garg et al. model [6] to semi-Markov models, and
develop statistically non-parametric algorithms to estimate the optimal software
rejuvenation schedules from the complete sample data of failure time.

It should be noted in the past literature that the software system is assumed
to operate in continuous time. However, in many practical situations, system
lifetime (degradation time) can not be measured in calendar time. For instance,
consider the system failure of an embedded system where the number of rounds
for use before system failure is more significant than the system age measured
by CPU time. Also, in some mission critical systems based on the transaction
processing, the number of transactions strongly depends on the software aging
and its related transient failure. In such systems, the system lifetime should be
regarded as a discrete random variable. Unfortunately, enough research has not
been carried out on discrete software rejuvenation models. Dohi et al. [5] re-
formulate the semi-Markov rejuvenation models in [4] as those in discrete time
under the steady-state system availability criterion. More specifically, they model
the stochastic behavior of a telecommunication billing application discussed in
[4], [7] by using discrete semi-Markov processes, and determine the optimal pe-
riodic software rejuvenation schedules in discrete-time setting. Similar to the
paper [4], the same authors develop non-parametric estimators of the optimal
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non-periodic software rejuvenation schedules maximizing the steady-state sys-
tem availability [5].

This paper is a continuation of the above work [5]. That is, we reformulate
the periodic software rejuvenation model in continuous time [6], [8] as a discrete
one. In a fashion similar to the previous work [5], we apply the discrete Markov
regenerative process and derive analytically the optimal periodic software reju-
venation schedule in discrete-time setting, maximizing the steady-state system
availability. Also, we wish to emphasize here that the discrete model consid-
ered here is not a simple analogy of the continuous-time software rejuvenation
model. First, we utilize the discrete total time on test (DTTT) concept (scaled
DTTT transform and scaled DTTT statistics), which is first introduced in [5]
and is a quite new statistical device. It is needed to develop a statistically non-
parametric algorithm of the optimal software rejuvenation schedule. In addition,
the results in [5] are based on the discrete-time semi-Markov processes, but our
model considered in this paper is classified into the discrete-time Markov re-
generative process which belongs to the more wide class stochastic process. As
pointed out in the literature [6], [8], the periodic rejuvenation scheme is feasible
in practice since the time interval between successive rejuvenations is determin-
istic. Also, it is noted that the resulting optimal rejuvenation schedule based
on the discrete modeling framework is not always equivalent to the discritized
one for continuous-time model, because the discrete model involves a delicate
problem on the uniqueness of the optimal schedule. In that sense, our modeling
approach developed in this paper is not a trivial example.

2 Model Description

2.1 Notation and Assumption

Z: time interval from highly robust state to failure probable state (discrete ran-
dom variable)

F0(n), f0(n), μ0 (> 0): cumulative distribution function (cdf), probability mass
function (pmf) and mean of Z, where n = 0, 1, 2, · · ·

X: failure time from failure probable state (discrete random variable)
Ff (n), ff (n), μf (> 0): cdf, pmf and mean of X
‘ * ’: discrete convolution operator, i.e. F0 ∗ Ff (n) =

∑n
j=0 F0(n − j)ff (j) =∑n

j=0 Ff (n − j)f0(j)
ψ(·): survivor function (= 1 − ψ(·))
r0f (n): failure rate (= f0 ∗ ff (n)/F0 ∗ Ff (n − 1))
Y : recovery time from failure state (discrete random variable)
Fa(n), fa(n), μa (> 0): cdf, pmf and mean of Y
N : rejuvenation time from highly robust state (discrete random variable)
F (n), n0 (≥ 0): cdf and mean of N
R: system overhead incurred by software rejuvenation (discrete random vari-

able)
Fc(n), fc(n), μc (> 0): cdf, pmf and mean of R
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Assumption: μa > μc, i.e. the mean recovery time from the system failure is
strictly greater than the mean time to complete the rejuvenation.

Fig. 1. Transition diagram

Consider the similar stochastic model with periodic software rejuvenation to
Garg et al. [6] and Suzuki et al. [8] in discrete time. Suppose that the software
system starts for operation at time n = 0 and is in the highly robust state (normal
operation state). Let Z be the random time to reach the failure probable state
from the highly robust state. Let Pr{Z ≤ n} = F0(n), (n = 0, 1, 2, · · ·). Just
after the state becomes the failure probable state, a system failure may occur
with positive probability. Let X be the time to failure from the failure probable
state having the cdf Pr{X ≤ n} = Ff (n). Then, two actions are possible to be
taken; rejuvenation and recovery from the system failure. If the system failure
occurs before triggering a software rejuvenation, then the recovery operation
starts immediately. The time to complete the recovery operation Y is also the
positive random variable having the cdf Pr{Y ≤ n} = Fa(n). Without any loss
of generality, it is assumed that after completing recovery operation the software
system becomes as good as new.

On the other hand, rejuvenation is performed at a random time interval mea-
sured from the start (or restart) of the software in the robust state. The cdf of
the time to invoke the software rejuvenation, say N , and the cdf of the time
to complete software rejuvenation are represented by F (n) and Fc(n), respec-
tively. Suppose that the time to rejuvenate the software is a constant n0, i.e.
the software rejuvenation is performed periodically. Then, the cdf F (n) has to
be replaced by
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F (n) = U(n − n0) =
{

1 : (n ≥ n0)
0 : (n < n0),

(1)

where U(·) is the unit step function. We call n0 (≥ 0) the software rejuvenative
schedule in this paper. After completing the software rejuvenation, the software
system becomes as good as new, and the software age is initiated at the beginning
of the next highly robust state.

Define the following five states:

State 0: highly robust state (normal operation state)
State 1: failure probable state
State 2: software rejuvenation state from failure probable state
State 3: failure state
State 4: software rejuvenation state from highly robust state.

Figure 1 depicts the transition diagram for the stochastic model under consider-
ation, where the states denoted by circles (0, 2, 3, 4) and square (1) are regenera-
tion points and non-regeneration points, respectively, in the Markov regenerative
process. Strictly speaking, this stochastic process is not a simple semi-Markov
process. However, since only one non-regeneration point is included in the tran-
sition diagram, it can be reduced to an equivalent semi-Markov process.

3 Availability Analysis

We formulate the steady-state system availability as a criterion of optimality.
Define the time length from the beginning of the system operation to the com-
pletion of the preventive or corrective maintenance of software system as one
cycle. Suppose that the same cycle is repeated again and again over an infinite
time horizon. The mean operative time during one cycle is obtained as

S(n0) =
n0−1∑
n=0

Ff ∗ F0(n). (2)

The mean time length of one cycle is given by

T (n0) = μc + (μa − μc)Ff ∗ F0(n0) +
n0−1∑
n=0

Ff ∗ F0(n). (3)

Then the steady-state system availability is, from the discrete renewal reward
theorem, derived by AV (n0) = S(n0)/T (n0), and the problem is to seek the
optimal software rejuvenation schedule n∗

0 maximizing AV (n0).
Taking the difference of AV (n0) with respect to n0, define the following func-

tion:

q(n0) =
T (n0 + 1)T (n0){AV (n0 + 1) − AV (n0)}

F0 ∗ Ff (n0)
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= (μc − μa)S(n0)r0f (n0 + 1) + T (n0) − S(n0), (4)

where q(0) = T (0) − S(0) + (μc − μa)S(0)r0f (1) = μc > 0. The following result
gives the optimal software rejuvenation schedule.

Theorem 1: (1) Suppose that the convoluted cdf F0 ∗ Ff (n) is strictly IFR
(increasing failure rate) under the assumption μa > μc.

(i) If q(∞) < 0, then there exist (at least one, at most two) optimal software
rejuvenation schedule n∗

0 (0 < n∗
0 < ∞) satisfying q(n∗

0 −1) > 0 and q(n∗
0) ≤

0. Then, the maximum system availability is given by

AV (n∗
0) ≤ AV (n∗

0) < AV (n∗
0), (5)

where

AV (n∗
0) =

1
1 + (μa − μc)r0f (n∗

0 + 1)
, (6)

AV (n∗
0) =

1
1 + (μa − μc)r0f (n∗

0)
. (7)

(ii) If q(∞) ≥ 0, then the optimal software rejuvenation schedule becomes n∗
0 →

∞, i.e. it is optimal not to carry out the software rejuvenation. Then, the
maximum system availability is given by AV (∞) = μf/(μa + μf ).

(2) Suppose that the convoluted cdf F0 ∗ Ff (n) is DFR (decreasing failure
rate) under the assumption μa > μc. Then, the steady-state system availabil-
ity AV (n0) is a convex function of n0, and the optimal software rejuvenation
schedule is n∗

0 = 0 or n∗
0 → ∞.

In the following section, we give an alternative graphical interpretation of The-
orem 1 by applying the DTTT concept.

4 Statistical Estimation Algorithm

For the discrete cdf Ff ∗ F0(n), define the scaled DTTT transform [5]:

φ(p) =
(Ff∗F0)−1(p)∑

n=0

Ff ∗ F0(n)
μf + μ0

, (8)

where

(Ff ∗ F0)−1(p) = min{n : Ff ∗ F0(n) > p} − 1, (9)

if the inverse function exists. Then it is evident that

μf + μ0 =
∞∑

n=0

Ff ∗ F0(n). (10)
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The scaled DTTT transform can be regarded as a discrete analogy of the familiar
total time on test transform of continuous cdf, and can be used to examine the
aging property of discrete probability distribution. To our best knowledge, this
interesting statistical device has not sufficiently been studied in the context of
reliability statistics.

Based on the definition in Eq.(8), let us represent the system availability by
the parameter p instead of n0. Suppose that p is one-to-one corresponding to n0.
After a few algebraic manipulations, we can obtain the following result:

Theorem 2: Obtaining the optimal software rejevenation schedule n0
∗ maxi-

mizing the steady-state system availability AV (n0) is equivalent to obtaining p∗

(0 ≤ p∗ ≤ 1) such as

max
0≤p≤1

φ(p)
p + β

, (11)

where β = μc/(μa − μc).

Theorem 2 is the dual of Theorem 1. From this result, it is seen that the optimal
software rejuvenation schedule n0

∗ = (Ff ∗ F0)−1(p∗) is determined by calcu-
lating the optimal point p∗(0 ≤ p∗ ≤ 1) maximizing the tangent slope from the
point (−β, 0) to the curve (p, φ(p)) ∈ [0, 1]× [0, 1] in the two-dimensional plane.
This graphical idea is very useful to calculate the optimal rejuvenation schedule
in practice. For the continuous-time models [4], [8], the optimal solution can
be characterized as a unique solution of non-linear equation in the non-trivial
case. On the other hand, in discrete-time setting, we have to solve simultaneous
inequalities q(n∗

0 −1) > 0 and q(n∗
0) ≤ 0. If n0 is large, this is equivalent to solve

a non-trivial combinatorial problem. However, from Theorem 2, we can plot the
graph (p, φ(p)) easily and seek the optimal point p∗ so as to maximize the tangent
slope geometrically. The other benefit of this approach arises in an educational
aspect to perform the sensitibity analysis. For varying model parameters, we can
check the sensitivity of model parameters on the optimal rejuvenation schedule
on the graph.

Next, suppose that the optimal software rejuvenation schedule has to be es-
timated from k ordered complete observations: 0 = x0 ≤ x1 ≤ x2 ≤ · · · ≤ xk of
the times from a discrete cdf F0 ∗Ff (n), which is unknown. Then, the empirical
distribution for this sample, is given by

Ffk(n) =
{

i/k for xi ≤ n < xi+1,
1 for xk ≤ n.

(12)

The numerical counterpart of the scaled DTTT transform, called scaled DTTT
statistics, based on this sample, is defined by

φik = ψi/ψk, i = 0, 1, 2, · · · , k, (13)

where

ψi =
i∑

j=1

(k − j + 1)(xj − xj−1), i = 1, 2, · · · , k (14)
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Fig. 2. Estimation of the optimal software rejuvenation schedule

Fig. 3. Asymptotic behavior of the estimates for the maximum system availability

with ψ0 = 0. The resulting step function by plotting the points (i/k, φik) (i =
0, 1, 2, · · · , k) is called scaled DTTT plot.

The following theorem gives a statistically non-parametric estimation algo-
rithm for the optimal software rejuvenation schedule.

Theorem 3: Suppose that the optimal software rejuvenation schedule has to be
estimated from k ordered complete sample 0 = x0 ≤ x1 ≤ x2 ≤ · · · ≤ xk of the
times from a discrete cdf Ff ∗F0(n), which is unknown. Then, a non-parametric
estimator of the optimal software rejuvenation schedule n̂∗

0 which maximizes
AV (n0) is given by xj∗ , where

j∗ =
{

j | max
0≤j≤k

φjk

j/k + β

}
. (15)

The above result is a direct application of Theorem 2. In fact, it can be expected
that the resulting estimator xj∗ may function well to estimate the optimal soft-
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ware rejuvenation schedule maximizing the steady-state system availability, if
the number of sample is sufficiently large. Unfortunately, the strong consistency
of φik has not been analytically proved in the literature, i.e. φik → φ(p) as
k → ∞. However, this hypothesis seems to be correct in our simulation experi-
ments. In the following section, we give a numerical example to show usefulness
of the estimation algorithm.

5 A Numerical Example

We present an example to determine the optimal software rejuvenation schedule
which maximizes the steady-state system availability. Suppose that the time
Z + X obeys the negative binomial distribution with pmf:

ff(n) =
(

n − 1
r − 1

)
qr(1 − q)n−r , n = 1, 2, 3, · · · , (16)

where q ∈ (0, 1) and r = 1, 2, · · · is the natural number. Also, it is assumed that
Z is a geometrically distributed random variable having pmf:

f0(n) = p(1 − p)n, n = 0, 1, 2, · · · . (17)

Suppose that (r, q) = (10, 0.3), p = 0.3, μa = 5.0 [day] and μc = 2.0
[day]. In this case, the optimal software rejuvenation schedule is given by n∗

0 =
(Ff ∗ F0)−1(0.125291) = 26 with AV (26) = 0.912150, if we can know the pmf
ff (n) completely. In Fig. 2 we show the estimation result of the optimal soft-
ware rejuvenation schedule, where the failure time data are generated from the
negative binomial distribution. For 200 simulation data (negative binomial dis-
tributed random number), the estimates of the optimal periodic rejuvenation
schedule and its associated system availability are given by n̂∗

0 = x19 = 26 and
AV (n̂∗

0) = 0.918798, respectively.
Of our next concern is the investigation of asymptotic property of the es-

timators given in Theorem 3. In the simulation experiment, we generate the
negative binomial distributed random number as the system failure time data
and sequentially estimate the optimal software rejuvenation schedule and the
corresponding system availability. In Fig. 3, we plot estimnates of the maxi-
mum system availability, where the horizontal line denotes the really maximum
availability AV (26) mentioned before. From this figure, it is observed that the
estimate of the steady-state system availability fluctuates around the real max-
imum and that the non-parametric method proposed here can provide a good
estimate. As the number of data increases, the estimated system availability
converges to the corresponding asymptotic value. Hence, the estimator of the
optimal software rejuvenation schedule can be expected to be consistent numer-
ically. On the other hand, from this result, it can be seen that a number of
system failure data are not always needed to get the good estimates with higher
accuracy. For instance, in the above example, around 30 data will be enough
even if we can not know the underlying system failure time distribution. This
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result tells us that the proposed statistical estimation method provides a good
predictive performance of the optimal rejuvenaation schedule for an operational
software system.
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Abstract. Dependability for a ubiquitous computing system must be guaranteed 
for each single component of a system and for the whole system, which—
designed to fulfill a certain task—might be more than just a sum of its 
components. Ubiquitous computing systems must enable the testing not only 
each of software components separately but also of the whole system. In this 
paper, we propose a management mechanism for applying software rejuvenation 
technology into a ubiquitous computing system. It adopts the automatic 
monitoring scheme, the automatic analysis scheme, the autonomic plan and the 
execution scheme to suggest the optimal configuration alternative of a ubiquitous 
computing system. We validate the autonomic fault management scheme based 
on a workload model derived from the system log analysis. 

1   Introduction 

Computing has spread from a desktop computer to several areas such as automobiles, 
gadgets, telecommunications and the Internet; that is, hundreds of internet-enabled 
computers per human being, none of them resembling a conventional keyboard-and-
monitor machine. Particularly, a ubiquitous computing system could be constructed 
not only with one computer but with networks of computers (or other devices with 
computing power) embedded in everyday objects where computers are made 
available throughout the physical environment [1] and must be able to operate for 24 
hours/7 days with the minimum human intervention. For this, dependability must be 
guaranteed for each single component of a system and for the whole system, which—
designed to fulfill a certain task—might be more than just a sum of its components. In 
order to deal with faults efficiently, modular and structured systems—enable loosely 
coupled, componentized systems, such as Sun J2EE[2] and Micro soft .NET[3]—are 
mostly preferable. However, when a certain number of components fail owing to 
unpredicted failures, the system will fail to guarantee service quality to a large 
number of users. In addition to hardware failures, many unexpected system faults are 
caused by software failures [4,5,6]. 

Software-aging phenomenon, a dormant form of software faults, can lead to data 
loss, communication disruption, and can be aggravated by malfunction such as 
memory leak, buffer overflow, data corruption, or numerical error accumulation, etc. 
                                                           
*  This research is supported by the Ubiquitous Autonomic Computing and Network Project, the 

Ministry of Information and Communication (MIC) 21st Century Frontier R&D Program in 
Korea. 
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Software rejuvenation is based on the idea of preventive maintenance applied to the 
software context that is widely employed in different engineering disciplines 
[7,8,9,10]. Software rejuvenation is a proactive fault management technique aimed at 
cleaning up the system internal state to prevent the occurrence of more severe crash 
failures in the future. It involves occasionally terminating an application or a system, 
cleaning its internal state and restarting it. Garbage collection, flushing operating 
system kernel tables, and reinitializing internal data structures are some examples of 
what cleaning the internal state of software might involve. Recent studies of the 
software rejuvenation technique stress the importance of the analysis on availability, 
downtime cost, and other methodology to improve system availability. However, it is 
necessary to address the management complexity issues by using technology to 
manage the software rejuvenation technology with the minimum human intervention. 
Moreover, they must enable the testing not only each of software components 
separately but also of the whole system. So, in this paper, we propose a management 
mechanism for applying software rejuvenation technology into a ubiquitous comput-
ing system. It adopts the automatic monitoring scheme to collect, aggregate, filter, and 
track related metrics, the automatic analysis scheme to extend our previous work[10], 
the autonomic plan and execution scheme to suggest the optimal configuration 
alternative of a ubiquitous computing system. We validate the autonomic fault 
management scheme based on a workload model derived from the system log analysis. 
The rest of this paper is organized as follows. The autonomic fault management 
mechanisms are presented in section 2. Section 3 describes how to get the metrics, 
analyze the availability, and make the suggestion for the dependability requirements in 
detail. Section 4 presents the analytic and simulation results based on experiments on 
different system parameters. Section 5 concludes the paper. 

2   Autonomic Fault Management Mechanisms 

The CIM(common information model) standards promoted by DMTF (distributed 
management task force) are a way to systematize the available information about the 
computing environment in which semantically rich management information between 
systems could be exchanged [11]. The approach uses a uniform modeling formalism 
that, together with the basic scenario of object-oriented constructs, supports the 
cooperative development of an object-oriented schema across multiple organizations. 
So, we describe with CIM and UML (Unified Modeling Language) the autonomic 
fault managements for a ubiquitous computing system—divided into two parts: the 
dependability manger for the plan and execution and the observation manager for the 
monitor and analysis (refer in Figure 1). 

A class represents a concept within the system being modeled are denoted by the 
rectangular boxes in the diagram of Fig. 1. Classes contain the class name, the point 
data structure that has been defined for the class, and the behavior that can be 
performed on instances of this class. Multiplicity represents the number of instances 
of each class that form part of the relation with the lines connecting the classes, for 
examples, “a Dependability Manager controls one or many Observation Manager; a 
Observation Manager is managed by one Dependability Manager.” A brief 
description of the classes in alphabetical order follows for the dependability manager 
and the observation manager, respectively. 
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Fig. 1. UML representation of autonomic fault management mechanisms 

2.1   Dependability Manager 

Dependability Manager (DM) plays a core role in the autonomic fault manage-ments i
n order to apply software rejuvenation technology into a ubiquitous computing system
. It interprets the quality of applications and systems against a predefined service level
, and finally invokes methods to correct a problem if necessary. In order to make a pla
n and take a countermeasure, DM cooperates with the observation manager that analy
zes the properties of objects aggregated in the model and generates indications about t
he status of those resources. 

 Condition: the generic type describing any contained component defined within a u
biquitous computing system. The condition is a boolean variable expression. When t
he condition is false, the DM invokes any method.  

 Method: a composite of action definitions including a method identifier. Some of th
e actions defined in a method may specify the execution of custom code with the pa
th in order to satisfy some given requirements. 

 Info: the definition for describing the characteristics of the system information 
installed on the version and the requisite target to satisfy a software requirement. 

2.2   Observation Manager 

The observation manager adopts the automatic monitoring and analysis scheme to coll
ect, aggregate, filter, track related metrics, and finally generate indications about the st
atus of a ubiquitous computing system.  

 Filter: base class for all sensor filters. Application of the filter will then identify the 
tracks or measurements that lie within the volume determined by the filter. 

 Measurement: all measurements provided by a sensor or communications interface 
and received by the Observation Manager. The attributes in this class have not been 
fully defined. 
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 Observation: object data managed within the fault management domain. Candidate 
observation is created for each track or measurement that matches the filter criteria. 

 Track: State data about a track object. The attributes in this class have not been 
fully defined and record the history associated to a specific track. 

3   Automation Scheme 

We divide the hazards of a ubiquitous computing system into three errors: environment 
and hardware structure error, system error, human error (refer in Figure 2). The system 
comes to an emergency stop if it fails to detect, prevent, or recover at least one of the 
three errors. Because many unexpected system faults are caused by software failures, 
we concentrate on system error in operation—sensor error, controller error, and 
actuator error. For automatic monitor, the reference model for a resource, component, 
or system must be constructed. The observation reference model controls the data 
gathering and interprets the data according to best-practices algorithms in order to 
detect the unpredicted fault phenomenon condition. For an example, we build up the 
observation reference model for a memory leakage phenomenon. 
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Fig. 2. Fault classification and possible events 

A memory leakage occurs, when it is short of available memory with high working 
set and deficient in memory for private bytes of a specific process used in a software 
component. This phenomenon can be detected by tracking the state change of objects 
such as memory and process from the past state[12]. That is, the number of bytes used 
for the working set of the process, the number of bytes committed to a process, the 
total number of page faults caused by a process or the total memory available might be 
examined. If the portion of total working set in memory exceeds one of available 
memory, the shortage of memory with high working set occurs. If the current number 
of process private bytes exceeds the previous value of them accidentally, then the 
deficiency of private memory is observed, too. However, only quantitative monitoring 
and analysis is incomplete for rigorous fault management. It is necessary to adopt best-
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practices fault injection algorithm[13,14] for obtaining the failure rate of a software 
object (application, component, service, or interface) because the software aging 
phenomenon would occur in long mission time. Thus, the dependability manager has 
the capability to evaluate the robustness of its software object for itself. In addition to 
the functioning software to perform system checking, loader, applications, etc. an 
important design issue for the ubiquitous computing system is related to the number of 
components that should be placed in different operational modes: operations, repair, 
dormant, etc. The serviceable number of components may decline because of software 
aging phenomenon after a long mission and then, the number of components in 
dormant mode must be incremented to that degree. A component having dormant 
software failure can switch to operation mode by software rejuvenation or will come 
down to system failure. In the case of failure, that component must be repaired. A 
fault-repair model is necessary to carry out the analysis. 
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(c) switchover state 

Fig. 3. State transition diagram for availability analysis of a ubiquitous computing system 

The state transition diagram of the ubiquitous computing system that takes into 
account software rejuvenation and switchover is presented in Fig. 3. The two-tuple 
{(n,k), (n,k-1), … , (1,0)} annotated in each circle represents the number of primary 
and backup components in normal states respectively. After a certain period of 
mission time, the system may transit from one of the normal states to one of the 
unstable states {Un, k, Un,k-1, … , Un,0, … , U1,0} with rate i⋅λu where i is the number of 
components, i = n + k (n : the number of active components, k : the number of backup 
components, λu : the unstable rate of altering from healthy to faint). If a component is 
in an unstable state, its state can change to 1) the rejuvenation state, at rate λr of 
operating the rejuvenation process, so that all components become free from faint 
conditions due to software aging, 2) the switchover state, at rate n⋅λf , so that one 
backup component takes over the task of a faulty primary component when a primary 
component fails, or 3) the shut-down state at the rate m⋅λf where a backup component 
is shut down (m: the number of backup components), when a backup component fails. 
After rejuvenation, the system state departs from one of the unstable states. In 
rejuvenation states {Rn,k, Rn,k-1, … , R1,0}, not only one half of primary components, 
n/2 , but also one half of backup components, k/2 , are rejuvenated and followed by 
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the other half. During transitions of the software rejuvenation, it is necessary for 
primary and backup components to subsume for each other of their computing tasks 
so that computing service would not be stopped at any time. Thus, one half of primary 
components waiting for the rejuvenation must keep service and one half of backup 
components waiting for the rejuvenation take over services of one half of primary 
components being rejuvenated. The state (0,0) denotes that all components fail. 
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We define the performable availability (PA) as the probability that the systems are in 
one of the availability states that meet a minimum performance threshold, such as the 
task waiting time. The time span difference in the order of magnitude between 
availability and waiting time analyses is very large. To overcome the difficulty, we 
distinguish the definition of PA from the conventional definition of availability (CA) 
as below equation (1). 
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Let Δi denote the indicator to determine that the system is available when i primary 
components are functioning. Then, Δi =1, if d ≤ Du and Δi =0, otherwise where Du 
denotes user-specified maximum waiting time, and d the waiting time when the 
systems have i primary components. We assume that the interarrival time of the 
transactions and the length of time required to process a transaction are independently 
and exponentially distributed random variables with rate α/1 , β/1 , respectively. The 
systems must have at least m0 primary components functioning in order to meet the 
performability requirements with respect to task waiting time. And 1/ 0 <βα m  should 

be satisfied for the condition of ergodicity. Based on these assumptions, the system 
performability for PA can be solved by using an M/M/m0 queueing system. Wq(t), the 
waiting time distribution of M/M/m0, is referred to as Erlang’s C formula, C(m0,α/β) 
[14]. From this formula, the system is considered available if the condition of 
equation (1) is met. ψ≥≤= ][)( dWPdW q is obtained, where ψ (psi) and Wq represent 

acceptance ratio and a random variable which describes the amount of sojourn time in 
queues, respectively (equation (2)). From equations (1) and (2), performable 
availability (PA) is defined as below:  
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Therefore, we merge the output of M/M/m0 queueing analysis with that of the steady-
state probabilities of a ubiquitous computing system. At system initialization, the user 
sets the requirement of system availability ( Ω ,omega) and derives a utilization metric 
( βαρ 0/ m= ) through periodic sampling of the average transaction arrival rate. 

Initially, the number of primary components satisfy the (user-defined) waiting time 
deadline (Du) through Erlang’s C formula (see equation (2)). Next, the decision is 
made over optimal redundancy levels by analyzing the performable availability with 
change of the number of primary or backup components (see equation (3)). The 
algorithm produces the optimal redundancy level of a ubiquitous computing system 
meeting the performability and availability as its output. When the systems need to 
handle heavy workload, the dynamic configuration algorithm should follow certain 
priority policy in its decision making process. For example, if the priority of static 
services is higher than that of dynamic services, more servers would be added to the 
systems for static service by using equation (4), where S(t) is the number of servers 
for static service at time t, As(t) the system availability for static service at time t, Ls(t) 
the total workload in both systems, Ms(t-1): the maximum connection number of one 
server, and S(t-1) the number of servers for static service at time t-1. 

if Ls(t) > S(t) ⋅ Ms(t-1) or As(t) < Ω, then S(t) = S(t-1) + 1                   (4) 

4   Performance Evaluation 

By using the system and workload parameters reported in Table 1, we can create 
simulation models based on well established traffic distributions. Similar to numerous 
observations on the network traffic, M. E. Crovell also characterized the web traffic 
as bursty[15]. As a result, we use heavy-tailed distributions to characterize the high 
variability and self-similar nature of the traffic patterns. The time to process a static 
request is proportional to the files size. The service time for a dynamic object is 
modeled according to hyper-exponential distribution. We performed experiments to 
find the optimal configuration for the ubiquitous computing systems using the 
following system-operating parameters [8,9,10]. The systems are analyzed at intervals 
of 1 year. Failure rate of a component is 2 times per year and repair time 12 hours. 
Rejuvenation schedule is 1 time per month and healthy systems may enter unstable 
states every 15 days. Switchover and rejuvenation time are 10 minutes and 20 
seconds, respectively. As usual, the number of transactions varies with the time of  
the  day.  We  assume that the average transaction rates are 4200 transactions/hour for  

Table 1. Averages and standard deviations of the three daily periods 

Mean number of requests Standard deviation 
Periods 

2005/01/22 2005/01/23 2005/01/22 2005/01/23 
Average 

Standard 

Deviation 

0:00 – 8:00 31.50 26.75 19.71 19.40 29.13 3.36 

8:00 – 16:00 135.75 137.75 42.52 44.39 136.75 1.41 

16:00 – 24:00 93.37 82.00 15.88 16.23 87.63 7.95 
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0AM-8AM, 5400 transactions/hour for 8AM-4PM., and 4800 transactions/hour for 
4PM-0AM. Each component can process 1200 transaction per hour, and at least 90% 
of transactions have to meet 1-minute waiting time deadline. The systems must be 
available up to 99.99%. To adequately approximate a deterministic sojourn time in 
rejuvenation and switchover states, the number of stages is set to 20. 
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The effect of software rejuvenation on availability of the systems is shown in  
Fig. 4, using the conventional availability defined in equation (1). As repair time 
becomes shorter, availability increases regardless of software rejuvenation, a result of 
software aging phenomenon, called heisenbugs. We note, however, systems with 
software rejuvenation can keep high availability because dormant software faults 
diminishes. In other words, software rejuvenation can reduce the frequency of failure 
in the ubiquitous computing systems. However, the result suggests that the system 
cannot meet its availability requirements of 99.99% if software rejuvenation period is 
too long. Fig. 5 shows the effects of failure rate and the number of backup 
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components on the system availability. Spare system capacity is a necessity for 
software rejuvenation, implying that at the single system state (1,0) software 
rejuvenation cannot improve availability. A duplex (1,1) or multiplex (v, w) system 
with a higher degree of redundancy is needed for availability improvement, where v ≥ 
2 and w ≥ 2. However, an excessively redundant system only provides marginal 
improvement on availability. For instance, the availability difference between a (3,1)-
way system from that of a (3,2), (4,1) or (4,2)-way system is very small. It is highly 
desirable to find a minimally configured system (of minimal cost) that can meet the 
system requirements. In Fig. 6, the CA and PA measures in three time slots are plotted 
with respect to transaction arrival rate, given that that the system has four primary 
components. The availability of a system with no backup components is too little to 
meet availability requirement (99.99%). However, no further visible advantage can be 
gained if more than four backup components are added to the system. Fig. 7 describes 
how to optimize a system autonomously. Initially, the algorithm selects the (7,0) to 
meet the waiting time deadline requirement. Next, alternatives to the initial choice, 
such as (6,1), (5,2) and (4,2) are examined in order to find the optimal point. After the 
search and computational processes, one can reduce to a (3,2)-way configuration from 
the (7,0)-way configuration without violating any requirements. 

5   Conclusion 

The ubiquitous computing systems that provide computing services to customers, 
dynamically need to meet not only the availability but also the performance 
requirements. In this paper, we develop a management mechanism for applying 
software rejuvenation, a proactive management method, into a ubiquitous computing 
system. It can automatically collect, aggregate, filter, track, analyze, and make plan to 
manage the ubiquitous computing system. Also, we validate the autonomic fault 
management scheme based on a workload model derived from the system log analysis 
with a scenario applicable to the run-time configuration phase. Moreover, this 
behavior such as human autonomous nervous system can be extended to other two 
phases of the application life cycle: the design phase and the deployment phase. In the 
future work, we will extend the proposed mechanism with an inference machine. 
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Abstract. A Radio-Frequency-Identification (RFID) tag is a small and
cheap device which is combined in IC chip and an antenna for radio
communications. The RFID tag is used for management of goods and
used as a substitute for a bar code. However, RFID system may infringe
on a consumer’s privacy because it has a strong tracing ability. In this
paper, we propose a key change scheme which can prevent previous owner
from reading the RFID tag after changing its owner. By using our scheme,
previous owner cannot read and trace ID information on the RFID tag.
Moreover it is possible to combine other privacy protection scheme with
our scheme because our scheme uses only symmetric key cryptography.

1 Introduction

A Radio-Frequency-Identification (RFID) tag is a small and cheap device that
consists of an IC chip and an antenna which communicate by radio frequency.
A radio communication device called reader emits a query to an RFID tag and
read ID of an RFID tag. When a reader emits a query, there are readers which
also transmit power for the RFID tags, so an RFID tag does not have power
supply in that case. Therefore an RFID tag expected to be used as a substitute
of a bar code in the future. In order to use as a bar code, the cost of an RFID
tag is $0.05/unit, and tags are small as 0.4mm * 0.4mm and thin enough to be
embedded in paper. For this reason, the capacity of a RFID tag is limited and
an RFID tag is difficult to process complicated procedure. Moreover, because of
using a radio frequency, a communication between an RFID tag and a reader
will be simply monitored.

There are some kinds of an RFID tag and it is classified according to commu-
nication distance, the kind of memory, and the existence of a power supply. First,
there are a close type (0 - several mm) and proximity type (several mm - dozens
cm) and a remoteness type (dozens cm - several m) in communication distance. In

T. Enokido et al. (Eds.): EUC Workshops 2005, LNCS 3823, pp. 1303–1312, 2005.
c© IFIP International Federation for Information Processing 2005
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memory type, there are read only type, and once write and read type, and write
and read type. In the case of writeable memory, a radio communication device
called reader/writer can write in ID information on an RFID tag. In the case of
read only type, the ID is determined in the manufacture stage of a RFID tag. More-
over, there are an active type and a passive type in the power supply of a RFID
tag. The active type contains the power supply in the RFID tag, and a passive
type obtains electric power from a reader by method which was mentioned above.
From cost or the ease of use, a passive type of power supply is used in many cases.

This tag is used for next generation barcode in the field of distribution. By
using an RFID tag, we can manage ID information in a database and optimize
distribution and stock of products. An RFID tag has more information than
printed barcode. Moreover, when an RFID tag is attached to various goods,
consumers will use it after buying goods. For example, we can use an RFID tag
for theft detection and goods management. More specificaly, a refrigerator which
reads an RFID tag can observe best-before date of foodstuffs.

However, we should concern about security problem on an RFID tag. Most
important problem is privacy problem. The communication between a reader
and a RFID tag is performed by radio. Thus, it is simply tapped by an attacker.
Moreover, the location of the owner can be traced by tracing the information
on the specific RFID tag even if the attacker cannot understand the contents
of ID. This privacy about owner’s location is called as location privacy. For this
reason, if an RFID tag is used for distribution, leakage of information about
distribution is important. Moreover, a retailer can trace a consumer after selling
goods. Therefore, we need a scheme to prevent from reading ID information on
an RFID tag after changing its owner.

In this paper, we propose owner change schemes for an RFID tag by using
three party model and two party model. In our schemes, ID information on
an RFID tag is encrypted by using symmetric cryptosystem to prevent from
leakage of ID information. Moreover, our schemes can prevent from reading ID
information by previous owner by changing key of encryption.

2 Privacy Problems on an RFID Tag

The communication between a reader and an RFID tag is performed by radio.
Thus, it is simply tapped by an attacker. The reader can simply derive informa-
tion from the RFID tag and it can be used to infringement of the privacy. There
are two privacy problems on the RFID tag. First is the leakage of ID information.
Since the RFID tag has unique ID, if the attacker obtains the ID, he can get
information about objects that the tag was attached. For example, the size and
the price of clothes, the contents of a wallet, the inventory information about the
goods of a store etc. can be leaked. As a result, it infringes on the owner’s privacy.
We can protect this problem by using anonymity of ID information by using en-
cryption scheme. Therefore, the attacker can not know what encrypted ID means.

Second problem is the tracing ID information. An attacker can trace by tracing
the information on the specific tag even if an attacker cannot understand the
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Fig. 1. RFID system

meanings of ID of the RFID tag. Therefore, he can know the location of the tag
and the owner of the tag. This privacy about owner’s location is called as location
privacy. Therefore, an attacker can trace the owner of RFID tags by reading
them. Moreover, it is also considered that the owner suffers the further damage.
When a RFID tag is embedded in banknotes, it is possible that the information
on an RFID tag can be read after drawing money from a bank, and it can be
pursued exactly, and will be involved in a crime [1, 2]. Even if the attacker can
not know what kind of banknotes a person has, he can know the person has
many tags which is attached to banknotes. So RFID tags can be a detector of
rich people. Therefore, the effective privacy protection scheme in an RFID tag is
needed. Against these problems, some previous results [3, 4, 5] proposed privacy
protection schemes which can change ID information periodically to protect
location privacy. Since ID information is not fixed by using these schemes, the
attcker cannot trace specific tgas.

2.1 Privacy Problems Related with Owner Changing

When an RFID tag is used everywhere, the owner of the RFID tag is changed in
its lifecycle. For example, when an RFID tag is attached to products, its owner
changes from a manufacturer to a distributor, and from a retailer to a consumer.
In this case, there are some problems if previous owner can read ID information
on the RFID tag after changing its owner. For example, the retailer can trace the
consumer. There are some schemes to prevent a third party from reading ID infor-
mation [3, 4, 5]. However, since the previous owner might have important informa-
tion like a decryption key, he can trace the RFID tag by using these information.
Thus, we cannot protect consumer’s privacy by using these schemes. Therefore,
we need to change these information when owner of tags is changed.

2.2 Traceability and Location Privacy

We will show the diference between tracebility and location privacy. RFID tags
realize traceability by tracing ID information on RFID tags. When RFID tags are
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used for goods management, reading ID information on RFID tags is recorded in
a database and its source and transportation history are recorded. After goods
are displayed at a shop, consumers can check a source of goods and know trans-
portation history of the goods by accessing the database. In this case, this prop-
erty that we can get backward information is called as traceability.

On the other hand, it is a problem that a shop assistant can trace RFID tags
attached to goods by reading its ID information after consumers buy them. If
the shop assistants can trace RFID tags, she can trace consumers and know
the location of them. So we want that no one can get forward information after
the owner of RFID tags is changed. So its privacy problem is called as location
privacy.

Then, we propose schemes which can change a key on an RFID tag when
its owner is changed. By using our schemes, previous owner cannot trace ID
information on the RFID tag and we can protect privacy related with owner
changing.

3 Owner Change Scheme on Three Party Model

We propose an owner change scheme using symmetric key cryptosystem. In
our proposed scheme, an RFID tag is required to encrypt its ID information
by using symmetric key. Moreover, our scheme can be used with other privacy
protection scheme like [3, 4, 5] because we propose only key change scheme. So
the ID information can be a ciphertext of these privacy protection scheme. In our
scheme, previous owner gives an encryption key to new owner and new owner
replaces the key to a new key. As a result, previous owner cannot decrypt ID
information on the RFID tag by using his own key after changing the encryption
key. Moreover, when new owner changes the key, we uses trusted third party
(TTP) to encrypt new key. Therefore, new owner submits the encrypted key
to the RFID tag. So if an attacker eavesdrops the encrypted key, she cannot
decrypt the key. Therefore, we can prevent the attacker from getting new key.

Next, we define our model in our scheme and show our scheme.

3.1 Model

We show our model below. There are four entities in our model.

– ID : ID is a static identifier, such that a serial number. Moreover, we can
also use ciphertext of other privacy protection scheme as ID.

– T : An RFID tag. It shares a symmetric key K1 with Owner1 and a sym-
metric key KTTP with TTP . It generates a ciphertext C = SKK1[ID] by
using K1.

– Owner1 : Previous owner. He shares a symmetric key K1 with the RFID
tag.

– Owner2 : New owner. He receives K1 from previous owner and generates
new symmetric key K2.
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Fig. 2. Model of communication channels

– TTP : Trusted third party. He shares KTTP with an RFID tag T . In practice,
the role is played by a service provider of traceability or ID provider.

These shared keys are securely shared in advance.
Next, we show our models of communication channels. This model is shown

in Figure 2.

– Owner1 to Owner2 : This channel is an existent secure channel. Owner2
can authenticate Owner1 and send a message without leakage.

– Owner2 to TTP : This channel is the same as above channel.
– Owner2 to T : This channel is radio frequency channel. An attacker can tap

this channel. Therefore, the channel is not secure.

3.2 Protocol

We show our proposed scheme below.

1. Owner1 gives a key K1 to Owner2 by using a secure communication channel.
2. Owner2 generates a new key K2 and send K1 and K2 to TTP by using a

secure communication channel.
3. TTP generates a ciphertext CTTP = SKKTT P [K1, K2] by using a key KTTP

and send the ciphertext to Owner2.
4. Owner2 send the ciphertext CTTP to T .
5. T decrypts CTTP by using KTTP . If K1 is true, T changes the previous key

K1 to the new key K2.

The protocol is shown in Figure 3.
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Fig. 3. Owner change scheme in three party model

3.3 Discussion

In our scheme, we can change the key on the RFID tag by using TTP. We suppose
that the communication channels between previous owner and new owner, and
between new owner and TTP are secure respectively. Therefore, an attacker can
tap only the communication between new owner and the RFID tag. Moreover,
in the communication between new owner and the RFID tag, the new key is
encrypted by using the TTP’s key which is shared the RFID tag with TTP.
Thus, previous owner cannot know the new key because the new key is encrypted
by the TTP’s key.

However, new owner can know a movement history of previous owner because
previous owner must give the own key to new owner in our scheme. To solve
this problem, previous owner can change a key which should be sent to new
owner. In our scheme, we can change a key by ourselves. Therefore, new owner
cannot know the movement history of previous owner because previous owner
can change a key to change an owner.

Moreover, we can prevent ID information from leaking because ID information
is encrypted by symmetric key encryption. About tracing ID information, we can
prevent by changing the key frequently. Since the ciphertext of ID information
is changed by changing the key, we can protect location privacy. However, our
scheme is not suitable to changing the key frequently because we must commu-
nicate with TTP. But, we can protect location privacy by combining our scheme
with other privacy protection scheme like [3, 4, 5].
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Another problem is tampering with the RFID tag. Since the RFID tag has
the symmetric key, an attacker can get the key by tampering with the RFID
tag. To protect from tampering, we can use tamper-resistant device to keep the
key. However, tamper-resistant device is too expensive for the RFID tag to be
used for goods management.

4 Owner Change Scheme on Two Party Model

Next, we propose an owner change scheme on two party model. This scheme can
be also used with other privacy protection scheme like [3, 4, 5]. In this scheme,
we can change a key of an RFID tag without TTP.

4.1 Model

We show our model below.

– T : An RFID tag. It has ID information and a key K1 which is shared with
Owner1. It generates a ciphertext C = SKK1[ID] using K1. Moreover, it
generates a nonce N by using a random number.

– Owner1 : Previous owner. It shares a key K1 with T .
– Owner2 : New owner. It receivesK1 from Owner1 and generates a new key K2.

These shared keys are securely shared in advance.
Moreover, we suppose a forward channel and a backward channel [6]. The

forward channel is a communication channel from a reader to an RFID tag. It

Fig. 4. Forward channel and backward channel
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is relatively long range. On the other hand, the backward channel is a commu-
nication channel from an RFID tag to a reader. It depends on the capability
of the RFID tag. However, the backward channel is shorter than the forward
channel. Therefore, it is more difficult to tap the backward channel than the
forward channel. We show the relationship between the forward channel and the
backward channel in Figure 4.

Next, we show our models of communication channels.

– Owner1 to Owner2 : This channel is an existent secure channel. Owner2
can authenticate Owner1 and send a message without leakage.

– Owner2 to T : This channel is a forward channel by using radio
frequency. It is possible to be tapped by an attacker. So, this channel is
not secure.

– T to Owner2 : This channel is a backward channel by using radio fre-
quency. It is possible to be tapped by an attacker. However, the attacker
must approach to tap this channel because this channel is backward chan-
nel. Therefore, this channel is more secure than the communication channel
from Owner2 to T .

4.2 Protocol

We show our proposed scheme below.

1. Owner1 gives a key K1 to Owner2 by using a secure communication channel.
2. Owner2 sends a query to T .
3. T generates a nonce N and sends it to Owner2.

Fig. 5. Owner change scheme in two party model
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4. Owner2 generates a new key K2 and generates a ciphertext C = SKN [K1,
K2]. Owner2 send the ciphertext C to T .

5. T decrypts C by using N . If K1 is true, T changes a key K1 to K2.

The protocol is shown in Figure 5.

4.3 Discussion

In our scheme, new owner receives a symmetric key from previous owner and
changes the key on an RFID tag by using the key. Moreover, we can protect the
new key by using a nonce as an encryption key. When the RFID tag sends the
nonce, it is difficult to tap the nonce because the communication is backward
channel. However, since backward channel is radio frequency, an attacker can
approach and tap the nonce. Therefore, when the RFID tag sends the nonce, we
can use more short range communication channel like contact communication.

Moreover, since we can change a key by ourselves, previous owner can change
a key to send it to new owner.

5 Application

We show application for our schemes. Our schemes are fit to goods management.
When RFID tags are used for goods management, its owner changes from a
manufacturer to a distributor, and from a retailer to a consumer. A database
keeps history of goods movements. So when consumer buy goods, she can get
information about a source of goods and operations in manufacture by accessing
the database. But she want that the retailer cannot know RFID tags’ movement
any more. By using our schemes, she can change keys of RFID tags and prevent
the retailer from reading RFID tags.

6 Conclusion

In this paper, we proposed owner change schemes to protect a new owner’s
privacy. We proposed two schemes, first is an owner change scheme on three
party model and second is an owner change scheme on two party model. In the
scheme using TTP, we can prevent a new key from leaking by using a key which
is shared an RFID tag with TTP. In the second scheme, we can prevent a key
from leaking by supposing backward channel.

As a future work, we will evaluate the cost of implementation of our proposed
schemes.
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Wepiwé, Giscard 756
Won, Dongho 965
Wright, Paul 1058
Wu, Jing 1273
Wu, Zhaohui 326

Xu, Guangyou 51
Xu, Shidi 854

Yamada, Naoharu 1
Yamane, Satoshi 1211
Yamazaki, Kenichi 1, 111



Author Index 1317

Yang, Hyungkyu 965
Yang, Wei-Jie 1255
Yang, Yoon-Sim 91
Ye, Zhiyong 326
Yokohata, Yuki 612
Yokota, Masao 538
Yoneki, Eiko 652
Yoo, Chae-Woo 131
Yoo, Kee-Young 586, 955
Yoo, S.W. 1078, 1118
Yoon, Eun-Jun 586, 955
Yoon, Yong-Ik 576
Yoshida, Takaichi 413
Yoshihisa, Tomoki 121
You, Jinyuan 218

Youm, Sungkwan 693
Youn, Hee Yong 1088, 1098

Zamudio, Victor 345
Zanev, Vladimir 141
Zeng, Lingfang 403
Zhang, Fangguo 480, 825
Zhang, Futai 835
Zhang, Shunda 403
Zhang, Wei 1157, 1178
Zhang, Wenju 724
Zhao, Baohua 1157, 1178
Zhao, Qiangfu 519, 529
Zhong, Yonil 1108
Zhou, Qi 1201



 

Erratum to: Embedded and Ubiquitous Computing --- EUC 
2005 Workshops 
 
 

Tomoya Enokido, Lu Yan, Bin Xiao, Daeyoung Kim, Yuanshun Dai 
Laurence T. Yang (Eds.) 
 

 
 
 
Erratum to: 
Autonomic Agents for Survival Security Systems 
Roy Sterritt, Grainne Garrity, Edward Hanna, Patricia O’Hagan,         
DOI 10.1007/11596042_125 
 
 
 

“The name and email address of the second author of the paper 
starting on page 1235 of this volume have been removed at her own 
request.” 
 
 
 
 
 
 
The online version of the book can be found at:  
http://dx.doi.org/ 10.1007/11596042 
 
 
 
 
 
 
 
 
T. Enokido, L. Yan, B. Xiao, D. Kim, Y. Dai and L.T. Yang (eds.), Embedded and 
Ubiquitous Computing – EUC 2005 Workshops  DOI 10.1007/11596042_133,  
© 2005 IFIP International Federation for Information Processing                          1318 
 


	Frontmatter
	The Second International Symposium on Ubiquitous Intelligence and Smart Worlds (UISW 2005)
	Session 1: Smart Environments and Systems I
	Human Activity Recognition Based on Surrounding Things
	Baton: A Service Management System for Coordinating Smart Things in Smart Spaces
	An Extensible Ubiquitous Architecture for Networked Devices in Smart Living Environments
	A World Model for Smart Spaces

	Session 2: Agent Based Smart Computing
	Dealing with Emotional Factors in Agent Based Ubiquitous Group Decision
	A Multi-agent Software Platform Accommodating Location-Awareness for Smart Space
	Context-Aware Ubiquitous Data Mining Based Agent Model for Intersection Safety
	Development of Knowledge-Filtering Agent Along with User Context in Ubiquitous Environment

	Session 3: Smart Computing Environments
	Application-Driven Customization of an Embedded Java Virtual Machine
	A Study on Fast JCVM with New Transaction Mechanism and Caching-Buffer Based on Java Card Objects with a High Locality
	Intelligent Object Extraction Algorithm Based on Foreground/Background Classification
	Thin Client Based User Terminal Architecture for Ubiquitous Computing Environment
	An Application Development Environment for Rule-Based I/O Control Devices
	A uWDL Handler for Context-Aware Workflow Services in Ubiquitous Computing Environments

	Session 4: Smart Environments and Systems II
	SMMART, a Context-Aware Mobile Marketing Application: Experiences and Lessons
	Ubiquitous Organizational Information Service Framework for Large Scale Intelligent Environments
	TS-U: Temporal-Spatial Methodology for Application Checking of the Systems in the Ubiquitous Environment
	Ubiquitous Learning on Pocket SCORM
	An Application Based on Spatial-Relationship to Basketball Defensive Strategies
	Intrinsically Motivated Intelligent Rooms

	Session 5: Smart Networking and Protocols I
	Multivariate Stream Data Reduction in Sensor Network Applications
	Implementing a Graph Neuron Array for Pattern Recognition Within Unstructured Wireless Sensor Networks
	Building Graphical Model Based System in Sensor Networks
	Energy-Aware Broadcasting Method for Wireless Sensor Network
	Anonymous Routing in Wireless Mobile Ad Hoc Networks to Prevent Location Disclosure Attacks

	Session 6: Smart Environments and Systems III
	The Design and Implementation of a Location-Aware Service Bundle Manager in Smart Space Environments
	A Context-Aware and Augmented Reality-Supported Service Framework in Ubiquitous Environments
	A Smart Method of Cooperative Learning Including Distant Lectures and Its Experimental Evaluations
	u-KoMIPS: A Medical Image Processing System in a Ubiquitous Environment
	The Extended PARLAY X for an Adaptive Context-Aware Personalized Service in a Ubiquitous Computing Environment
	A Context-Aware System for Smart Home Applications

	Session 7: Smart Computing
	Human Position/Height Detection Using Analog Type Pyroelectric Sensors
	ENME: An ENriched MEdia Application Utilizing Context for Session Mobility; Technical and Human Issues
	DartDataFlow: Semantic-Based Sensor Grid
	Sentient Artefacts: Acquiring User's Context Through Daily Objects
	A Multi-dimensional Model for Task Representation and Allocation in Intelligent Environments
	Norms Enforcement as a Coordination Strategy in Ubiquitous Environments

	Session 8: Smart Objects
	A Java-Based RFID Service Framework with Semantic Data Binding Between Real and Cyber Spaces
	Kallima: A Tag-Reader Protocol for Privacy Enhanced RFID System
	Selective Collision Based Medium Access Control Protocol for Proactive Protection of Privacy for RFID
	{\itshape iCane} -- A Partner for the Visually Impaired

	Session 9: Security and Fault Tolerance of Smart Systems I
	ORAID: An Intelligent and Fault-Tolerant Object Storage Device
	Architecture Based Approach to Adaptable Fault Tolerance in Distributed Object-Oriented Computing
	Security Analysis of Michael: The IEEE 802.11i Message Integrity Code
	A Framework for Protecting Private Information Through User-Trusted-Program and Its Realizability

	Session 10: Smart Networking and Protocols II
	Performance Analysis of IP Micro-mobility Protocols in Single and Simultaneous Movements Scenario
	HMRP: Hierarchy-Based Multipath Routing Protocol for Wireless Sensor Networks
	On Energy-Aware Dynamic Clustering for Hierarchical Sensor Networks
	Neighbor Node Discovery Algorithm for Energy-Efficient Clustering in Ubiquitious Sensor Networks

	Session 11: Security and Fault Tolerance of Smart Systems II
	A Short Proxy Signature Scheme: Efficient Authentication in the Ubiquitous World
	The Design and Implementation of Secure Event Manager Using SPKI/SDSI Certificate
	Object Reminder and Safety Alarm
	Synchronization and Recovery in an Embedded Database System for Read-Only Transactions

	Session 12: Intelligent Computing
	Learning with Data Streams -- An NNTree Based Approach
	Generating Smart Robot Controllers Through Co-evolution
	Integrated Multimedia Understanding for Ubiquitous Intelligence Based on Mental Image Directed Semantic Theory

	Session 13: Smart Environments and Systems IV
	Hyper-Interactive Video Browsing by a Remote Controller and Hand Gestures
	Mobile Computing with MPEG-21
	A Unified Context Model: Bringing Probabilistic Models to Context Ontology


	IFIP International Symposium on Network-Centric Ubiquitous Systems (NCUS 2005)
	A Component-Based Adaptive Model for Context-Awareness in Ubiquitous Computing
	Improvement of an Efficient User Identification Scheme Based on ID-Based Cryptosystem
	The Wrong Challenge of `Pervasive Computing': The Paradigm of Sensor-Based Context-Awareness
	An Abstract Model for Incentive-Enhanced Trust in P2P Networks
	Construction of Credible Ubiquitous P2P Content Exchange Communities
	Location-Based Routing Protocol for Energy Efficiency in Wireless Sensor Networks
	Efficient Access of Remote Resources in Embedded Networked Computer Systems
	Lightweight Ontology-Driven Representations in Pervasive Computing
	Object Tracking Using Durative Events
	Design of Integrated Routing System for Mobile Ad Hoc Networks Overlaying Peer-to-Peer Applications
	A Design of Privacy Conscious RFID System Using Customizing Privacy Policy Based Access Control
	Efficient Resource Management Scheme of TCP Buffer Tuned Parallel Stream to Optimize System Performance
	Multi-level Service Differentiation Scheme for the IEEE 802.15.4 Sensor Networks
	Development of Event Manager and Its Application in Jini Environment
	On Scalability and Mobility Management of Hierarchical Large-Scale Ad Hoc Networks
	Exploring Small-World-Like Topologies Via SplitProber: Turning Power Laws into an Advantage in Unstructured Overlays
	Efficient Uplink Scheduler Architecture of Subscriber Station in IEEE 802.16 System
	A Survey of Anonymous Peer-to-Peer File-Sharing
	A Churn-Resistant Strategy for a Highly Reliable P2P System
	Building a Peer-to-Peer Overlay for Efficient Routing and Low Maintenance
	Dynamic Object Assignment in Object-Based Storage Devices
	Dynamic Resource Discovery for Sensor Networks
	Survey on Location Authentication Protocols and Spatial-Temporal Attestation Services
	Predicate Detection Using Event Streams in Ubiquitous Environments

	The First International Workshop on Security in Ubiquitous Computing Systems (SecUbiq 2005)
	Image Watermarking Technique Based on Two-Dimensional Chaotic Stream Encryption
	Identity-Based Universal Designated Verifier Signatures
	Short Designated Verifier Proxy Signature from Pairings
	An Embedded Gateway Based on Real-Time Database
	Efficient Authentication Scheme for Routing in Mobile Ad Hoc Networks
	Collision Attack on XTR and a Countermeasure with a Fixed Pattern
	Security in Persistently Reactive Systems
	ID-Based Access Control and Authority Delegations
	How to Construct Secure Cryptographic Location-Based Services
	A Key Management Scheme for Mobile Ad Hoc Networks Based on Threshold Cryptography for Providing Fast Authentication and Low Signaling Load
	Program Obfuscation Scheme Using Random Numbers to Complicate Control Flow
	Authenticated Public Key Distribution Scheme Without Trusted Third Party
	Cryptanalysis of a Generalized Anonymous Buyer-Seller Watermarking Protocol of IWDW 2004
	Efficient RFID Authentication Protocol for Ubiquitous Computing Environment
	A New Simple Authenticated Key Agreement and Protected Password Change Protocol
	A Method for Deciding Quantization Steps in QIM Watermarking Schemes
	A New DDoS Detection Model Using Multiple SVMs and TRA
	PPF Model with CTNT to Defend Web Server from DDoS Attack
	Efficient Key Agreement for Merging Clusters in Ad-Hoc Networking Environments
	An Effective Method for Location Privacy in Ubiquitous Computing
	Integrated Support for Location Aware Security Services in Enterprise Wireless Networks

	The 1st International Workshop on RFID and Ubiquitous Sensor Networks (USN 2005)
	Session 1: RFID
	Optimal Scheduling for Networks of RFID Readers
	PULSE: A MAC Protocol for RFID Networks
	{\itshape RFIDcover} -- A Coverage Planning Tool for RFID Networks with Mobile Readers
	Vibration Powered Battery-Assisted Passive RFID Tag
	Wireless RFID Networks for Real-Time Customer Relationship Management
	Tree-Based Classification Algorithm for Heterogeneous Unique Item ID Schemes
	An Efficient Key Pre-distribution Scheme for Secure Distributed Sensor Networks

	Session 2: USN
	Energy-Driven Adaptive Clustering Hierarchy (EDACH) for Wireless Sensor Networks
	A Load-Balancing and Energy-Aware Clustering Algorithm in Wireless Ad-Hoc Networks
	Energy-Efficient Cluster Reconfiguration with Fair Cluster Formations in Sensor Networks
	Virtual Sink Rotation: Low-Energy Scalable Routing Protocol for Ubiquitous Sensor Networks
	FERMA: An Efficient Geocasting Protocol for Wireless Sensor Networks with Multiple Target Regions
	Power-Aware Position Vector Routing for Wireless Sensor Networks
	Multicast Routing with Minimum Energy Cost and Minimum Delay in Wireless Sensor Networks
	Self Location Estimation Scheme Using ROA in Wireless Sensor Networks
	Energy-Efficient Target Localization Based on a Prediction Model
	Reducing Congestion in Real-Time Multi-party-tracking Sensor Network Applications
	Variable-Radii Method Based on Probing Mechanism (VRPM): An Energy Conservation Method for Wireless Active Sensor Networks


	The International Workshop on Trusted and Autonomic Ubiquitous and Embedded Systems (TAUES 2005)
	Session 1: Autonomic Computing
	Automata-Theoretic Performance Analysis Method of Soft Real-Time Systems
	A Component-based Architecture for an Autonomic Middleware Enabling Mobile Access to Grid Infrastructure
	Autonomic Agents for Survivable Security Systems
	Towards Formal Specification and Generation of Autonomic Policies

	Session 2: Security
	Intrusion Detection with CUSUM for TCP-Based DDoS
	A Digital Content Distribution Using a Group-key and Multi-layered Structure Based on Web
	Access Policy Sheet for Access Control in Fine-Grained XML

	Session 3: Dependable Computing
	Monitoring the Health Condition of a Ubiquitous System: Rejuvenation vs. Recovery
	A Dependability Management Mechanism for Ubiquitous Computing Systems
	Reassignment Scheme of an RFID Tag's Key for Owner Transfer


	Backmatter


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c006500720020003700200061006e006400200038002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




